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Preface to the Second Edition

Second generation (2G) digital cellular mobile radio systems have taken
root in many countries, untethering the telephone and enabling people to
conduct conversations away from the home or office and while on the move.
The systems are spectrally efficient with the frequency bands assigned by
the regulatory bodies being reused repeatedly over countries and even con-
tinents. At the time of writing the standardisation of three third generation
(3G) systems is also well under way in Europe, the United States and in
Japan. This book aims to portray the evolutionary avenue bridging the
second and third generation systems.

The fixed networks have also become digital, enabling the introduction
of the integrated digital service network (ISDN). No longer are communica-
tions to be restricted to voice. Instead a range of services, such as fax, video
conferencing and computer data transfer is becoming increasingly available.
The second generation digital cellular networks have complex radio links,
connecting the mobile users to their base stations. Mobile voice and data
communications are supported by elaborate network protocols that support
registration and location of mobile users, handovers between base stations
as the mobiles roam, call initiation and call clear-down, and so forth. In ad-
dition there are management, maintenance, and numerous other functions
unseen by the user that combine to facilitate high quality mobile commu-
nications. Some of these network issues are considered in the context of
the Global System of Mobile (GSM) communications in Chapter 8 and in
Wireless Asynchronous Transfer Mode (WATM) systems in Chapter 11,
but this book principally addresses the so-called physical layer aspects of
mobile communications.

Chapter 1 is a bottom-up approach to cellular radio. Commencing with
the propagation environment of a single mobile communicating with a base
station, Chapter 1 progresses via multiple access methods, first generation
and second generation mobile systems, to cordless telecommunications and
concludes with a discussion on the teletraffic aspects of mobile radio sys-
tems. The chapter is designed to equip the reader with a range of concepts
that will prepare her or him for the more focused in-depth chapters which
follow.

Chapter 2 considers mobile radio propagation in a quantitative manner,
establishing the background material that is the backbone of mobile radio
communications. A prerequisite to digital telephony is the selection of an
appropriate speech encoder, converting the analogue speech signal into a

xix
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digital format. Chapter 3 provides an in-depth discourse on analysis-by-
synthesis codecs.

Having encoded the speech signal, forward error correction coding is
applied together with interleaving of the coded speech bits, in order to
combat the channel error bursts that occur due to the fading inflicted by
the mobile radio channel. Chapter 4 addresses these issues. The interleaved
data are transmitted via a suitable modulator over a mobile radio channel
to a distant receiver which recovers the data. There are many different
methods of modulation but we opted for describing those, which are par-
ticularly appropriate for mobile communications. In Chapter 5 we consider
quaternary frequency shift keying (QFSK), which was a contending modem
for the pan-European cellular network. Chapter 6 deals with a more com-
plex family of modulation schemes, which are known as generalised phase
modulation arrangements. In this chapter we consider Viterbi equalisation
of wideband dispersive mobile radio channels.

Frequency hopping is an important technique in mobile radio commu-
nications, whereby a user’s channel hops from one frequency carrier to
another in order to avoid being in a deep fade for long periods of time.
Chapter 7 is devoted to slow frequency hopping cellular systems, and an
estimation of their spectral efficiency is presented. This is followed by a
description of the pan-European mobile radio system in Chapter 8, which
is now known as the Global System of Mobile communications, or GSM.
This chapter guides the reader through the complexities of this mobile radio
network, providing an overall system study and amalgamating the system
components introduced in the preceding chapters.

Since the standardisation of the second generation systems, such as
GSM, a decade has elapsed and the wireless community has been working
towards the third generation of mobile systems. There have also been im-
portant evolutionary developments on the 2G scene, such as the definition
of the half-rate Japanese Personal Digital Cellular (PDC) system’s speech
codec and that of the GSM half-rate speech-coding standard, the introduc-
tion of a new breed of enhanced full-rate speech codecs and the spread of
advanced data, fax and email services. Further important developments
have taken place in the area of high-speed wireless local area networks.
Motivated by these trends and a range of other new developments in the
field, this second edition incorporates three new chapters.

Chapter 9 presents a range of multimedia system components, which
have the potential to provide attractive enhanced services in the context of
both the existing 2G and the forthcoming 3G systems. Specifically, various
video codecs and handwriting codecs are described, in order to support
wireless video telephony and electronic ’white-board’ services. Chapter 9
also provides an overview of the recent activities in the field of multi-level
modulation schemes, which can be advantageously invoked in so-called in-
telligent multi-mode transceivers that are capable of re-configuring them-
selves on a burst-by-burst basis, supporting more robust transmissions in
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hostile propagation environments while transmitting an increased number
of bits per symbol in benign propagation scenarios.

Chapter 10 provides an overview of the recently proposed 3G wide-
band Code Division Multiple Access (W-CDMA) standards. The systems
considered are the so-called 'Intelligent Mobile Telecommunications in the
year 2000’ (IMT-2000), the *Universal Mobile Telecommunications System’
(UMTS) scheme and the pan-American cdma2000 arrangement. Despite
the call for a common global standard, there are some differences in the pro-
posed technologies, notably the chip rates and inter-cell operation. These
differences are partly due to the 2G infrastructure already in use all over
the world, specifically the GSM and the IS-95 systems; an issue elaborated
in Chapter 10.

Our final chapter is rather different from the others in that it is con-
cerned with network issues related to wireless asynchronous transfer mode
(WATM) networks. With the aid of a WATM simulator numerous sce-
narios for the transport of multimedia traffic over cellular networks are
addressed. The results verify the effectiveness of the WATM concept, suc-
cessfully mixing real-time, non-real-time, constant bit rate, and variable bit
rate services. A number of network control enhancements have been sug-
gested. The simulations confirm that the medium access control protocols,
data link control protocols, and network management schemes must be dy-
namic and intelligent, and should take into account the instantaneous traffic
loading on each BS and in the surrounding network. Intelligent handover
and call admission schemes can provide vast improvements in the Quality
of Service (QoS). The rapid re-assignment of capacity over a wide area
would be beneficial. It must be emphasised that, given current bandwidth
availabilities, satisfying the QoS expected in the fixed ATM network is eco-
nomically impractical in wireless networks. Therefore, acceptable mobile
service grades should be defined, or the available radio spectrum increased.

To our original text dealing with many of the fundamentals of the phys-
ical aspects of mobile communications, we have added new chapters dealing
with the exciting subjects of multimedia mobile communications, the pro-
posed 3G CDMA systems, and WATM. It is our hope that you will find this
second edition comprehensive, technically challenging, valuable and above
all, enjoyable.

Raymond Steele
Lajos Hanzo
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Chapter

Wireless QA M-based
Multi-media Systems:
Components and
Architecture

L. Hanzo'

9.1 Motivation and Background

Previous chapters of this book attempted to portray the state-of-the-art of
various system components, such as source and channel codecs, modems,
multiple access schemes, etc. used in mobile communications, leading to a
detailed discussion on the Pan-European GSM system in Chapter 8, which
is the most widespread operational cellular system world-wide at the time
of writing. The GSM system’s example was invoked, in order to amal-
gamate the various system components in a system design study. This
chapter has a similar goal in the context of modern wireless multi-media
systems and endeavours to speculate on some of the evolutionary features
of TDMA-based systems, while providing a system design study. We will
amalgamate a range of system components into multi-media systems [1],
portraying the interconnection of system components and characterising
the expected system performance. Apart from the employment of low-
rate speech and video codecs, multi-level modems [2] can also substantially

LUniversity of Southampton and Multiple Access Communications T.td
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contribute towards reducing the required user bandwidth and can accom-
modate either an increased number of users, or provide potentially higher
user bit-rates, if their increased channel SNR and co-channel interference
requirements can be satisfied. Hence, Quadrature Amplitude Modulation
(QAM) schemes are introduced in this chapter and their ability to support
multi-mode operation is demonstrated. Specifically, when the instanta-
neous channel quality or SNR is increased, an increased number of bits
per symbol can be transmitted, supporting an increased bit-rate. When
the channel quality degrades, a more error-resilient, but less bandwidth-
efficient modem mode can be invoked. At the time of writing the feasibility
of such systems is being researched, for example as a potential evolution-
ary path for the well-established and widespread GSM system or for other
future arrangements.

While the second-generation digital mobile radio systems of Table 1.1
are now widespread across the globe, researchers endeavour world wide
to define the third-generation personal communications network (PCN),
which is referred to as a personal communications system (PCS) in North
America. The European Community’s Research in Advanced Communi-
cations Equipment (RACE) programme [3,4] and the follow-up research
framework referred to as Advanced Communications  Technologies and
Services (ACTS) programme [5] spear-headed these initiatives in Europe.
Similar campaigns were also conducted in Japan and the USA. In the Eu-
ropean RACE programme there were two dedicated projects, endeavouring
to resolve the on-going debate as regards to the most appropriate multi-
ple access scheme, studying Time Division Multiple Access (TDMA) and
Code Division Multiple Access (CDMA). The basic advantages and disad-
vantages of these multiple access schemes were highlighted in Chapter 1
and the most prominent TDMA system, namely the GSM system, was the
topic of Chapter 8. At the time of writing in the third-generation era, how-
ever, CDMA seems to be emerging as the favourite in Europe [17], Japan
and the USA, although the proposed CDMA systems are different from
eachother. The design aspects of CDMA systems and the emerging third-
generation European, Japanese and American system proposals will be the
topic of Chapter 10, while the second-generation Pan-American so-called
IS-95 CDMA system [16] was highlighted in Chapter 1.

A common requirement of all modern wireless systems is the ability to
support services on a more flexible basis, than the somewhat rigid second-
generation standards, promising to allocate bit-rates upto 2 Mbps on a
demand basis. Therefore third-generation systems are expected to be more
amenable to wireless multi-media transmission, than second generation sys-
tems. A wide variety of further associated aspects of modern wireless sys-
tems were treated in references [3]- [13].

The range of existing and future systems can be characterised with the
aid of Figure 9.1 in terms of their expected grade of mobility and bit-
rate, which are the two most fundamental parameters in terms of deter-
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mining the systems’ potential in terms of wireless multi-media applications.
Specifically, the fixed networks are evolving from the basic 2.048 Mbit/s In-
tegrated Services Digital Network (ISDN) towards higher-rate broad-band
ISDN or B-ISDN. In comparison to these fixed networks, a higher grade
of mobility, which we refer to here as portability, is a feature of cord-
less telephones (CTs), such as the Digital European Cordless Telephone
(DECT), the British CT2 and the Japanese Personal Handyphone (PHP)
systems, although their transmission rate is more limited than that of the
fixed ISDN network. Recall that these systems were characterised in Ta-
ble 1.1. The DECT system is the most flexible CT amongst them, allowing
the multiplexing of 23 single-user channels in one of the duplex links be-
tween the portable station (PS) and base station (BS), which provides rates
up to 23x32 kbps = 736 kbps for advanced services - although this bit-rate
potential is eroded to around 500 kbps due to the various control channel
overheads encountered. As suggested by Figure 9.1, wireless local area net-
works (WLAN) can support higher bit-rates of up to 155 Mbits/s in order
to extend existing Asynchronous Transfer Mode (ATM) links to portable
terminals, but they usually do not support full mobility functions, such as
location update or hand-over from one base station to another. Another
ambitious European initiative is targeted at high-rate, high-mobility sys-
tem studies hallmarked by the so-called Mobile Broadband System (MBS),
which is also featured in Figure 9.1. By contrast, as seen in the Figure, con-
temporary second-generation Public Land Mobile Radio (PLMR) systems,
such as the Pan-European GSM, the American IS-54 and the Japanese
Digital Cellular (JDC) systems cannot support high bit-rate services, since
they typically have to communicate over lower quality, dispersive mobile
channels, but they exhibit the highest grade of mobility - in the case of
GSM including also high-speed international roaming capabilities. Again,
the basic features of second-generation systems were summarised in Ta-
ble 1.1 of Chapter 1.

Again, in this chapter we turned our attention to specific algorith-
mic and system architectural aspects of complete voice/video multi-media
transceivers, which may be employed as evolutionary successors of existing
second-generation systems, such as GSM or IS-54. We also evaluated their
expected performance. Hence the system bandwidth was assumed to be
30 kHz, as in the American IS-54 standard [14], which allowed us to assess
the potential of the proposed scheme in the context of a well-known exist-
ing system. As a further system design study, we also contrived a slightly
more complex intelligent multi-mode transceiver, which was studied in the
context, of the 200 kHz bandwidth Pan-European GSM system.

This chapter is organised as follows. Section 9.2 gives a brief overview of
recent developments in speech coding and, with reference to Chapter 3, it
describes the 4.8 kbit/s so-called transformed binary pulse excited (TBPE)
speech codec used in our system study. This is followed by the portrayal of
a bit sensitivity analysis technique invoked in order to assist in mapping the
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MOBILITY
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Figure 9.1: Stylised mobility versus bit-rate plane classification of existing and
future wireless systems.

speech bits to different bit-protection classes, employing source-sensitivity
matched error protection. A brief discussion is provided on the design of
video codecs, in particular on that of the proposed fixed-rate video codec
and the ITU H.263 standard video scheme in Section 9.3, while Section 9.5
is focused on the choice of modulation, in particular on 16-level quadrature
amplitude modulation (16-QAM). Since the so-called full-response, linearly
amplified modulation techniques have not been treated in previous chapters
of this book, more attention is devoted to this topic than to other, previ-
ously considered system components. Section 9.6 highlights how packet
reservation multiple access (PRMA) improves the efficiency of the TDMA
radio link by surrendering passive time slots for active users contending
for an available slot. Finally, two novel voice-video systems are proposed
and investigated in Section 9.7 in the context of the 30 kHz bandwidth
IS-54 system and the 200 kHz bandwidth GSM system, in order to be able
to relate their performance to that of these well-known systems, before
concluding in Section 9.8.

9.2 Speech Coding Aspects

9.2.1 Recent Speech Coding Advances

Let us commence our discourse on speech coding aspects with a brief
overview of the recent speech compression literature [20]- [48], noting that
Chapter 3 provided an in-depth treatment of speech coding. Following
the International Telecommunications Union’s (ITU) 64 kbit/s Pulse Code
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Modulation (PCM) and 32 kbps Adaptive PCM (ADPCM) G.721 stan-
dards, in 1986 the 13 kbit/s Regular Pulse Excitation (RPE) [28,29] codec
was selected for the Pan-European mobile system known as GSM, and more
recently Vector Sum Excited Linear Prediction (VSELP) [30,31] codecs op-
erating at 8 and 6.7 kbit/s were favoured in the American IS-54 and the
JDC wireless networks. These developments were followed by the 4.8 kbit/s
American Department of Defence (DoD) codec [32]. The state-of-art was
documented in a range of excellent monographs by O’Shaughnessy [33],
Furui [34], Anderson and Mohan [35], Kondoz [36], Kleijn and Paliwal [37]
and in a tutorial review by Gersho [38]. More recently the 5.6 kbit/s half-
rate GSM quadruple-mode Vector Sum Excited Linear Predictive (VSELP)
speech codec standard developed by Gerson et al [39] was approved, while
in Japan the 3.45 kbit/s half-rate JDC speech codec invented by Ohya,
Suda and Miki [40] using the so-called Pitch Synchronous Innovation (PSI)
CELP principle was standardised. Other currently investigated schemes
are the Prototype Waveform Interpolation (PWT) proposed by Kleijn [41],
Multi-Band Excitation (MBE) suggested by Griffin and Lim [42] and In-
terpolated Zinc Function Prototype Excitation (IZFPE) codecs advocated
by Hiotakakos and Xydeas [43]. In the low-delay, but more error sensitive
backward adaptive class the 16 kbps ITU G.728 codec [44] developed by
Chen et.al. from the AT&T speech team hallmarks a significant step. This
was followed by the equally significant development of the more robust,
forward-adaptive 10 ms delay G.728 ACELP arrangement proposed by the
Cherbrook team [46,47], AT&T and NTT [48]. Lastly, the standardisation
of the 2.4 kbps DoD codec led to intensive research in this very low-rate
range and the Mixed Excitation Linear Predicitve (MELP) codec by Texas
Instrument was identified [49] in 1996 as the best overall candidate scheme.

Following the above speech coding review let us now briefly concentrate
on the specific 4.8 kbps codec employed in our 30-kHz bandwidth multi-
media system.

9.2.2 The 4.8 kbit/s Speech Codec [22,51,55]

Again, speech codecs were discussed in depth in Chapter 3, where we have
shown that in code excited linear predictive (CELP) codecs a Gaussian
process with slowly varying power spectrum is used to represent the residual
signal after short-term and long-term prediction, and the speech waveform
is generated by filtering Gaussian distributed stochastic excitation vectors
through the time-varying linear pitch and LPC synthesis filters [50]. Here
we follow the approach of Section 3.4, since at bit-rates around 4.8 kbps
CELP codecs and their derivatives are the most successful schemes and
restrict our discussion on speech codecs to a terse summary, in order to
allow readers to consult this chapter in isolation from the rest of the book.

More specifically, in the CELP codec of Figure 3.34 in Section 3.4 the
Gaussian distributed excitation vectors of dimension N are either stored
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in a codebook or generated in real-time, in order to avoid excessive storage
requirements and the optimum excitation sequence is determined by the
exhaustive search of the excitation codebook. The codebook entries c(n)
of Figure 3.34,k=1...L,n=0... N —1, after scaling by a gain factor G},
are filtered through the synthesis filter, in order to produce the weighted
synthetic speech §,,(n), which is compared to the weighted original speech
Sw(n) for finding the specific codebook entry, which results in the best
possible N-sample synthetic speech segment.

However, for a typical excitation frame length of N = 40 and codebook
size L = 1024, the complexity of the original CELP codec proposed by Atal
and Schroeder [52,53] becomes excessively high for real-time implementa-
tion. Hence a plethora of computationally efficient solutions have been
suggested in the literature [30,31,51,54] in order to ease the computational
load encountered, while still maintaining perceptually high speech quality.
As mentioned above, the VSELP principle [30,31] was favoured in the
American IS-54 [14], the JDC [15] and in the Pan-European half-rate GSM
standards [39], while the Algebraic CELP (ACELP) [54] excitation was
incorporated in the ITU G.729 [46] and G.723 recommendations. When
the bit-rate is reduced below about 4.8 kbps, other approaches, such as
that employed in the Japanese 3.45 kbit/s half-rate JDC speech codec in-
vented by Ohya, Suda and Miki [40] using the so-called Pitch Synchronous
Innovation (PSI) CELP can be employed. Multi-Band Excitation (MBE)
suggested by Griffin and Lim [42], the Interpolated Zinc Function Proto-
type Excitation (IZFPE) codecs proposed by Hiotakakos and Xydeas [43]
and the DoD MELP codec [49] are also efficient at rates below 4.8 kbps.

In our experiments here we opted for the 4.8 kbps transformed binary
pulse excited (TBPE) speech codec of Section 3.5.1 proposed by Salami [22,
51,55], but our system-design hints are applicable to any other 4.8 kbps
codec, such as the DoD codec [32] or the ACELP scheme of Section 3.4.2.4
and reference [19]. A leading-edge half-rate system can also be contrived
on the basis of the previously mentioned US DoD 2.4 kbps MELP codec,
which can double the number of users supported in the 30-kHz bandwidth
of the proposed system. The attraction of TBPE codecs when compared to
CELP codecs accrues from the fact that the excitation optimisation can be
achieved in a direct computation step [51], as it was shown in Section 3.5.1.

The TBPE algorithm of Section 3.5.1 is summarised here briefly for
convenience, where the Gaussian excitation vector is assumed to take the
form of:

c = Ab, (9.1

and the binary vector b has M elements of +1, while the M x M matrix

A represents an orthogonal transformation. Due to the orthogonality of A
the binary excitation pulses of b are transformed into independent, unit
variance Gaussian components of c. The set of 2™ binary excitation vectors
gives rise to 2™ Gaussian vectors of the original CELP codec.
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Parameter | Number of Bits
10 LSFs 36

LTPD 2:-7T+2:5
LTPG 4-3

GP 4-2

EG 4-4

Excitation | 4-12

Total 144/30 ms

Table 9.1: Bit-allocation scheme of the 4.8 Kbit/s TBPE codec.

The block diagram of the TBPE codec was shown in Figure 3.41 of
Chapter 3. As seen in the Figure, the weighted synthetic speech is generated
for all 2™ = 1024 codebook vectors and subtracted from the weighted input
speech in order to find the one resulting in the best synthesised speech
quality. The synthetic speech is generated at the output of the weighted
synthesis filter, which is excited by the vectors given by the superposition
of the adaptive codebook vector scaled by the long term predictor gain
(LTPG) - which is synonymously also referred to as the adaptive codebook
gain - and that of the orthogonally transformed binary vectors output by
the binary pulse generator scaled by the stochastic excitation gain.

The bit allocation of our TBPE codec is summarised in Table 9.1. We
note that a similar 4.8 kbps Algebraic Code Excited Linear Predicitve
(ACELP) codec exhibiting the same bit-allocation scheme - apart from
the different encoding of the excitation vectors - can be designed using the
excitation model of Section 3.4.2.4. This ACELP excitation model was used
in our system proposed in reference [19]. Returning to the bit-allocation
table, the spectral envelope is represented by ten line spectrum frequencies
(LSFs), which are scalar quantised using 36 bits, as it was detailed in Chap-
ter 3. The 30 ms long speech frames hosting 240 samples are divided into
four 7.5 ms subsegments having 60 samples. The subsegment excitation
vectors b have 12 transformed duo-binary samples with a pulse-spacing of
D = 5. The long term predictor (LTP) delays (LTPD) are quantised with
seven bits in odd and five bits in even indexed subsegments, while the LTP
gain (LTPG) is quantised with three bits. The excitation gain (EG) factor
is encoded with four bits, while the grid position (GP) of candidate exci-
tation sequences by two bits. A total of 28 or 26 bits per subsegment is
used for quantisation, which yields 36 + 2 - 28 4+ 2 - 26 = 144 bits/30 ms, i.e.
a bit-rate of 4.8 kbit/s. In the next subsection we will give a rudimentary
introduction to objective speech quality measures, which will be used in
our bit-sensitivity evaluation carried out in order to design an appropriate
embedded error correction scheme. Let us now provide a brief introduc-
tion to speech quality measures, which can be used in our bit sensitivity
investigations.



784 CHAPTER 9. WIRELESS QAM-BASED MULTI-MEDIA SYSTEMS

9.2.3 Speech Quality Measures

In general the speech quality of communications systems is difficult to as-
sess and quantify. However, in our system performance evaluations an
easily evaluated objective speech quality measure is needed. The most re-
liable speech quality evaluation methods are based on subjective quality
assessments, such as the so-called mean opinion score (MOS), which uses a
five-point scale between one and five. MOS-tests use evaluation of speech by
untrained listeners, but their results depend on the test conditions. Specif-
ically, the selection and ordering of the test material, the language, and
listener expectations all influence their outcome. A variety of other subjec-
tive measures is discussed in references [56]- [58], but subjective measures
are tedious to derive and difficult to quantify during system development.
Objective speech quality measures do not provide results that could be
easily converted into MOS values, but they facilitate quick comparative
measurements during research and development. Most objective speech
quality measures quantify the distortion between the speech communica-
tions system’s input and output either in the time or frequency domain.

The conventional SNR can be defined as
SNR = Tin _ > Sin(m) ’ 9.2)

o; > nlSout(n) = sin(n)]?

where s;,(n) and s,.:(n) are the sequences of input and output speech
samples, while o7, and o2 are the variances of the input speech and that
of the error signal, respectively. A major drawback of the conventional
SNR is its inability to give equal weighting to high- and low-energy speech
segments, because its computation will be dominated by the higher-energy
voiced speech segments. Therefore the reconstruction fidelity of voiced
speech is given higher priority than that of low-energy unvoiced sounds,
when computing the arithmetic mean of the SNR.. Hence a system optimised
for maximum SNR usually is suboptimum in terms of subjective speech
quality.

Some of the problems of SNR computation can be overcome by using
the segmental SNR (SEGSNR)

M
SEGSNRP = - 3 10logy — e Sia(n) : (9.3)
M = > n=1[80ut(n) = sin(n)]?

where N is the number of speech samples within a segment of typically
15-25 ms, while M is the number of 15-25 ms segments, over which
SEGSNRIB is evaluated. The advantage of using SEGSNRIB over con-
ventional SNR is that it averages the SNRAB values related to 15-20 ms
speech segments, giving a better weighting to low-energy unvoiced segments
by effectively computing the geometric mean of the SNR values due to aver-
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aging in the logarithmic domain instead of the arithmetic mean. Hence the
SEGSNR values correlate better with subjective speech quality measures,
such as the MOS.

For linear predictive hybrid speech codecs, such as the 13 kbps RPE
GSM codec, spectral domain measures typically have better correlation
with perceptual assessments than time domain measures. The so-called
cepstral distance measure physically represents the logarithmic spectral
envelope distortion and is computed as [56,57] :

3p
CD =, | [Cir — cg]* + 2 [Cin — C9mt)?, (9.4)

Jj=1

where C’]’:” and C'jo“t, j = 0...3p are the cepstral coefficients of the input
and output speech, respectively, and p is the order of the short-term predic-
tor filter which is typically 8-10. These cepstral coefficients can be readily
computed from the coefficients of the short-term predictor using the results
of reference [57]. Using these measures, let us now briefly consider the error
sensitivity of the TBPE encoded bits, which will allow us to assign the bits
to appropriate bit protection classes.

9.2.4 Bit Sensitivity Analysis

In our bit sensitivity investigations [55] we systematically corrupted each
bit of a 144 bit TBPE frame and evaluated the SEG-SNR and CD degrada-
tion. Our results are depicted for the first 63 bits of a TBPE frame in terms
of SEGSNR (dB) in Figure 9.2, and in terms of CD (dB) in Figure 9.3. For
the sake of completeness we note that we previously reported our find-
ings on a somewhat more sophisticated sensitivity evaluation technique in
reference [19], where the effects of error propagation across speech frame
boundaries due to filter memories was also taken into account by integrat-
ing or summing these degradations over all consecutive frames, where the
error propagation inflicted measurable SEGSNR, and CD reductions. How-
ever, for simplicity, in this treatise we refrain from using this technique and
demonstrate the principles of source sensitivity-matched error protection
using a less complex procedure.

Specifically, we recall from Table 9.1 that the first 36 bits represent
the 10 LSFs describing the speech spectral envelope. Concentrating on
the LSF bits initially, the SEG-SNR. degradations of Figure 9.2 indicate
the most severe waveform distortions for the first 10 bits describing the
first 2-3 LSFs. The CD degradation in Figure 9.3, however, was quite
severe for all LSFs, particularly for the most significant bits (MSBs) of
the individual parameters. This was confirmed by our informal subjective
tests. Whenever possible, at least the MSBs of the LSF bits should be
protected against corruption.
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SEGSNR DEGRADATION(dB)
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Figure 9.2: Bit sensitivities for the 4.8 Kbit/s codec expressed in terms of
SEGSNR (dB).

Considering the remaining 27 bits seen in Figures 9.2 and 9.3, the pa-
rameters concerned are the LTPD, LTPG, GP, EG and Excitation pulse
parameters for the first subsegment. We highlight our findings for the case
of the first 27-bit subsegment only, as the other subsegments have iden-
tical behaviours. Bits 37-43 represent the LTP delays and bits 44-47 the
LTP gains. Their errors are more significant in terms of SEG-SNR than in
CD, as demonstrated by Figures 9.2 and 9.3. This is because the LTPD
and LTPG parameters describe the spectral fine structure and do not se-
riously influence the spectral envelope distortion evaluated in terms CD,
although they seriously degrade the recovered waveform, as indicated by
the associated SEGSNR degradation. As the TBPE codec is a stochastic
codec with random excitation patterns, bits 48-63 assigned to the excita-
tions and their gains are not particularly vulnerable to transmission errors.
This is because the redundancy in the signal is removed by the long-term
and short-term predictors. Furthermore, the TBPE codec exhibits excep-
tional inherent excitation robustness, as the influence of a channel error is
restricted to one component of the vector b and its effect in the excitation
is spread and diminishes after the orthogonal transformation ¢ = Ab. In
conventional CELP codecs this is not the case, as a codebook address error
causes the decoder to select a different excitation pattern from its code-
book causing considerably more speech degradation than encountered by
the TBPE codec.
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Figure 9.3: Bit sensitivities for the 4.8 Kbit/s codec expressed in terms of CD
(dB).

In general, most robust performance is achieved if the bit protection is
carefully matched to the bit sensitivities, but the SEG-SNR and CD sensi-
tivity measures portrayed in Figures 9.2 and 9.3 often contradict. Therefore
we combine the two measures to give a sensitivity figure .S, representing the
average sensitivity of a particular bit. The bits must be first ordered both
according to their SEG-SNR and CD degradations portrayed in Figures 9.2
and 9.3, respectively, in order to derive their ‘grade of prominence’, where 1
represents the highest and 63 the lowest sensitivity. Observe that the high-
est CD degradation is caused by bit 6, which is the MSB of the second LSF
in the speech frame, while the highest SEG-SNR degradation is due to bit
40 in the group of bits 37-43, representing the LTP delay. Furthermore, bit
6 is the seventh in terms of its SEG-SNR degradation, hence its sensitivity
figure is S =1 + 7 = 8, as seen in the first row of Table 9.2. On the other
hand, the corruption of bit 40, the most sensitive in terms of SEG-SNR,
results in a relatively low CD degradation, as it does not degrade the spec-
tral envelope representation characterised by the CD, but spoils the pitch
periodicity and hence the spectral fine-structure. This bit is the 19 th in
terms of its SEG-SNR degradation, giving a sensitivity figure contribution
of 19 plus 1 due to CD degradation, i.e. the combined sensitivity figure is
S = 20, as shown by row 6 of Table 9.2. The combined sensitivity figures
for all the LSFs and the first 27-bit subsegment are similarly summarised
in ascending order in column 3 of Table 9.2, where column 2 represents the
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Bit no.  Bit index Sensitivity | Bit no.  Bit index Sensitivity
in frame in frame figure in frame in frame figure

1 6 8 36 57 76
2 9 14 37 10 79
3 5 16 38 28 80
4 3 16 39 19 80
5 41 19 40 61 80
6 40 20 41 59 82
7 13 21 42 62 84
8 2 23 43 15 85
9 43 24 44 60 88
10 8 25 45 34 89
11 46 25 46 50 91
12 42 26 47 31 92
13 17 27 48 55 95
14 39 31 49 27 95
15 4 31 50 23 97
16 21 32 51 14 97
17 12 37 52 47 98
18 38 38 53 58 102
19 25 43 54 54 103
20 16 44 55 53 105
21 52 45 56 56 105
22 7 45 57 18 105
23 1 45 58 33 108
24 37 48 59 49 109
25 45 49 60 26 109
26 11 35 61 30 110
27 20 58 62 22 119
28 51 60 63 36 125
29 29 60

30 35 60

31 44 63

32 32 68

33 48 69

34 24 71

35 63 76

Table 9.2: Bit-sensitivity figures for the 4.8 Kbit/s TBPE codec
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bit-index in the first 63-bit segment of the 144-bit TBPE frame.

On the basis of the above bit-sensitivity analysis [55] the speech bits
were assigned in three sensitivity classes for embedded source-matched for-
ward error correction to be detailed in Subsection 9.7.2.1. In closing we
note that a more detailed discussion on various speech compression and
transmission techniques will be provided in a forthcoming monograph [20].
Having described the proposed 4.8 kbit/s TBPE speech codec we now fo-
cus our attention on the design of the fixed, but arbitrarily programable
videophone codec proposed for our multi-media communicator.

9.3 Video Coding Issues [112]

9.3.1 Recent Video Coding Advances

The theory and practice of image compression has been consolidated in a
number of monographs by Netravali and Haskell [115], Jain [103], Jayant
and Noll [80] and Hanzo et. al. [112]. Hence in this chapter we refrain
from detailing the basics of video compression and concentrate mainly on
the associated system aspects. A plethora of various video codecs have
been proposed in the excellent special issues edited by Tzou, Mussmann
and Aigawa [59], by Hubing [60], Gharavi et al [114] and Girod et al [61]
for a range of bit-rates and applications, but the individual contributions
by a number of renowned authors are too numerous to review.

Khansari, Jalali, Dubois and Mermelstein [62,113] as well as Mann
Pelz [63] reported promising results on adopting the International Telecom-
munications Union’s (ITU) standardised H261 variable-rate codec [112] for
wireless applications, which was originally designed for benign, low error-
rate Gaussian channels. Since this codec employs so-called variable-length
coding techniques, a single bit error can result in the erroneous decoding
of an entire run-length coded string of bits, potentially leading to catas-
trophic video degradations. By invoking powerful signal processing and
error-control techniques the authors succeeded in remedying the inherent
source coding problems inflicted by stretching the codec’s application do-
main to hostile wireless environments. Further important contributions in
the field were due, for example, to Chen et. al. [64], Iligner and Lappe [65],
Zhang [66], Ibaraki, Fujimoto and Nakano [67], Watanabe et al [68] etc.
and the MPEG4 consortium’s endeavours [71], as well as due to the efforts
of the mobile audio-video terminal (MAVT) consortium. The applicabil-
ity of the ITU standard H.263 codec [70,72] to mobile videophony was
investigated for example by Farber, Steinbach and Girod [69] as well as
Cherriman and Hanzo [106]- [112]. A common feature of the above codecs
is that unless an efficient bit-rate control mechanism, such as the adaptive
packetisation algorithm of reference [110,112] is used, the scheme has a
time-variant bit-rate, which cannot be readily accommodated by contem-
porary second-generation wireless systems.
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As a different design alternative, Streit and Hanzo offered [102] a
comparative study of a range of fixed but arbitrarily programmable-rate
176x 144 pixel head-and-shoulders Quarter Common Intermediate Format
(QCIF) video codecs specially designed for fixed-rate videotelephony over
existing and future mobile radio speech systems on the basis of a recent re-
search programme [75,92,99-101,112]. These codecs employ novel motion-
compensation and -tracking techniques as well as video ‘activity’ identi-
fication and tracking, which will be highlighted during our further dis-
course. Various motion compensated error residual coding techniques were
compared, which dispensed with the self-descriptive, zig-zag scanning and
run-length coding principle of the H.261 and H.263 codecs [112] for the sake
of maintaining a time-invariant bit-rate and improved robustness against
channel errors, while tolerating some compression ratio reduction. Within
the implementational complexity and bit-rate limits always an optimum
constant bit allocation was sought in order to be able to adapt the codec
to the requirements imposed by existing second-generation wireless speech
systems. Having reviewed some of the recent advances in video compres-
sion, let us now briefly highlight the rudimentary principles of video coding
and commence our elaborations by considering the removal of temporal
redundancy using motion compensation, before highlighting the concepts
used by the above-mentioned fixed-rate video codecs.

9.3.2 Motion Compensation

The ultimate goal of low-rate image coding is to remove redundancy, pre-
dictability or self-similarity in both spatial and temporal domains, which
correspond to the so-called intra-frame and inter-frame redundancy, man-
ifesting themselves within a given video frame and with respect to con-
secutive frames, respectively. These redundancy reduction measures allow
us to reduce the required transmission bit rate. The temporal correla-
tion between successive image frames is typically removed using so-called
block-based motion compensation, where each segment or block of the video
frame to be encoded is assumed to be a motion-translated version of the
corresponding block in the previously encoded video frame. How this can
be achieved is the subject of this subsection.

The vector describing the above-mentioned motion translation is re-
ferred to as the motion vector (MV), which is typically found with the aid
of correlation techniques, as it will be described during our forthcoming
discourse. Specifically, as portrayed in Figure 9.4, a motion translation
region or search scope is stipulated within the previous frame. To be more
explicit, instead of using the previous original frame, the so-called ‘locally
decoded’ frame is used in the motion compensation, where the phrase ‘lo-
cally decoded’ implies decoding it at the encoder, i.e. where it was encoded.
This ‘local decoding’ yields an exact replica of the video frame at the dis-
tant decoder’s output. This so-called local decoding operation is necessary,
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Figure 9.4: Simplified schematic of motion compensation ©J. Streit [98], 1996.

since the previous original frame is not available at the distant decoder
and hence without the local decoding operation the distant decoder would
have to use the reconstructed version of the previous frame in its attempt
to reconstruct the current frame. The absence of the original video frame
would lead to a mismatch between the operation of the encoder and de-
coder, a phenomenon, which will become more clear during our further
elaborations.

In order to accomplish motion compensation, the current block to be
encoded is slid over the previously stipulated search region of the locally de-
coded previous frame and the location of the highest correlation is deemed
to be the destination of the motion translation. As suggested by Figure 9.4,
motion compensation (MC) is then carried out by subtracting the appropri-
ately motion translated previous ‘locally decoded’ block from the current
block to be encoded, in order to generate the so-called motion compen-
sated error residual (MCER). Clearly, the image is decomposed in motion
translation described by means of the MVs and in the MCER. Both the
MVs and the MCER, have to be encoded and transmitted to the decoder
for image reconstruction.

Again, the motion compensation removes the temporal inter-frame re-
dundancy and hence the variance of the MCER becomes typically lower
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than that of the original image, unless there is a substantial amount of new
information introduced in the current frame, which cannot be predicted on
the basis of the previous frame. Hence MC typically improves the codec’s
bit-rate economy, although in high quality video coding, where there is
a limited interframe correlation due to newly introduced picture objects,
the situation is often reversed. This is mainly due to the fact that albeit
the MC-engendered MCER-reduction is rather modest, a substantial frac-
tion of the bit-rate budget must be dedicated to the encoding of the MVs.
Efficient codecs can circumvent this problem by carrying out an intra/inter-
coded decision on a block-by-block basis, which is signalled to the decoder
using a one-bit flag. This measure prevents the codec from ‘wasting’ bits
on encoding the inefficient motion vectors in the case of blocks, where the
inter-frame correlation is low. Having considered the basic principles of
motion compensation, let us now consider how the MCER can be encoded
for transmission to the decoder.

The MCER frame can be represented using a range of techniques [102,
112], including subband coding [85,86] (SBC), wavelet coding [87], Discrete
Cosine Transformation [78,79,99,103] (DCT), vector quantisation (VQ) [90,
91] or Quad-tree [88,89,95,100] (QT) coding. In this chapter we will restrict
our treatment of video compression issues to a rudimentary overview, the
interested reader is referred to the literature cited above, in order to probe
further, although some aspects of DCT-based MCER-coding schemes will
be discussed during our forthcoming elaborations.

When a low codec complexity and low bit-rate are required, the mo-
tion compensation technique described above can be replaced by a simple
technique, often referred to as frame-differencing. In frame-differencing
the whole of the previous locally decoded image frame is subtracted from
the frame to be encoded without the need for the above correlation-based
motion prediction, which may become very computationally intensive for
high-resolution, high-quality video portraying high-dynamic scenes. The
schematic of such a simple video codec based on simple frame-differencing
is shown in Figure 9.5, which will be described in the next paragraph. Al-
though the variance or energy of the MCER remains somewhat higher for
frame-differencing than in case of full motion compensation, there is no
pattern-matching search, which reduces the complexity and no MVs have
to be encoded, which may reduce the overall bit-rate.

Returning to Figure 9.5, observe that after frame-differencing the en-
coded MCER is conveyed to the transceiver and also locally decoded. As
mentioned earlier, this is necessary to be able to generate the locally re-
constructed video signal, which is invoked by the encoder in subsequent
MC steps. Again, the encoder uses the locally reconstructed, rather than
the original input video frames in the MC process, since the original un-
coded frames are unavailable at the decoder. Hence invoking the original
previous video frame at the encoder, while the reconstructed one at the
decoder, would result in ‘mis-alignment’ between the encoder and decoder
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Figure 9.5: Simple video codec schematic.

due to using different frames at both ends for motion compensation. This
so-called local reconstruction operation is carried out by the adder in the
Figure, superimposing the decoded MCER on the previous locally decoded
video frame. The philosophy of the codec’s operation is similar, if full MC
is used. As alluded to before, efficient codecs, such as for example the ITU
H.263 scheme [112], often combine the so-called inter-frame and intra-frame
coding techniques on a block-by-block basis, where MC is employed only if
it was deemed advantageous in MCER reduction terms.

In case of highly correlated consecutive video-frames the MCER typ-
ically exhibits ‘line-drawing’ characteristics, where large sections of the
frame difference signal are ‘flat’, characterised by low pixel magnitude val-
ues, while the motion contours, where the frame differencing has failed to
predict the current pixels on the basis of the previous locally decoded frame,
are represented by larger values. Consequently, efficient MCER, residual
coding algorithms must be able to represent such textured MCER pat-
terns adequately. Again, some examples of encoding the MCER efficiently
by subband coding [85, 86] (SBC), wavelet coding [87], Discrete Cosine
Transformation [78,79,99,103] (DCT), vector quantisation (VQ) [90,91] or
Quad-tree [88,89,95,100] (QT) coding can be found in the literature [112].
At this point we concentrate our attention on the rudimentary portrayal of
a fixed-rate DCT-based videophone codec, suitable for the proposed multi-
media system.
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9.3.3 A Fixed-rate Videophone Codec [22,99]?

In this subsection we set out to briefly describe the philosophy of
fixed-rate video source coding, which was portrayed in depth in refer-
ences [99-102,112] by Streit and Hanzo. The particular codec advocated
here was detailed in reference [99]. The video codec’s outline is depicted
in Figure 9.6, which will be detailed below. The coding algorithm was de-
signed to produce a fixed, but programmable bit-rate, which was adjusted
to 852 bits/90 msa9.47 kbps in order to match the bit-packing require-
ments of the proposed 30 kHz bandwidth system. The codec’s operation
is initialised in the intra-frame coded mode, but once it switched to the
inter-frame coded mode, any further mode switches are optional and only
required if a drastic video scene change occurs.

9.3.3.1 The Intra-Frame Mode

As seen at the bottom of Figure 9.6, in the intra-frame mode the encoder
transmits the coarsely quantised block averages for the current frame, which
provides the low-resolution initial frame required for the operation of the
inter-frame codec at the commencement of video communications. This
results in a very coarse intra-frame coded initial frame, which is used by
the inter-frame coded mode of operation in order to improve the video
quality in successive coding steps. This initial ‘warm-up’ phase of the
codec typically is imperceptible to the untrained viewer, since it typically
takes less than 1-2 s and it is a consequence of the fixed bit-rate constraint
imposed by contemporary second-generation mobile radio systems.

Furthermore, the intra-frame mode is also invoked during later coding
stages in a number of blocks in order to mitigate the effect of transmis-
sion errors and hence prevent encoder/decoder misalignment, as it will be
detailed during our later elaborations. In this context this operation is of-
ten referred to as partial forced updating (PFU), since the specific blocks
concerned are partially updated by superimposing an attenuated version
of the intra-frame coded block averages. For 176x144 pixel CCITT stan-
dard Quarter Common Intermediate Format (QCIF) images we limited the
number of video encoding bits per frame to 852. In order to transmit all
block averages with a 4-bit resolution, while not exceeding the 852 bits
per video frame budget, the forced-update block size was fixed to 11 x 11
pixels, since there are 852/4=213 blocks that can be encoded on this basis,
yielding a block size of 176x144/213 ~119 or 11x11 pixels.

9.3.3.2 Cost/Gain Controlled Motion Compensation

In motion-compensation often 8x8 blocks are used, since the associated
MC complexity of the correlation operation would be quadrupled due to

2This subsection is supported by a down-loadable video compression demonstration
package under the WWW address http://www-mobile.ecs.soton.ac.uk
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Figure 9.6: Fixed-rate DCT-based codec schematic ©Kluwer, Hanzo, Streit et
al, 1995 [22].

doubling the block size, although the number of MVs could be reduced to a
quarter - at the cost of some MCER reduction penalty. At the commence-
ment of the encoding procedure the motion compensation (MC) scheme
determines a MV for each of the 8x8 blocks using full-search [103, 112].
The MC search window is fixed to 4 x 4 pixels around the centre of each
block and hence a total of 4 bits are required for the encoding of 16 possible
positions for each MV. Although this search window is relatively small, it
was found adequate in limited-motion head-and-shoulders videotelephony.
Before the actual motion compensation takes place, the codec tentatively
determines the potential benefit of the motion compensation in terms of
motion compensated error energy reduction. Then the codec selects those
blocks as ‘motion-active’ ones, whose MCER reduction gain exceeds a cer-
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Figure 9.7: PSNR versus frame index performance of the 9.47 kbps video codec
for the ‘Miss America’ sequence, ©Kluwer, Hanzo, Streit et al,
1995 [22].

tain threshold. This method of classifying the blocks as ‘motion-active’
and ‘motion-passive’ results in an ‘active/passive table’, which consists of
a one bit activity flag for each block, marking it as passive or active. In
case of 8x8 blocks and 176x144 pel QCIF images this table consists of
396 entries, which can be compressed using a technique reminiscent of a
two stage so-called quad-tree based compression [99,112], the details of
which are beyond the scope of this chapter As a result, a typical 396-bit
active/passive table containing 30 active flags can be compressed to less
than 150 bits.

This implies that constrained by the extremely low bit-rate budget of
852 bits/frame, in this codec only a total of about 30 8x8 blocks can
be marked as motion-active, corresponding to about 10% of the total
video frame area. For the remaining motion-passive blocks simple frame-
differencing is invoked, since employing full motion compensation is not
justified in terms of the achievable MCER, reduction, especially in the light
of the required MC search complexity and the increased number of MV
encoding bits.

If, however, the number of bits allocated to the compressed activity ta-
bles and active motion vectors exceeds half of the total number of available
bits/frame, i.e. 852/2=426, a number of blocks satisfying the motion-active
criterion will be relegated to the motion-passive class. This process takes
account of the subjective importance of various blocks and does not ig-
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nore motion-active blocks in the central eye and lip regions of the image,
while relegating those, which are closer to the fringes of the image. Pursu-
ing a similar approach, gain control is also applied to the Discrete Cosine
Transform (DCT) based compression [103] of the MCER. Let us however
initially consider briefly the philosophy of DCT-based compression in the
next section.

9.3.3.3 Transform Coding

9.3.3.3.1 One-dimensional Transform Coding As it is well-known
from Fourier theory, signals are often synthesised by so-called orthogo-
nal basis functions, a term, which will be augmented during our further
discourse. Specifically, when using Fourier transforms, an analogue time-
domain signal, which can be the luminance variation along a scan-line of a
video frame, can be decomposed into its constituent frequencies.

For signals, such as the above-mentioned video signal representing the
luminance variation along a scan-line of a video frame, orthogonal series
expansions can provide a set of coefficients, which equivalently describe
the signal concerned. We will make it plausible that these equivalent co-
efficients may become more amenable to quantisation, than the original
time-domain signal.

For example, for a one-dimensional time-domain sample sequence
{z(n),0 < n < N — 1} a so-called unitary transform is given in a vec-
torial form by X = Az, which can also be expressed in a less compact
scalar form as [103]:

N-—1
X(k)=> a(kn)-z(n), 0<k<N-1 (9.5)

n=0

where the transform is referred to as unitary, if é_l

= A*" holds. The
associated inverse operation requires us to invert the matr

trix A and due

to the above-mentioned unitary property we have z = A~'X = é*Tl ,
yielding [103]:

N-1
z(n) =Y X(k)a*(k,n), 0<k<N -1 (9.6)
k=0

which gives a series expansion of the time-domain sample sequence x(n)
in the form of the transform coefficients X (k). The columns of é*T,

i.e. the vectors aj = {a*(k,n),0 < n < N — 1} are the so-called basis
vectors of A or the basis vectors of the decomposition. According
to the above principles the time-domain signal z(n) can be equivalently
described in the form of the decomposition in Equation 9.6, where the
basis functions a*(k,n) are weighted by the transform coefficients X (k)
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and then superimposed on each other, which corresponds to their summa-
tion at each pixel position of the transformed block. The transform-domain
weighting coefficients X (k) can be determined from Equation 9.5.

The transform-domain coefficients X (k);k = 0---N — 1 often give a
more ‘compact’ representation of the time-domain samples z(n), imply-
ing that if the original time-domain samples x(n) are correlated, then in
the transform-domain most of the signal’s energy is concentrated in a few
transform-domain coefficients. To elaborate a little further - according to
the Wiener-Khintshin theorem - the autocorrelation function (ACF) and
the power spectral density (PSD) are Fourier transform pairs. Due to the
Fourier-transformed relationship of the ACF and PSD it is readily seen that
a slowly decaying autocorrelation function, which indicates a predictable
signal z(n) in the time-domain is associated with a PSD exhibiting a rapidly
decaying low-pass nature. Therefore, in the case of correlated time-domain
z(n) sequences the transform-domain coefficients X (k) tend to be statisti-
cally small for high frequencies, i.e. for high transform coefficient indices
and exhibit large magnitudes for low-frequency transform-domain coeffi-
cients, i.e. for low transform-domain indices. This concept will be exposed
in a little more depth below, but for a deeper exposure to these issues the
reader is referred to Jain’s excellent book [103].

9.3.3.3.2 Two-dimensional Transform Coding The above one-
dimensional signal decomposition can also be extended to two-dimensional
(2D) signals, such as 2D image signals of a video frame, as follows [103]:

N—1N-1

X(k,1) = z(m,n)-agg(m,n) 0<kI<N-1 (9.7)
m=0 n=0
N—1N-1

z(m,n) = X(k,1)-ap,;(m,n) 0<mn < N-1 (9.8)
k=0 1=0

where {aj;(m,n)} is a set of discrete two-dimensional basis functions,
X (k,1) are the 2D transform-domain coefficients and X = {X(k,)} con-
stitutes the transformed image. -

As in the context of the one-dimensional transform, the two-dimensional
(2D) time-domain signal z(m,n) of a video block to be encoded can be
equivalently described in the form of the decomposition in Equation 9.8,
where the 2D basis functions aj ;(m,n) are weighted by the coefficients
X (k,1) and then superimposed on each other, which again, corresponds to
their summation at each pixel position in the video frame. The transform-
domain weighting coefficients X (k,1) can be determined from Equation 9.7.
Once a spatially correlated image block z(m,n) of for example N x N=8x8
pixels is orthogonally transformed using the Discrete Cosine Transform
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Figure 9.8: 8x8 DCT basis images (©A. Sharaf [104].

(DCT) matrix A defined as [103]:

Ay = 2c(m]\)rc(n) Zi\io Z;\’:O b(Z,j) cos (QiZ}\)rmw cos (Qj;—]ir)mr

(9.9)
e(m) =

3

L if(m = 0)
{ otherwise
the transform-domain image described by the DCT coefficients can be
quantised for transmission to the decoder. The rationale behind in-
voking the DCT is that the frequency-domain coefficients X (k,!)
can typically be quantised using a lower number of bits, than the
original image pixel values x(m,n), which will be further augmented
during our forthcoming discourse.

For illustration’s sake the associated two-dimensional 8 x8 DCT basis-
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images are portrayed in Figure 9.8, where for example the top left-
hand corner represents the zero horizontal and vertical spatial frequency,
since there is no intensity or luminance change in any direction across this
basis image. Following similar arguments, the bottom right corner corre-
sponds to the highest vertical and horizontal frequency, which can be rep-
resented using 8x8 basis images, since the luminance changes from black
to white between adjacent pixels in both the vertical and horizontal direc-
tions. Similarly, the basis image in the top right-hand corner corresponds
to the highest horizontal frequency, but zero vertical frequency component
and by contrast, the bottom left basis image represents the highest vertical
frequency, but zero horizontal frequency. In simple terms the decom-
position of Equations 9.7, 9.8 can be viewed as finding the re-
quired weighting coefficients X (k,n), in order to superimpose the
weighted versions of all the 64 different ‘patterns’ in Figure 9.8
for the sake of re-constituting the original 8 x8 video block. In
other words, each original 8 x8 video block is represented as the sum of the
64 appropriately weighted 8 x8 basis images.

It is plausible that for blocks, over which the video luminance or gray
shade does not change dramatically, i.e. at a low ‘spatial frequency’, most
of the video frame’s conveyed energy is associated with these low spatial
frequencies. Hence the associated low-frequency transform-domain coeffi-
cients X (k,n) are high and the high-frequency coefficients X (k,n) are of
low magnitude. By contrast, if there is a lot of fine-detail in a video frame,
such as in a finely striped pattern or in a checker-board pattern, most of the
video frame’s conveyed energy is associated with high spatial frequencies.
Most practical images contain more low spatial frequency energy, than high-
frequency energy. This is also true for those motion-compensated video
blocks, where the motion compensation was efficient and hence resulted
in a ‘flat’ block, associated with a low spatial-frequency. For these blocks
therefore most of the high-frequency DCT coefficients can be set to zero at
the cost of neglecting only a small fraction of the video block’s energy, re-
siding in the high spatial-frequency DCT coefficients. In simple terms this
corresponds to gentle low-pass filtering, which in perceptual terms results
in a slight blurring of the high spatial-frequency image fine details.

In other words, upon exploiting that the human eye is rather insensitive
to high spatial frequencies, in particular, when these appear in moving pic-
tures, the spatial frequency-domain block is amenable to data compression.
Again, this can be achieved by more accurately quantising and transmit-
ting the high-energy, low-frequency coefficients, while typically coarsely
representing or masking out the low-energy, high-frequency coefficients.
We note, however that in motion-compensated codecs there may be blocks
along the edges of moving objects, where the MCER. does not retain the
above-mentioned spatial correlation and hence the DCT does not result in
significant energy compaction. Again, for a deeper exposure to the DCT
the reader is referred to for example reference [103].
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Table 9.3: Bit allocation tables for the four DCT quantisers, where the top
left-hand corner indicates the number of bits allocated to the DC-
component of the DCT ©IEEE, Hanzo, Streit, 1995 [99].

9.3.3.4 Gain Controlled Quadruple-Class DCT

Having reviewed the basics of DCT, let us now return to the DCT-based
video codec schematic of Figure 9.6 and consider the specific codec de-
sign. Focusing our attention on the gain-controlled DCT-based MCER
compression, every 8x8 block is tentatively DCT transformed, quantised
and transformed back to the temporal domain, in order to assess the po-
tential benefit of marking the block as DCT-active, when judged in terms
of MCER reduction. In order to take account of the above-mentioned time-
variant, non-stationary nature of the MCER and its time-variant frequency-
domain distribution, four different sets of DCT quantisers were designed.
The quantisation distortion associated with each quantiser is computed by
quantising the MCER tentatively, in order to be able to choose the best
quantiser. This measure improves the video quality at the cost of increased
complexity. As it was shown in reference [99], a total of ten bits are al-
located for each of the four quantisers, which are characterised by the bit
allocation scheme of Table 9.3. The four DCT quantisers correspond to
different DCT coefficient energy distributions across the spatial frequency
domain, where the top left-hand corner indicates the number of bits allo-
cated to the DC-component of the DCT.

Each quantiser is a trained Max-Lloyd quantiser [103], catering for a
specific frequency-domain energy distribution class. However, a joint fea-
ture of all of them is that the high-frequency components were masked
out. All DCT blocks, whose coding gain exceeds a certain threshold are
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marked as DCT-active, resulting in a similar ‘active/passive table’ as for
the motion vectors. For the DCT-activity table we also applied the same
run length compression technique [99,112], as above in the context of the
motion activity table. Again, if the number of bits required for the en-
coding of the DCT-active blocks exceeds half of the maximum allowable
number of bits, i.e. 852/2=426, the blocks around the fringes of the image
are considered DCT-passive, rather than those in the central eye and lip
sections. If, however, the active DCT coefficients and activity-tables do not
fill the 852-bit fixed-length transmission burst, the number of active DCT
blocks is increased and all activity tables are recomputed.

The codec’s bit-allocation scheme is summarised in Table 9.4. The so-
called frame-alignment word (FAW) or unique word is used to allow the
codec to re-synchronise at the beginning of each 852-bit frame in the case
of transmission errors. Furthermore, 22 blocks out of the 25 384 pixels/(8
- 8)=396-block QCIF frame are partially forced up-dated using the block
means, partially overlaid on the contents of the local reconstructed frame
buffer in order to enhance the codec’s robustness. The corresponding bit-
rate contribution seen in the Table due to PFU is 22x4=96 bits. A total
of 30 blocks are marked as DCT- and motion-active, yielding a total of 852
bits per frame, or a video rate of 852 bits/90 ms~9.47 kbps, as seen in
Table 9.4.

FAW | PFU MV DCT | Total
22 22x4 | <376 | <376 | 852

Table 9.4: Video codec bit allocation scheme [98] Streit, 1996.

The encoded FAW, PFU, MV and DCT parameters are then transmit-
ted to the decoder and also locally decoded in order to be used in future
motion predictions. The video codec’s Peak Signal to Noise Ratio (PSNR)
versus frame index performance is shown in Figure 9.7, where an average
PSNR of about 33.3 dB was achieved for the widely used QCIF-resolution
Miss America (MA) sequence.

The associated subjective video quality is adequate for the transmis-
sion of low-activity head-and-shoulders videophone sequences, but for high-
activity sequences typically higher transmission rates are required. Conse-
quently, the higher video-rate necessitates the allocation of more than one
speech slot per transmission frame for video communications, which may
compromise the voice capacity of the multi-media system. In this respect
a higher flexibility can be guaranteed by the 200 kHz bandwidth system to
be described in Section 9.7.3, which is capable of supporting more timeslots
and users than the 30 kHz system of Section 9.7.2.

For a more detailed discourse on the proposed video codec the inter-
ested reader is referred to [99,112]. Further fixed-rate wireless videophone
systems were proposed in references [100, 101, 112], which are based on



9.3. VIDEO CODING ISSUES 803

Coding
Control

Video
Multiplex

Multiplexer
Coder
Current 0 . ount Quantised Coefficients
Frame uan
() L
\j Prediction Error

1
Quant

Quantiser Index

—

INTRA/INTER mode

Multiplexer

Motion Vector

et

‘ Loop
‘ Filter

Frame
Memory

Motion
Compensation

Motion

Estimation

Figure 9.9: Simplified H.261/H.263 schematic(©Cherriman [105] 1995.

fixed-rate QCIF codecs operating in the range of 8-13 kbps at 10 frames/s.
As expected, the performance of these video codecs improves, as the af-
fordable bit-rate increases and adequate subjective videophone quality can
be maintained for moderate-activity QCIF images at bit-rates in excess of
8-15 kbps, when using a scanning rate around 10 frames/s. As mentioned
before, in references [106]- [112] Cherriman and Hanzo proposed various
system design alternatives based on the H.263 standard video codec, which
will be briefly highlighted below.

9.3.4 The H.263 Standard Video Codec

As a potential programmable-rate design alternative to the previously pro-
posed fixed-rate video codec, here we briefly introduce the H.261 and H.263
ITU standard codecs [105,112], which will be employed in our 200 kHz
bandwidth candidate system described in Section 9.7.3. Although the
H.263 codec is flexible in terms of supporting five different video resolutions,
including the 288 %352 pixel ITU Common Intermediate Format (CIF), the
Quarter CIF (QCIF), Sub-QCIF (SQCIF), as well as the higher resolution
4x CIF and 16 x CIF video formats, for low-rate wireless videophony we are
restricted to QCIF or SQCIF images. The full description of the H.263
codec can be found in reference [72], while various features of the proposed
video system were discussed in [106]- [112], hence here only a brief exposure
is offered.

The H.261 and H.263 codecs share the simplified schematic of Fig-
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ure 9.9 and they operate under the instructions of the coding control block,
selecting the required inter/intra frame mode, the quantisation and bit-
allocation scheme etc. Similarly to our previously described fixed-rate
codec, DCT [103,115] is invoked also in the H.261/H.263 codecs of Fig-
ure 9.9, in order to compress either the blocks of the current original frame
in the intra-frame coded mode or the motion compensated prediction error
blocks in the inter-frame coded mode. This is controlled by the Multiplexer
in the Figure. Whether the intra- or inter-frame coded mode is enabled by
the Coding Control block, depends on a number of factors, such as the
required bit-rate, robustness against channel errors, etc. As mentioned be-
fore, there may be input sequences, for which intra-frame coding is just as
efficient as inter-frame coding, since due to the lack of correlation in the
motion compensated error residual the DCT does not always lead to energy
compaction.

A large selection of quantisers are stored and invoked in the
H.261/H.263 codecs, depending on the required bit-rate and video quality,
where again, the index of the quantiser to be used is selected by the Cod-
ing Control block of Figure 9.9. The quantised DCT coefficients are then
transmitted to the decoder via the Video Multiplex Coder and also locally
inverse-quantised by the QUANT~! block, before inverse-DCT (DCT~1)
is employed, in order to generate the locally decoded replica of the signal
that was subjected to DCT. Specifically, to reconstruct either the motion
compensated prediction error or the original intra-coded current frame, in
the latter case the '0’ signal shown in the schematic of Figure 9.9 is gated
through by the Multiplexer in order to reconstruct and store the locally
decoded frame in the Frame Memory. In contrast, if inter-frame coding is
used, the locally decoded motion prediction error is gated through by the
Multiplexer and added to the previous locally decoded frame.

Observe in the Figure that in the inter-frame coded mode both the cur-
rent video frame and the previous locally decoded frame that was stored
in the Frame Memory are input to the Motion Estimation block, which
then generates the Motion Vectors. The MVs are transmitted to the de-
coder and are also employed by the Motion Compensation block in order
to properly position the best matching replica of the current block to be
encoded, which was identified in the previously reconstructed block. Mo-
tion compensation is then carried out by subtracting the motion translated
best matching block of the previous decoded frame from the current origi-
nal block. Finally, all encoded information is multiplexed for transmission
by the Video Multiplex Coder.

The H.263 [72,73,112] ITU standard codec scheme is in many respects
similar to its predecessor, the H.261 codec [74,112], but it incorporates a
number of recent advances in the field, such as for example using half-pixel
resolution in the motion compensation, which improves the MC process and
hence reduces the variance of the MCER. Invoking the half-pixel resolu-
tion requires an interpolation process, which generates an additional pixel
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amongst all the existing pixels and hence supports a potentially improved
MC process at the cost of an increased complexity. Furthermore, the H.263
scheme allows configuring the codec for a lower datarate or better error re-
silience and supports four so-called ‘negotiable coding options’, which are
detailed in the Recommendation. These negotiable options can be ‘negoti-
ated’ by the encoder and decoder about to commence communications, in
order to use the ‘lowest common denominator’ of their optional features in
their communications.

The bitstream generated by the H.261 and H.263 codecs is structured
in a number of hierarchical layers, including the so-called picture layer,
group of blocks layer, macroblock layer and block layer [72, 73], each of
which represents a gradually reduced-size video-frame segment, commenc-
ing with specifying the coded information of the whole video frame - down
to the 8x8 block layer. In order to allow a high grade of flexibility and to
adapt to various images, each of these layers has a ‘self-descriptive’ struc-
ture, specifying the various coding parameters of the given layer. The coded
information of the upper three layers commences with a unique word, al-
lowing the codec to re-synchronise after loss of synchronisation following
transmission errors. The ‘self-descriptive’ received bitstream typically in-
forms the decoder as to the inter- or intra-coded nature of a frame, the
video resolution used, whether to expect any more information of a certain
type, the index of the currently used quantiser, the location of encoded
blocks containing large transform coefficients, etc.

The H.263 scheme achieves a high compression ratio for transmissions
over channels exhibiting a low bit error rate, but since the bit stream is ‘self-
descriptive’, any transmission error can corrupt the segments describing the
coding parameters used, resulting in catastrophic error events associated
with using mismatching decoders. Hence the H.263 codec is rather vul-
nerable to channel errors. In references [106]- [112] Cherriman and Hanzo
reported on the design of a low-rate video transceiver, where the H.263
codec was constrained to operate at a near-constant bit-rate using an ap-
propriate bit-rate control and packetisation algorithm, which adjusted the
quantiser such that it would output the required number of bits per frame.
Furthermore, using a low-rate feedback channel, the contents of the local
and remote decoder was ‘frozen’, when transmission errors occurred, which
prevented the propagation of errors across blocks and allowed the codec to
operate over hostile wireless channels. A more detailed exposure of video
compression and transmission aspects is provided in the monograph [112].
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Figure 9.10: Coding ring ©ETT, Hanzo and Yuen [195].

9.4 Graphical Source Compression

9.4.1 Introduction to Graphical Communications

Telewriting is a multi-media telecommunication service enabling the
bandwidth-efficient transmission of handwritten text and line graphics
through fixed and wireless communication networks [196]- [201]. Differ-
ential chain coding (DCC) has been successfully used for graphical com-
munications over E-mail networks or teletext systems [198], where bit-rate
economy is achieved by exploiting the correlation between successive vec-
tors. reference [202] addressed also some of the associated communications
aspects. A plethora of further excellent treatises were contributed to the
literature of chain coding by R. Prasad and his colleagues from Delft Uni-
versity [198]- [205].

9.4.2 Fixed-Length Differential Chain Coding

In chain coding (CC) a square-shaped coding ring is slid along the graphical
trace from the current pixel, which is the origin of the legitimate motion
vectors, in steps represented by the vectors portrayed in Figure 9.10. The
bold dots in the Figure represent the next legitimate pixels during the
graphical trace’s evolution. In principle the graphical trace can evolve
to any of the surrounding eight pixels and hence a three-bit codeword is
required for lossless coding. Differential chain coding [199]- [201] (DCC)
exploits that the most likely direction of stylus movement is a straight
extension, with a diminishing chance of 180° turns. This suggests that the
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Figure 9.11: Relative frequency of differential vectors for a range of dynamo-
graphical source signals ©ETT, Hanzo and Yuen [195].

coding efficiency can be improved using the principle of entropy coding by
allocating shorter codewords to more likely transitions and longer ones to
less likely transitions. This argument is supported by the histogram of the
differential vectors of a range of graphical source signals, including English
and Chinese handwriting, a Map and a technical Drawing, portrayed in
Figure 9.11, where the vectors 0, +1 and -1 are seen to have the highest
relative frequency.

In this section we embark on exploring the potential of a novel graph-
ical coding scheme dispensing with the variable length coding principle
of conventional DCC codecs, which we refer to therefore as fixed length
differential chain coding (FL-DCC). FL-DCC was contrived in order to
comply with the time-variant resolution- and/or bit-rate constraints of in-
telligent adaptive multi-mode terminals, which can be re-configured under
network control, in order to satisfy the momentarily prevailing tele-traffic,
robustness, quality, etc. system requirements. In order to maintain loss-
less graphics quality under lightly loaded traffic conditions, the FL-DCC
codec can operate at a rate of b = 3 bits/vector, although it has a higher
bit-rate than DCC. However, since in voice and video coding typically per-
ceptually unimpaired lossy quantisation is used, we embark on exploring
the potential of the re-configurable FL-DCC codec under b < 3 low-rate,
lossy conditions.

Based on our findings in Figure 9.11 concerning the relative frequencies
of the various differential vectors, we decided to evaluate the performance
of the FL-DCC codec using the b = 1 and b = 2 bit/vector lossy schemes.
As demonstrated by Figure 9.10, in the b = 2-bit mode the transitions
to pixels -2, -3, +2, +3 are illegitimate, while vectors 0, +1, -1 and +4
are legitimate. In order to minimise the effects of transmission errors the
Gray codes seen in Figure 9.10 were assigned. It will be demonstrated
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Figure 9.12: Coding syntax ©ETT, Hanzo and Yuen [195].

that, due to the low probability of occurance of the illegitimate vectors,
the associated subjective coding impairment is minor. Under degrading
channel conditions or higher tele-traffic load the FL-DCC coding rate has to
be reduced to b = 1, in order to be able to invoke a less bandwidth efficient,
but more robust modulation scheme or to generate less packets contending
for transmission. In this case only vectors +1 and -1 of Figure 9.10 are
legitimate. The subjective effects of the associated zig-zag trace will be
removed by the decoder, which can detect these characteristic patterns
and replace them by a fitted straight line.

In general terms the size of the coding ring is given by 2n7, where
n = 1,2,3... is referred to as the order of the ring and 7 is a scaling
parameter, characteristic of the pixel separation distance. Hence the ring
shown in Figure 9.10 is a first order one. The number of nodes in the ring
is M = 8n.

The data syntax of the FL-DCC scheme is displayed in Figure 9.12.
The beginning of a trace can be marked by a typically 8 bit long pen-down
(PD) code, while the end of trace by a pen-up (PU) code. In order to
ensure that these codes are not emulated by the remaining data, if this
were incurred, bit stuffing must be invoked. We found however that in
complexity and robustness terms using a ‘vector counter’ (VC) for signalling
the trace-length to the decoder constituted a more attractive alternative for
our system. The starting coordinates Xg, Y of a trace are directly encoded
using for example 10 and 9 bits in the case of a video graphics array (VGA)
resolution of 640 x 480 pixels.

The first vector displacement along the trace is encoded by the best
fitting vector defined by the coding ring as the starting vector (SV). The
coding ring is then translated along this starting vector to determine the
next vector. A differential approach is used for the encoding of all the fol-
lowing vectors along the trace, in that the differences in direction between
the present vector and its predecessor are calculated and these vector dif-
ferences are mapped into a set of 2° fixed length b-bit codewords, which we
refer to as ‘fixed vectors’ (FV). We will show that the coding rate of the
proposed FL-DCC scheme is lower for b = 2 and b = 1 than that of DCC.

When a curve is encoded by FL-DCC, it is sliced by the coding ring
into small segments. Consider a sampled curve segment s. Let v be the
vector link produced by the coding ring. The coding rate of a chain code
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b=1 b=2 DCC
bit/vector | bit/vector | bit/vector
English script 0.8535 1.7271 2.0216
Chinese script 0.8532 1.7554 2.0403
Map 0.8536 1.7365 2.0396
Drawing 0.8541 1.7911 1.9437
Theoretical 0.9 1.80 2.03
Table 9.5: Coding rate comparison.
is defined [198], [200] in bits per unit length of the curve segment as
Efb(s, v)]
r= 9.10
GAE) (10

where b(s,v) is the number of bits used to encode a vector link v, I,(s)
is the length of the curve segment s, while E(x) represents the expected
value of a random variable z. It has been shown [201] that for the set of
all curves, the product of a segment length /,,(s) and the probability p(a)
that this segment occurs with a direction o must be constant. Thus the
expected curve segment length for a ring of order n is given by [199]:

TA8.n. T Ten-T
Ell,.(s)] = : do = ——. A1
(s = [ 2T playda = T (911)
Therefore, the theoretical coding rate of FL-DCC becomes:
E
- [b(s,v)] _ (9.12)
7on-1/(2-V2)

The theoretical and experimental coding rates of the b =1 and b = 2 FL-
DCC schemes are shown in Table 9.5. In the next Section the associated
transmission issues are considered.

9.4.3 FL-DCC Graphical Codec Performance

The performance of the proposed FL-DCC graphical codecs was evaluated
for a range of graphical source signals, including an English script, a Chi-
nese script, a drawing and a map using a coding ring of M = 8. Table 9.5
shows the associated coding rates produced by FL-DCC for b = 1 and b = 2
as well as by DCC along with the corresponding theoretical coding rates.
Both FL-DCC schemes achieve a lower coding rate than DCC. The corre-
sponding subjective quality is portrayed in Figure 9.13 for two of the input
signals previously used in Table 9.5. Observe that for b = 2 no subjective
degradation can be seen and the degradation associated with b = 1 is also
fairly low. This is due to the fact that the typical fuzzy granular error pat-
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Figure 9.13: Decoded information for FL-DCC with b = 1 (bottom), b = 2
(centre) and DCC (top).

S

terns inflicted by the b = 1 FL-DCC scheme, when a straight line section is
approximated by a zig-zag pattern, can be detected and smoothed by the
decoder. The overall graphical system performance will be highlighted in
the forthcoming system performance section.

Following the above speech, video and graphical source coding issues, we
now address the transmission aspects of the proposed multi-media systems.
Let us initially consider the factors affecting the choice of modulation.

9.5 Modulation Issues

9.5.1 Choice of Modulation

The appropriate choice of the modem scheme is based on the interplay
of equipment complexity, power consumption, spectral efficiency, robust-
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ness against channel errors, co-channel and adjacent channel interference
as well as the propagation phenomena, which depends on the cell size.
Equally important are the associated issues of linear or non-linear amplifi-
cation and filtering, the applicability of non-coherent, differential detection,
soft-decision detection, equalisation and other associated issues [2], most
of which will be addressed in a certain depth during our further discourse.
The above, often conflicting factors led to a proposal by the European Re-
search in Advanced Communications Equipment (RACE) project, which
is referred to as the Advanced Time Division Multiple Access (ATDMA)
initiative [116,117]. This proposal did not become a third-generation stan-
dard. Nonetheless, the main features of the ATDMA system framework are
interesting, since this proposal reflects the philosophy and spirit of discus-
sions leading to the European UMTS standard proposals to be highlighted
in Chapter 10. Furthermore, some of the ATDMA features may influence
the evolution of existing second-generation systems, such as GSM. Hence
the main ATDMA features are summarised in Table 9.6 [116,117], which
will be described during our forthcoming discourse. Suffice to say at this
stage that these features were defined on the basis of providing higher bit-
rates and bandwidth-efficiency for benign indoor picocells, while ensuring
backwards compatibility with existing second-generation systems, such as
GSM, for example.

Specifically, the Pan-European GSM system described in Chapter 8 or
the Digital European Cordless Telecommunications (DECT) scheme high-
lighted in Chapter 1 employ constant envelope partial response Gaussian
Minimum Shift Keying (GMSK), which was the topic of Chapter 6. The
main advantage of GMSK is that since it is a so-called constant envelope
modulation scheme, it ignores any fading-induced or amplifier-specific am-
plitude fluctuations present in the received signal and hence facilitates the
utilisation of power-efficient non-linear class-C amplification. In benign
pico- and micro-cellular propagation conditions, however, low transmitted
power and low signal dispersion are the typical characteristics. Hence the
employment of more bandwidth efficient multilevel modulation schemes
becomes realistic [2]. In fact the American IS-54 [14] and JDC [15] second-
generation digital systems have already opted for 2 bits/symbol modu-
lation. in the case of the so-called multi-level full-response modulation
schemes the influence of each modulation symbol is restricted to its own
signalling interval, as opposed to the partial response GMSK modems of
Chapter 6. Since these multi-level modems have not been treated in pre-
ceeding chapters of this book, this section attempts to provide a rudimen-
tary overview of some of the associated multi-level modulation issues in a
slightly more detailed style. For a more detailed account on full-response
multi-level modulation schemes the reader is referred to [2].

Returning to Table 9.6, the ATDMA European proposal identified the
following cellular structures, as the most typical propagation environments:
‘long’ or large macro cells, ‘short’ or small macro cells, micro cells and pico
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Cell type Long-macro | Short-macro | Micro | Pico
Modulation GMSK 4/16-QAM

Baud-rate (kBd) 360 225 900

Carrier spacing (kHz) 276.92 1107.69 = 4 x 276.92
Bit-Rate (kbps) 360 450/900 1800/3600
Bwidth eff. (bps/Hz) 1.3 1.625/3.25

Table 9.6: ATDMA cell types and modulation schemes.

cells. As the propagation environment becomes more friendly, higher chan-
nel SNRs may be maintained and hence more bandwidth-efficient modem
schemes can be employed, moving from the 1 bit/symbol partial-response
GMSK scheme to 2 bits/symbol or even to 4 bits/symbol full-response sig-
nalling. In ATDMA parlance the latter two schemes are referred to as 1 and
2 bits/symbol Offset Quadrature Amplitude Modulation (OQAM), where
the so-called inphase (I) and quadrature phase (Q) components are offset
by half of the signalling interval, which will limit the encountered signal en-
velope swing, since only one of the I and Q components can change at any
instant. Hence OQAM is less sensitive to power amplifier non-linearities [2]
than conventional QAM, since the latter allows a simultaneous change of
both the I and Q components. In conventional terminology, however, 1 and
2 bits/symbol OQAM corresponds to 4-level or 16-level QAM, which is our
preferred terminology. Here we will restrict our treatment to a rudimentary
overview of QAM techniques; for a more detailed treatise on the subject
the interested reader is referred to reference [2].

Observe furthermore in Table 9.6 that the carrier spacing and signalling
rate are also different for the various cell sizes, which is a consequence of the
lower signal dispersion or excess delay spread of picocells due to their low
transmitted power and propagation distances. This is justified for example
by the fact that the large-cell GSM system at a signalling rate of 271 kbps
using a bit-interval of 3.69 us experiences dispersive long-delay multipath
components and hence requires a channel equaliser, while DECT at 1152
kbps, where the bit-interval duration is reduced by a factor of four, does not.
The ‘long-macro’ GMSK ATDMA signalling rate is then 360 kBaud, which
results in a bandwidth efficiency of 360 kBaud/276.92 kHz=1.3 bps/Hz.
This is very similar to the 271 kbps/200 kHz~1.35 bps/Hz GSM band-
width efficiency. As seen in Table 1.1 of Chapter 1, in the American IS-54
system a signalling rate of 24.3 kBaud or a bit-rate of 48.6 kbps was ac-
commodated in a 30 kHz bandwidth, yielding a bandwidth efficiency of
1.62 bps/Hz. This was achieved using a Nyquist filter (see Section 9.5.2)
with a so-called roll-off factor of @ = 0.35 and then allowing adjacent chan-
nels to slightly overlap, while tolerating the associated adjacent channel
interference. Specifically, this corresponds to allowing an overlap of the
adjacent channel spectra for attenuations higher than 24 dB with respect
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to the signal level measured at the carrier frequency. A similar philosophy
was pursued in the ATDMA proposal, where using 2bits/symbol 4-QAM
signalling in a bandwidth of 276.92 kHz, and assuming a Nyquist excess fil-
tering bandwidth (see Section 9.5.2) of 35% the achievable bit-rate became
450 kbps. The corresponding bandwidth efficiency is again 1.62 bps/Hz.
Lastly, for 4bits/symbol signalling under identical filtering requirements an
efficiency of 3.2 bps/Hz is maintained in the more benign indoor propaga-
tion scenarios of Table 9.6, provided that the required channel SNR and
Signal-to-Interference Ratio (SIR) can be maintained.

Although many of the ATDMA parameters of Table 9.6 are non-integer
values, all physical layer clocks and carrier bit-rates can be derived from
a single reference oscillator frequency of 14.4 MHz, which is an important
practical consideration. We note furthermore that slots in picocells can
be concatenated to give so-called ‘double slots’ with increased bit-rates,
since the associated dispersion is low due to the low pathlength differences.
Here we curtail our discussion on the ATDMA proposal, a more detailed
discourse on the various ATDMA transport modes can be found in refer-
ences [116,117].

Here we simply introduce the ATDMA framework as an example of
the recently often quoted so-called ‘software radio’ concept, where the
transceiver is designed to reconfigure itself in a number of different modes,
adapting to various propagation environments, teletraffic requirements,
etc., facilitated by the flexible base-band ‘algorithmic tool-box’, as de-
tailed in [8]. Since the family of constant envelope partial response GMSK
modems was fully characterised in Chapter 6, here we refrain from detail-
ing partial-response modems. Let us now turn our attention to the class of
multi-level full-response modems, which can exploit the higher Shannon-
ian channel capacity of high-SNR channels by transmitting several bits per
information symbols and hence ensure high bandwidth efficiency. These
modems are also often referred to as Quadrature Amplitude Modulation
(QAM) schemes [2].

9.5.2 Quadrature Amplitude Modulation [2]
9.5.2.1 Background

Until quite recently QAM developments were focused at the benign AWGN
telephone line and point-to-point radio applications [123], which led to
the definition of the CCITT telephone circuit modem standards V.29-
V.33 based on various QAM constellations ranging from uncoded 16-QAM
to trellis coded (TC) 128-QAM [2]. In recent years QAM research for
hostile fading mobile channels has been motivated by the ever-increasing
bandwidth efficiency demand for mobile telephony [124]- [133], although
QAM schemes require power-inefficient class A or AB linear amplifica-
tion [134]- [137]. However, the power consumption of the low-efficiency
class-A amplifier [136], [137] is less critical than that of the digital speech,
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image and channel codecs. Out-of-band emissions due to class AB am-
plifier non-linearities generating adjacent channel interferences can be re-
duced by some 15 dB using the adaptive predistorter proposed by Sta-
pleton et.al. [171,172]. The spectral efficiency of QAM in various macro-
and micro-cellular frequency re-use structures was studied in comparison
to a range of other modems in Chapter 17 of reference [2], while burst-by-
burst adaptive modem arrangements were proposed for example in refer-
ences [144]- [169]. Let us now highlight the basic concepts of quadrature
amplitude modulation.

9.5.2.2 Modem Schematic

Multi-level full-response modulation schemes have been considered in depth
in reference [2]. In this chapter only a terse introduction is offered, concen-
trating on the fundamental modem schematic of Figure 9.14.

If an analogue source signal must be transmitted, the signal is first
low-pass filtered and analogue-to-digital converted (ADC) using a sam-
pling frequency at least twice the signal’s bandwidth - hence satisfying the
Nyquist criterion. The generated digital bitstream is then mapped to com-
plex modulation symbols by the MAP block, as seen in Figure 9.15 in case
of mapping 4 bits/symbol to a 16-QAM constellation.

9.5.2.2.1 Gray Mapping and Phasor Constellation The process
of mapping the information bits onto the bitstreams modulating the I and
Q carriers plays a fundamental role in determining the properties of the
modem, which will be elaborated on at a later stage in Section 9.5.2.3.
Suffice to say here that the mapping can be represented by the so-called
constellation diagram of Figure 9.15. A range of different constellation
diagrams or so-called phasor diagrams was introduced in Figure 1.38 of
Chapter 1, where a phasor constellation was defined as the resulting two-
dimensional plot when the amplitudes of the I and Q levels of each of the
points which could be transmitted (the constellation points) are drawn in a
rectangular coordinate system. For a simple binary amplitude modulation
scheme, the constellation diagram would be two points both on the positive
x axis. For a binary PSK (BPSK) scheme the constellation diagram would
consist again of two points on the x axis, but both equidistant from the
origin, one to the left and one to the right. The ‘negative amplitude’ of the
point to the left of the origin represents a phase shift of 180 degrees in the
transmitted signal. If we allow phase shifts of angles other than 0 and 180
degrees, then the constellation points move off the x axis. They can be con-
sidered to possess an amplitude and phase, the amplitude representing the
magnitude of the transmitted carrier, and the phase representing the phase
shift, of the carrier relative to the local oscillator in the transmitter. The
constellation points may also be considered to have cartesian, or complex
co-ordinates, which are normally referred to as inphase (I) and quadrature
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Figure 9.14: Simplified QAM modem schematic ©Webb, Hanzo 1994 [2].
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Figure 9.15: 16-QAM square constellation (©Webb, Hanzo 1994 [2].

(Q) components corresponding to the z and y axes, respectively.

In the square-shaped 16-QAM constellation of Figure 9.15 each phasor
is represented by a four-bit symbol, constituted by the in-phase bits i1,
1o and quadrature bits ¢;, g2, which are interleaved to yield the sequence
i1,q1,%2,q2. The quaternary quadrature components [ and @ are Gray
encoded by assigning the bits 01, 00, 10 and 11 to the levels 8d, d, -
d and -3d, respectively. This constellation is widely used because it has
equidistant constellation points arranged in a way that the average energy
of the phasors is maximised. Using the geometry of Figure 9.15 the average
energy is computed as

Eop = (2d* + 2 x 10d”® + 18d%)/4 = 10 x d°. (9.13)

For any other phasor arrangement the average energy will be less and there-
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fore, assuming a constant noise energy, the signal to noise ratio required to
achieve the same bit error rate (BER) will be higher, a topic to be studied
comparatively in the context of two different 16-QAM constellations at a
later stage in Section 9.5.2.3.

Notice from the mapping in Figure 9.15 that the Hamming distance
amongst the constellation points, which are ‘closest neighbours’ with a Eu-
clidean distance of 2d is always one. The Hamming distance between any
two points is the difference in the mapping bits for those points, so points
labelled 0101 and 0111 would have a Hamming distance of 1, and points
labelled 0101 and 0011 would have a Hamming distance of 2. This is a
fundamental feature of the Gray coding process and ensures that when-
ever a transmitted phasor is corrupted by noise sufficiently that it is in-
correctly identified as a neighbouring constellation point, the demodulator
will choose a phasor with a single bit error. This minimises the error prob-
ability.

It is plausible that the typical quaternary I or Q component sequence
generated by the MAP block of Figure 9.14 would require an infinite trans-
mission bandwidth due to the abrupt changes at the signalling interval
boundaries. Hence these signals must be bandlimited before transmission
in order to contain the spectrum within a limited band and so minimise in-
terference with other users or systems sharing the spectrum. This filtering
is indicated in Figure 9.14 by the square-root Nyquist-filter blocks denoted
by VN, where the rationale behind the notation will become clear in the
next section.

9.5.2.2.2 Nyquist Filtering A full theoretical treatment of Nyquist
filtering was provided in reference [2], hence here we restrict our discus-
sions to a rudimentary introduction. An ideal linear-phase low-pass filter
(LPF) with a cut-off frequency of fn = fs/2, where f; = 1/T is the sig-
nalling frequency, T is the signalling interval duration and fy = 1/(2T)
is the so-called Nyquist frequency, would be able to pass most of the en-
ergy of the quadrature components I and Q within a compact frequency
band. Due to the linear phase response of the filter all frequency com-
ponents would exhibit the same group-delay. Because such a filter has a
(sinzx)/z function shaped impulse response with equidistant zero-crossings
at the sampling instants n - T, this ideal low-pass filter does not result
in inter-symbol-interference (ISI) between consecutive signalling symbols.
After its inventor Nyquist [118] this ideal low-pass transfer function and
its derivatives about to be introduced in the next paragraph are referred
to as the Nyquist characteristic. However, such an ideal low-pass filter
is unrealisable, as all practical low-pass (LP) filters exhibit amplitude and
phase distortions, particularly towards the transition between the pass- and
stop-band. Conventional Butterworth, Chebichev or inverse-Chebichev LP
filters have impulse responses with non-zero values at the equi-spaced sam-
pling instants n - T and hence introduce ISI. They therefore degrade the bit
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error rate (BER) performance.

Nyquist’s fundamental theoretical work [118] suggested that special
pulse shaping filters must be deployed, ensuring that the total transmis-
sion path, including the transmitter, receiver and the channel, has an im-
pulse response with a unity value at the current signalling instant and
zero-crossings at all other consecutive sampling instants n - 7. He showed
that any odd-symmetric frequency-domain extension characteristic fitted
to the ideal LPF amplitude spectrum yields such an impulse response, and
is therefore free from ISI. Two examples of the corresponding filter char-
acteristics are shown in Figure 9.16, which will be described during our
forthcoming deliberations.

A practical odd-symmetric extension characteristic is the so-called
raised-cosine (RC) characteristic fitted to the above-mentioned ideal low-
pass filter characteristic [2]. The parameter controlling the bandwidth of
the Nyquist filter is the so-called roll-off factor a;, which is unity, if the ideal
LPF bandwidth is doubled by the extension characteristic. If a = 0.5 a
total bandwidth of 1.5 x fy = 1.5/(2T) results, and so on. The lower the
value of the roll-off factor, the more compact the spectrum becomes, but
the higher the complexity of the required filter and other receiver circuitry,
such as clock and carrier recovery [2]. The stylised frequency response of
these filters is shown in Figure 9.16 for a« = 0.9 and a = 0.1. It follows
from Fourier theory that the wider the transmission band, the more sharply
decaying the impulse response. A sharply decaying impulse response has a
favourable effect concerning the mitigation of the potential ISI in the case of
imperfect clock recovery, when there is a time-domain jitter superimposed
on the optimum sampling instant. Hence in terms of system performance
an a = 1 filtering scheme is more favourable than a more sharply filtered
but more bandwidth-efficient scheme.

In case of additive white Gaussian noise (AWGN) with a uniform power
spectral density (PSD) the noise power admitted to the receiver is propor-
tional to its bandwidth. Therefore it is also necessary to limit the received
signal bandwidth at the receiver to a value close to the transmitter’s band-
width. Optimum detection theory [119] shows that the SNR is maximised,
if so-called matched filtering is used, where the Nyquist characteristic of
Figure 9.16 is divided between two identical filters, a transmitter- and a
receiver-filter, each characterised by the square root of the Nyquist shape,
as suggested by the filters v/N in Figure 9.14.

In conclusion of our discourse on filtering issues we note that Feher [121]
proposed non-linear filtering (NLF) as a low-complexity alternative to
Nyquist-filtering, which operates by simply fitting a time-domain quar-
ter period of a sine wave between two symbols for both of the quadrature
carriers. This technique can be simply implemented by using a look-up
table and there is no contribution from previous symbols at any sample
point, which is advantageous when complex high-level QAM constellations
are transmitted. The disadvantage of this form of filtering is that it is less



9.5. MODULATION ISSUES 819

alpha=0.9
1.9B
| | | | |
\ \ | | \
—f5 —fs 0 Ts fs=2B
2 2
alpha=0.1
| | | | |
\ \ | \ \
o s ’ 5 fs=%
2 2

Figure 9.16: Stylised frequency response of two Nyquist filters with o = 0.9
and 0.1 ©Webb, Hanzo 1994 [2].
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Figure 9.17: Stylised NLF waveforms (©Webb, Hanzo 1994 [2].

spectrally efficient than optimal partial-response filtering schemes. Never-
theless, its implementational advantages often render this loss of efficiency
acceptable. The power spectrum of a NLF signal is given by [121]:

. (sin2nfT 1 2
S(f) —T< on fT 1_4(fT)2) (9.14)

and the corresponding original and NLF waveforms are given in Figure 9.17
for the T or Q quadrature component.

9.5.2.2.3 Modulation and Demodulation Once the analogue I and
Q signals have been generated and filtered, they are modulated by an I-Q
modulator as shown in Figure 9.14. This modulator essentially consists of
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Figure 9.18: Stylised transmitted and received spectra ©Webb, Hanzo 1994 [2].

two mixers, one for the I channel and another for the Q channel. The I
channel is mixed with an intermediate frequency (IF) signal that is in phase
with respect to the carrier, and the Q channel is mixed with an IF that is
90 degrees out of phase. This process allows both signals to be transmitted
over a single channel within the same bandwidth using quadrature carriers.
In a similar fashion, the signal is demodulated at the receiver. Provided
that the signal degradation is kept to a minimum, the orthogonality of the
I and Q channels will be retained and their information sequences can be
independently demodulated.

Following I-QQ modulation, the signal is modulated by a radio frequency
(RF) mixer, increasing its frequency to that used for transmission. Since
the IF signal occurred at both positive and negative frequencies, it will
occur at both the sum and difference frequencies when mixed up to the RF.
Since there is no reason to transmit two identical sidebands, one is usually
filtered out, as seen plotted in dashed lines in Figure 9.18. We also note
that in theory one could dispense with the IF stage, mixing the base-band
component directly to the transmission frequency, if it were possible to
design the required extremely narrow-band so-called notch-filters at the RF
for removing the unwanted modulation products and out-of-band spectral
spillage. Since this results in filter-design problems, in practical systems
the signal is converted up to the RF usually in two or more mixing stages.

The transmission channel is often the most critical factor influencing
the performance of any communications system. Here we consider only
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the addition of noise based on the signal to noise ratio (SNR). The noise
is often the major contributing factor to signal degradation and its effect
exhibits itself in terms of a noise floor, as portrayed in the received RF
spectrum of Figure 9.18.

The RF demodulator mixes the received signal down to the IF for the
I-Q demodulator. In order to accurately mix the signal back to the ap-
propriate intermediate frequency, the RF mixer operates at the difference
between the IF and RF frequencies. Since the I-Q demodulator includes IF
recovery circuits, the accuracy of the RF oscillator frequency is not critical.
However, it should be stable, exhibiting a low phase noise, since any noise
present in the down-conversion process will be passed on to the detected
I and Q baseband signals, thereby adding to the possibility of bit errors.
The recovered IF spectrum is similar to the transmitted one but with the
additive noise floor seen in the RF spectrum of Figure 9.18.

Returning to Figure 9.14, I-Q demodulation takes place in the reverse
order to the modulation process. The signal is split into two paths, with
each path being mixed down with IFs that are 90 degrees apart. Since
the exact frequency of the original reference must be known to determine
the absolute phase, IF carrier recovery circuits are used to reconstruct the
precise reference frequency at the receiver. The recovered I component
should be almost identical to that transmitted, with the only differences
being caused by noise.

9.5.2.2.4 Data Recovery Once the analogue I and Q components
have been recovered, they must be digitised. This is carried out by the
bit detector. The bit detector determines the most likely bit transmitted
by sampling the I and Q signals at the correct sampling instants and com-
paring them to the legitimate I and Q values of —3d, —d, d, 3d in the case
of a square 16-QAM constellation. From each I and Q decision two bits are
derived, leading to a 4-bit 16-QAM symbol. The four recovered bits are
then passed on to the DAC. Although the process might sound simple, it is
complicated by the fact that the ‘right time’ to sample is a function of the
clock frequency at the transmitter. The data clock must be regenerated
upon recovery of the carrier. Any error in clock recovery will increase the
BER. Again, these issues are treated in more depth in reference [2].

If there is no channel noise or the SNR is high, the reconstructed digital
signal is identical to the original input signal. Provided the DAC operates
at the same frequency and with the same number of bits as the input
ADC, then the analogue output signal after low-pass filtering with a cut-
off frequency of B, is also identical to the output signal of the LPF at
the input of the transmitter. Hence it is a close replica of the input signal.
Following the above basic modem schematic description let us now consider
two often used 16-QAM constellations.
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Q

Figure 9.19: Star 16-QAM constellation.

9.5.2.3 QAM Constellations

A variety of different constellations have been proposed for QAM transmis-
sions over Gaussian channels. However, in practice often the constellations
shown in Figures 9.15 and 9.19 are preferred. The essential problem is
to maintain a high minimum distance, d,,;», between constellation points
whilst keeping the average power required for the constellation to a min-
imum. Calculation of d,,;, and the average power is a straightforward
geometric procedure, and has been performed for a range of constellations
by Proakis [138]. The results show that the square constellation of Fig-
ure 9.15 is optimal for Gaussian channels. We will show that the star
constellation of Figure 9.19 requires a higher energy to achieve the same
minimum distance d,,;, amongst constellation points than the square con-
stellation of Figure 9.15 and hence the latter is often preferred for Gaussian
channels. However, there may be implementational reasons for favouring
circular constellations over the square ones.

When designing a constellation, consideration must be given to:

1. The minimum Euclidean distance amongst phasors, which is char-
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acteristic of the noise immunity of the scheme.

2. The minimum phase rotation amongst constellation points, deter-
mining the phase jitter immunity and hence the scheme’s resilience against
clock recovery imperfections and channel phase rotations.

3. The ratio of the peak-to-average phasor power, which is a measure of
robustness against non-linear distortions introduced by the power amplifier.

It is quite instructive to estimate the optimum ring ratio RR for the star
constellation of Figure 9.19 in AWGN under the constraint of a constant
average phasor energy Fy. Accordingly, a high ring ratio value implies that
the Euclidian distance amongst phasors on the inner ring is reduced, while
the distance amongst phasors on different rings is increased. In contrast,
upon reducing the ring ratio the cross-ring distance is reduced and the
distances on the inner ring become larger.

Intuitively, one expects that there will be an optimum ring ratio, where
the overall bit error rate (BER) constituted by detection errors on the same
ring plus errors between rings is minimised. Suffice to say here that the
minimum Euclidean distance amongst phasors is maximised if dy = dy =
As — A; in the star constellation of Figure 9.19. Using the geometry of
Figure 9.19 we can write that:

Ay
di = 2-A;-c0s67.5°

d 1
cos67.5° = ?1

and hence
A2 — A1 = d1 = dg =2 Al - cos67.5°.

Upon dividing both sides by A; and introducing the ring ratio RR we arrive
at:

RR—1 = 2-co0s67.5°
RR =~ 1.77.

Simulation results using a variety of ring ratios in the interval of 1.5 <
RR < 3.5 both over Rayleigh and AWGN channels showed [2,139] that
the BER does not strongly depend on the ring ratio, exhibiting a flat BER,
minimum for RR values in the above range.

Under the constraint of having identical distances amongst constellation
points, when d; = dy = d, the average energy Ey of the star constellation
can be computed as follows:

_8-AT+8-47 1

E, ==
0 16 2

(47 + A3)

where p p
~ ~ 1.31d

A =
b 9 c0s67.5° . 0.765
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and

yielding
Fo~0.5-(5.3+1.72)d* ~ 3.5d°.

The minimum distance of the constellation for an average energy of Fjy

becomes:
dmin & \/Eo/3.5 % 0.53 - \/ Ep,

while the peak-to-average phasor energy ratio is:

(2.3d)?

NGNS
"R SEe 5

The minimum phase rotation 6,,;,, the minimum Euclidean distance d,;,
and the peak-to-average energy ratio r are summarised in Table 9.7 for
both of the above constellations.

Let us now derive the above characteristic parameters for the square
constellation. Observe from Figure 9.19 that 6,,;, < 45°, while the distance
between phasors is 2 - d. Hence the average phasor energy becomes:

1
E = 15 [4-(d® +d®) +8(9d” + d*) + 4 - (9d° + 9d°)]
1
= 1—6(8d2 + 80 - d* + 72d%)
= 10d°.

Hence, assuming the same average phasor energy Fy as for the star con-
stellation we now have a minimum distance of

Amin =2d =2-\/Ey/10 = \/Ey/2.5 ~ 0.63 - \/Ey.
Lastly, the peak-to-average energy ratio r is given by:

182

r= 08 =1.8.

The square constellation’s characteristics are also summarised in Table 9.7.
Observe that the star constellation has a higher jitter immunity and a
slightly lower peak-to-average energy ratio than the square scheme. How-
ever, the square phasor constellation has an almost 20 % higher mini-
mum distance at the same average phasor energy and hence it is very
attractive for AWGN channels, where noise is the dominant channel im-
pairment. Let us now consider the bit error rate (BER) versus channel
Signal-to-Noise Ratio (SNR) performance of the maximum-minimum dis-
tance square-constellation 16-QAM over AWGN channels.
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Type emzn dmzn r
Star 45° 0.53v/ Ey 1.5
Square | < 45° | 0.63-+/Ey | 1.8

Table 9.7: Comparison of the star and square constellations.

9.5.2.4 16-QAM BER versus SNR Performance over AWGN
Channels

9.5.2.4.1 Decision Theory Before analysing the effects of errors let
us briefly review the roots of decision theory in the spirit of Bayes’ theorem
formulated as follows:

P(X/Y)-P(Y)=P(Y/X)-P(X)=P(X,Y), (9.15)

where the random variables X and Y have probabilities of P(X) and P(Y),
their joint probability is P(X,Y) and their conditional probabilities are
given by P(X/Y) and P(Y/X).

In decision theory the above theorem is invoked in order to infer from
the noisy analogue received sample y, what the most likely transmitted
symbol was, assuming that the so-called a priori probability P(z) of the
transmitted symbols z,,n = 1...M is known. Given that the received
sample y is encountered at the receiver, the conditional probability P(z,/y)
quantifies the chance that x, has been transmitted:

P(y/mn) : P(wn)

P(z,/y) = , m=1...N (9.16)
& P()

where P(y/z,) is the conditional probability of the continuous-valued
noise-contaminated sample y, given that z,,n = 1...N was transmit-

ted. The probability of encountering a specific y value will be the sum
of all possible combinations of receiving y, given that z,,n = 1...N was
transmitted, which can be written as:

N N

Let us now consider the case of binary phase shift keying (BPSK), where
there are two legitimate transmitted values, x; and z» which are contami-
nated by noise, as portrayed in Figure 9.20. The conditional probability of
receiving any particular noise-contaminated analogue sample y, given that
1 or xo was transmitted is quantified by the Gaussian probability density



SRCSfie: alaglevs

826 CHAPTER 9. WIRELESS QAM-BASED MULTI-MEDIA SYSTEMS

PDF
Py/x1) P(y/xz)
| ——b N mm—————
| | |
I I I
I I I
,,,,,,,,,,,, a2 I I
| | | |
| | | |
: : : : P(y1/X2)
PyoX) | / j———=----—-- J‘ ****** ‘ : :
I I I I
P(yo/X2) | | e
: : L P(y1/X1)
X1 Yo To Y1 X,

Figure 9.20: Transmitted samples and noisy received samples for BPSK.
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Figure 9.21: Gaussian Q-function

functions (PDF's) seen in Figure 9.20, which are described by:

1 —(y—=)?
e
oV 2w 202

P(y/z) = , (9.18)

where z = x; or x is the mean and o2 is the variance.
Observe from the Figure that the shaded area represents the probability
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of receiving values larger than the threshold Ty, when z; was transmitted
and this is equal to the probability of receiving a value below Ty, when
T was transmitted. As displayed in the Figure, when receiving a specific
y = yo sample, there is an ambiguity, as to which symbol was transmit-
ted. The corresponding conditional probabilities are given by P(yo/x1)
and P(yo/z2) and their values are also marked on Figure 9.20. Given the
knowledge that x; was transmitted, we are more likely to receive yo than
with the premise that x, was transmitted. Hence, upon observing y = yq
statistically speaking it is advisable to decide that x; was transmitted. Fol-
lowing similar logic, when receiving y; as seen in Figure 9.20, it is logical
to conclude that zs was transmitted.

Indeed, according to optimum decision theory [188], the optimum deci-
sion threshold above which s is inferred is given by:

T, =Tt (9.19)
2
and below this threshold z; is assumed to have been transmitted. If z; =
—x5 then Ty = 0 is the optimum decision threshold minimising the bit error
probability.

In order to compute the error probability in the case of transmitting
z1, the PFD P(y/x1) of Equation 9.18 has to be integrated from z; to oo,
which gives the shaded area under the curve in Figure 9.20. In other words,
the probability of a zero-mean noise sample exceeding the magnitude of z;
is sought, which is often referred to as the noise protection distance, given
by the so-called Gaussian Q-function:

1 2
r1) = €27 dy, 9.20
Q( 1) 0_\/% Al Y ( )

where o2 is the noise variance. Notice that since Q(z;) is the probability of
exceeding the value z1, it is actually the complementary cumulative density
function (CDF) of the Gaussian distribution.

Assuming that x; = —z5, the probability that the noise can carry
1 across Ty = 0 is equal to that of z» being corrupted in the negative
direction. Hence, assuming that P(z;) = P(x2) = 0.5, the overall error
probability is given by:

P = P(x1)-Q(z1) + P(z2) - Q(22)
1 1
= Q1) + Q1) = Q(z1). (9:21)
The values of the Gaussian @-function plotted in Figure 9.21 are tabulated

in many textbooks [188], along with values of the Gaussian PDF in the
case of zero-mean, unit-variance processes. For abscissa values of y > 4 the
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following approximation can be used:
1 —y? R
e > for y>4. 9.22
Ve y (9.22)

Having provided a rudimentary introduction to decision theory, let us now
focus our attention on the demodulation of 16-QAM signals in AWGN.

Qy) =

9.5.2.4.2 QAM Modulation and Transmission In general the
modulated signal can be represented by

5(t) = a(t) cos[2n f.t + O(t)] = Refa(t)elWet+OMI] (9.23)

where the carrier cos(w.t) is said to be amplitude modulated if its amplitude
a(t) is adjusted in accordance with the modulating signal, and is said to be
phase modulated if ©(t) is varied in accordance with the modulating signal.
In QAM the amplitude of the baseband modulating signal is determined
by a(t) and the phase by ©(t). The inphase component I is then given by

I = a(t)cosO(t) (9.24)
and the quadrature component Q by
Q = a(t)sinO(2). (9.25)

This signal is then corrupted by the channel. Here we will only consider
AWGN. The received signal is then given by

r(t) = a(t)cos[2mft + O()] + n(t) (9.26)

where n(t) represents the AWGN, which has both an inphase and quadra-
ture component. It is this received signal which we will attempt to demod-
ulate.

9.5.2.4.3 16-QAM Demodulation in AWGN The demodulation of
the received QAM signal is achieved by performing quadrature amplitude
demodulations using the decision boundaries constituted by the coordinate
axes and the dotted lines portrayed in Figure 9.15 for the I and Q compo-
nents, as shown below for the bits i; and ¢;:

if LQ > 0 then ’il, q1 = 0

if I,Q <0 then il, q1 = 1 (927)
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The decision boundaries for the 3rd and 4th bits iy and ¢o, respectively,
are again shown in Figure 9.15, and thus:

if 1,Q > 2d then is,q2=1
if ——2d < I,Q < 2d then i3,q20=0 (9.28)
if ——2d > 1,Q then is,qo = 1.

We will show that in the process of demodulation the positions of the bits
in the QAM symbols associated with each point in the QAM constellation
have an effect on the probability of them being in error. In the case of
the two most significant bits (MSBs) of the four bit symbol iy, q1,12, g2,
i.e. iy and ¢, the distance from a demodulation decision boundary of
each received phasor in the absence of noise is 3d for 50 % of the time,
and d for 50 % of the time; if each phasor occurs with equal probability.
The average protection distance for these bits is therefore 2d although the
bit error probability for a protection distance of 2d would be dramatically
different from that calculated. Indeed, the average protection distance is
never encountered, we only use this term to aid our investigations. The two
least significant bits (LSB), i.e. i and ¢o are always at a distance of d from
the decision boundary and consequently the average protection distance is
d. We may consider our QAM system as a class one (C1) and as a class
two (C2) subchannel, where bits transmitted via the C1 subchannel are
received with a lower probability of error than those transmitted via the
C2 subchannel.

Observe in the phasor diagram of Figure 9.15 that upon demodulation
in the C2 subchannel, a bit error will occur if the noise exceeds d in one
direction or 3d in the opposite direction, where the latter probability is
insignificant. Hence the C2 bit error probability becomes

d 1 [ 2 1o g
Py =Q { \/m} = 7 /\/ﬁ exp (—z~/2)d (9.29)

where Np/2 is the double-sided spectral density of the AWGN, /Ny /2 is
the corresponding noise voltage, and the @{} function was given in Equa-
tion 9.20 and Figure 9.21. As the average symbol energy of the 16-level
QAM constellation computed for the phasors in Figure 9.15 is

Ey = 10d?, (9.30)
then we have that
Ey
Py = e 9.31
oeof/E) o2

For the C1 subchannel data the bits i; and ¢; are at a protection dis-
tance of d from the decision boundaries for half the time, and their pro-
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tection distance is 3d for the remaining half of the time. Therefore the
probability of a bit error is

gl Vi e ) 1o f [E Ey
o3l il gt - o) o i/
(9.32

The C1 and C2 error probabilities Py and Ps¢ as a function of Ej, /Ny
are given by FEquation 9.31 and 9.32 and displayed in Figure 9.22 as a
function of the channel SNR in contrast to a range of other modulation
schemes. Note that for 1 bit/symbol uncoded transmissions the Ejp/Ng
and SNR values are identical, but for example for 2 bit/symbol transmis-
sions for a given signal and noise energy, i.e. channel SNR, the E}, /Ny value
must be reduced by a factor of two or 3.01 dB. Viewing this observation
from a different angle, 2 bit/symbol transmissions require a 3 dB higher
signal energy or SNR for maintaining a constant Ej /Ny value. Similarly,
for 4 bit/symbol transmissions a factor four Ej /Ny reduction is necessary
for a fixed SNR value, which corresponds to a 6.02 dB higher channel SNR.
Returning to the Figure, the BER versus channel SNR performance of bi-
nary phase shift keying (BPSK), quaternary phase shift keying (QPSK),
16-QAM and 64-QAM BER are portrayed. For 16-QAM the two protec-
tion classes differ by a factor of two in terms of their BER. Similarly to our
above deliberations, in reference [2] we also showed that 64-QAM exhibits
three subchannels, whose BERs are also shown in the Figure. Observe in
the Figure that given a certain channel SNR, i.e. a constant signal power, in
harmony with our expectations, 2 bit/symbol transmissions require about
3 dB higher channel SNR for a given BER than binary signalling. A fur-
ther 6 dB is necessitated by 16-QAM and an additional 6 dB by 64-QAM
transmissions. The average probability P4y of bit error for the 16-level
QAM system is then computed as:

SN
——

Pyy = (PlG + PQ(;)/Q. (933)

Our simulation results gave virtually identical curves to those in Fig-
ure 9.22, exhibiting a BER advantage in using the C1 subchannel over using
the C2. The computation of the error rate over Rayleigh fading channels
is more involved. For the square 16-QAM constellation Cavers [178] pro-
vided symbol error rate formulae, while for the star constellation analytical
error rate formulae were disseminated by Adachi [189]. With the above
considerations in mind let us now concentrate our attention on multilevel
communications over Rayleigh fading channels, which were described in
Chapter 2.
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performance over AWGN channels ©Torrance, 1996 [179].
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9.5.2.5 Reference Assisted Coherent QAM for Fading Channels

Over fading channels a number of additional measures have to be taken
in order be able to invoke bandwidth-efficient multi-level QAM schemes.
The major difficulty is that over fading channels the transmitted phasors’
magnitude is attenuated and their phase is rotated by the channel, as it
was shown in Figure 1.1. Two powerful methods have been proposed in
order to ensure adequate QAM operation in fading environments. Both
these techniques deliver channel measurement information in terms of at-
tenuation and phase shift due to fading. The first is transparent tone
in band (TTIB) assisted modulation proposed by McGeehan, Bateman
et.al [180]- [187], where a pilot carrier is inserted typically in the centre
of the modulated spectrum. At the receiver the signal is extracted and
used to estimate the channel-induced attenuation and phase rotation, as it
was detailed also in [2]. A disadvantage of TTIB schemes is their relatively
high complexity and expanded spectral occupancy, since the pilot tone is
inserted in one or several spectral gaps created by segmenting the signal
spectrum and shifting the contiguous spectrum segments apart.

An alternative lower complexity technique is pilot symbol assisted mod-
ulation (PSAM) [178], where known channel sounding phasors are periodi-
cally inserted into the transmitted time-domain signal sequence. Similarly
to the frequency domain pilot tone, these known symbols deliver channel
measurement information. Let us here concentrate our attention on the
latter, implementationally less complex technique.

9.5.2.5.1 PSAM System Description Following Caver’s approach
[178], the block diagram of a general PSAM scheme is depicted in Fig-
ure 9.23, where the pilot symbols p are cyclically inserted into the data
sequence prior to pulse shaping, as demonstrated by Figure 9.24.

A frame of data is constituted by M symbols, and the first symbol in
every frame is assumed to be the pilot symbol b(0), followed by (M — 1)
useful data symbols b(1),b(2)...b(M —1).

Detection can be carried out by matched filtering, and the output of
the matched filter is split into data and pilot paths, as seen in Figure 9.23.
The set of pilot symbols can be extracted by decimating the matched filter’s
sampled output sequence using a decimation factor of M. The extracted
sequence of pilot symbols must then be interpolated in order to derive a
channel estimate v(k) for every useful received information symbol r(k).
Decision is carried out against a decision level reference grid, scaled and
rotated according to the instantaneous channel estimate v(k).

Observe in Figure 9.23 that the received data symbols must be delayed
according to the interpolation and prediction delay incurred. This delay
becomes longer, if interpolation is carried out using a longer history of the
received signal to yield better channel estimates. Consequently, there is a
trade-off between processing delay and accuracy, an issue documented by
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Figure 9.23: PSAM schematic © [178] ©IEEE, 1991, Cavers.
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Figure 9.24: Insertion of pilot symbols in PSAM ©Webb and Hanzo 1994. [2]

Torrance and Hanzo [143] for a wide range of parameters. The interpolation
coefficients can be kept constant over a whole pilot-period of length M, but
better channel estimates can be obtained, if the interpolator’s coefficients
are optimally updated for every received symbol.

The complex envelope of the modulated signal can be formulated as:

m(t) = Y bk)p(t—kT), (9.34)

k=—00

where b(k) = —3,—1,1 or 3 represents the quaternary I or QQ components
of the 16-QAM symbols to be transmitted, T' is the symbol duration and
p(t) is a band-limited unit-energy signalling pulse, for which we have:

/ N lp(t)|?dt = 1. (9.35)

— 00
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The value of the pilot symbols b(kM) can be arbitrary, although send-
ing a sequence of known pseudo-random symbols instead of using always
the same phasor avoids the transmission of a periodic tone, which would
increase the detrimental adjacent channel interference [140].

The narrowband Rayleigh channel is assumed to be ‘flat’-fading, which
implies that all frequency components of the transmitted signal suffer the
same attenuation and phase shift. This condition is met, if the transmitted
signal’s bandwidth is much lower than the channel’s coherence bandwidth.
The received signal is then given by:

r(t) = c(t) - m(t) + n(t), (9.36)

where n(t) is the AWGN and ¢(t) is the channel’s complex gain. Assuming
a Rayleigh-fading envelope a(t), a uniformly distributed phase ¢(t) and a
residual frequency offset of fy, we have:

c(t) = a(t)e??® . giwot, (9.37)

The matched filter’s output symbols at the sampling instants k7" are then
given as:
r(k) = b(k) - c(k) + n(k). (9.38)

Without imposing limitations on the analysis, Cavers [178] assumed that in
every channel sounding block b(0) was the pilot symbol and considered the
detection of the useful information symbols in the range |—-M/2| < k <
(M —1)/2], where |e] is the integer of . Optimum detection is achieved if
the corresponding channel gain ¢(k) is estimated for every received symbol
r(k) in the above range. The channel gain estimate v(k) can be derived
as a weighted sum of the surrounding K received pilot symbols r(iM),
|—K/2] <i< |K/2], as shown below:

|K/2]
w(k) = > h(i,k)-r(iM), (9.39)
i=|—K/2]

and the weighting coefficients h(i, k) explicitly depend on the symbol posi-
tion k within the frame of M symbols.
The estimation error e(k) associated with the gain estimate v(k) is

computed as:
e(k) = (k) —v(k). (9.40)

Let us now consider the computation of the optimum channel gains.

9.5.2.5.2 Channel Gain Estimation in PSAM While previously
proposed PSAM schemes used either a low-pass interpolation filter [140]
or an approximately Gaussian filter [141], Cavers employed an optimum
Wiener filter [142] to minimise the channel estimation error variance
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02.(k) = E{e?(k)}, where E{ } represents the expectation. This well-
known estimation error variance minimisation problem can be formulated
as follows:

o; (k)

Efe’(k)} = Ef[c(k) — v(k)]*}

" { [ek) = 2L o) B k) - r(i)] 2} _ (9.41)

In order to find the optimum interpolator coefficients h(i, k), minimising
the estimation error variance o2, (k) we consider estimating the k th sample

and set:
da? (k)

= — <i< _ _
anGp 0 for LKl <i< LK/ (9.42)
Then using Equation 9.41 we have:
[K/2]
6026(]6) _ ' ) ' ~
ok - L 2C®f—h22mhmkfdmﬂ]w0M) —0. (9.43)

After multiplying both square bracketed terms with r(j M), and computing
the expected value of both terms separately, we arrive at

|K/2]
E{c(k)-r(jM)}zE{ > h(i,k)-r(iM)-r(jM)}. (9.44)

i=|—K/2]

Observe that
B(j) = Bfc(k) - r(jM)} (9.45)

is the cross-correlation of the received pilot symbols and complex channel

gain values, while
R(i,j) = E{r(iM) -r(j M)} (9.46)

represents the pilot symbol autocorrelations; hence Equation 9.44 yields:

i;i/[:jﬂ h(i k) - R(i,j) = ®(j), j= {—%J EJ . (9.47)

If the fading statistics can be considered stationary, the autocorrelations
R(i, j) will only depend on the difference |i — j|, giving R(i, j) = R(|i — j]).
Therefore Equation 9.47 can be written as:

LK/2]
> hi,k)-R(i—j) = ®(), j=[-K/2|...|K/2], (948)
i=|-K/2]
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which is a form of the well-known Wiener-Hopf equations [142], often used
in estimation and prediction theory, as we have shown with reference to
optimum linear prediction of speech signals in Chapter 3.

This set of K equations contains K unknown prediction coefficients
h(i, k), i =|—K/2|...|K/2], which must be determined in order to arrive
at a minimum error variance estimate of ¢(k) by v(k). First the correlation
terms ®(j) and R(|i — j|) must be computed and to do this the expectation
value computations in Equations 9.45 and 9.46 need to be restricted to a
finite duration window. This approach is referred to as the autocorrelation
method, which was detailed in the context of speech coding in Chapter 3.
The pilot autocorrelation, R(Z,j), may then be calculated from the fad-
ing estimates at the pilot positions within this window. Calculation of
the received pilots’ and the complex channel gains’ cross correlation is less
straightforward, because in order to calculate the cross-correlation the com-
plex channel gains have to be known at the position of the data symbols as
well as the pilot symbols. However, the channel gains are only known at the
pilot positions, while for the data symbol positions they must be derived
by interpolation. Hence in reference [143] Torrance and Hanzo proposed
fitting a polynomial to the known samples of R(|i — j|) and then estimated
the values of ®(j) for the unknown positions in order to provide a wide
range of PSAM modem BER versus channel SNR performance figures for
1, 2 and 4 bits/symbol signalling.

The set of Equations 9.48 can also be expressed in a convenient matrix
form as:

R(0)  R(1) R(2) R(K)
R(1)  R(0) R(1) R(K —1)
R(2) R(1) R(0) ... R(K-2) (9.49)
R(K) R(K-1) R(K -2) R(0)
h(l=%].k) o (-%])
h(l—% +1],k) d (-5 +1))
h(l=%+2L,k) | = | (-5 +2]) |,
h (L) @ (|%))

which can be solved for the optimum predictor coefficients h(i, k) by matrix
inversion using Gauss-Jordan elimination or the recursive Levinson-Durbin
algorithm of Chapter 3. Once the optimum predictor coefficients h(i, k) are
known, the minimum error variance channel estimate v(k) can be derived
from the received pilot symbols using Equation 9.39, as also demonstrated
by Figure 9.23.
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9.5.2.5.3 PSAM Performance [143] Torrance et.al. in refer-
ence [143] also compared the performance of the above Cavers-interpolator
with that of the conventional linear, low-pass and a higher-order polyno-
mial interpolator using 1, 2 and 4 bit/symbol modems and concluded that
in the fast-fading IS-54 environment investigated the highest-complexity
minimum mean-squared error Cavers-interpolator did not significantly out-
perform the above low-complexity linear, low-pass or polynomial interpo-
lators in terms of reduced residual BER. In these experiments the propaga-
tion frequency was increased from the 900 MHz IS-54 frequency to the 1.8
GHz propagation frequency of the next generation of systems, the vehicular
speed was fixed at 50 km/h or approximately 30 mph, and the signalling
rate was set to 20 kBd, which corresponded to a modulation excess band-
width of 50 %, when using the the standard IS-54 bandwidth of 30 kHz.
The corresponding Doppler frequency f; was

fa= (- f,)/c=(13.88m/s- 1.8 -10°Hz)/(3 - 10°m/s) ~ 83.3Hz,

where v is the vehicular speed and f, is the propagation frequency. The
corresponding normalised Doppler frequency is

fa+T = 83.3Hz-1/(20 - 10°Baud) ~ 0.0042.

Due to its approximately 13-times higher signalling rate of 271 kbps the
GSM-like DCS1800 system under identical propagation conditions results
in a relative Doppler frequency of 0.0003, which is associated with a less
dramatically fading signal envelope and hence better fade tracking proper-
ties. The 1 bit/symbol, 2 bit/symbol and 4 bit /symbol modulation schemes
were combined with all four interpolators and their bit error rate (BER)
performance was evaluated at channel SNRs of 20, 30 and 40 dB, which
yielded 3 - 4 - 3 = 36 sets of results. In each set of results pilot Buffer
lengths of 3, 5, 7, 9, 11 PSAM frames and pilot separation or Gap values
of 10, 20, 40, 60, 80, 100, 116 were employed, leading to a plethora of
performance curves, which allowed us to generate a corresponding set of
3-dimensional (3D) graphs of BER versus Buffer and Gap. These results
are presented in Figure 9.25 as a set of 3-dimensional (3D) graphs of BER
versus Buffer and Gap for pilot-assisted square-constellation 16-QAM. The
corresponding graphs for BPSK and QPSK were presented by Torrance in
reference [179], while a variety of further results can be found in [143]. As
an alternative to the above coherent PSAM scheme let us now consider the
advantages and disadvantages of non-coherent differential detection using
the star constellation of Figure 9.19.

9.5.2.6 Differentially Detected QAM [2]

We have shown above that the so-called ‘maximum minimum distance’
square-shaped QAM constellation [122] is optimal for transmissions over
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Additive White Gaussian (AWGN) channels, since it has the highest av-
erage distance amongst its constellation points, yielding the highest noise
protection distances for a given average power. We have also introduced
the star QAM constellation in Figure 9.19 and compared some of its prop-
erties with those of the square constellation of Figure 9.15 in Table 9.7.
In this subsection we will introduce a differentially encoded version of the
star constellation shown in Figure 9.19, which can be often advantageously
employed over fading channels.

When using the previously discussed square-shaped 16-QAM constella-
tion, it is essential to be able to separate the information modulated onto
the in-phase (I) and quadrature-phase (Q) carriers with the aid of coher-
ent demodulation, invoking the Transparent-tone-in-band (TTIB) principle
invented by McGeehan and Bateman [181], [187], [190] or employing the
above PSAM schemes [178]. In order to achieve this, a perfectly phase-
coherent replica of the transmitter’s I and Q carrier has to be recovered
by the carrier recovery circuitry. In contrast, in the so-called differentially
encoded schemes it is not necessary to derive this phase-coherent reference
carrier, an issue which will be elaborated on below.

The pivotal point of differentially encoded non-coherent QAM demodu-
lation is that of finding a rotationally symmetric QAM constellation, where
all constellation points are rotated by the same amount. Such a rotation-
ally symmetric, differentially encoded ‘star-constellation’ was proposed by
Webb et.al. in reference [133], which is similar to the star scheme shown
in Figure 9.19 in terms of the location of its phasors, but differentially
encoded, as it will be described below. We have seen in Table 9.7 that a
disadvantage of the proposed star 16-QAM (16-StQAM) constellation is its
lower average energy.

Our differential encoder obeys the following rules. The first bit b1 of a
four-bit symbol is differentially encoded onto the phasor magnitude, yield-
ing a ring-swap for an input logical one and maintaining the current magni-
tude, i.e., ring for b1 = 0. Bits (b2, b3, b4) are then differentially Gray-coded
onto the phasors of the particular ring pin-pointed by b1. Accordingly,
(b2,03,b4) = (0,0,0) implies no phase change, (0,0,1) a change of 45°,
(0,1,1) a change of 90°, etc.

The corresponding non-coherent differential 16-StQAM demodulation is
equally straightforward, having decision boundaries at a concentric ring of
radius B = (A; +A»)/2 and at phase rotations of (22.5°+n.45°) n =0...7.
Assuming received phasors of P; and P;11 at consecutive sampling instants
of t and t + 1, respectively, bit bl is inferred by evaluating the condition:

‘PtJrl

P, > (A1 + Az)/2 (950)

If this condition is met, b1 = 1 is assigned, otherwise b1 = 0 is demodulated.
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Bits (02,03, b4) are then recovered by computing the phase difference
AO = (®t+1 — ®t) (mod 27T) (951)

and comparing it against the decision boundaries (22.5°4+n.45°) n =0...7.
Having decided which rotation interval the received phase difference A©
belongs to, Gray-decoding delivers the bits (b2, b3, b4).

From our previous discourse it is plausible that the less dramatic the fad-
ing envelope and phase trajectory fluctuation between adjacent signalling
instants, the better this differential scheme works. This implies that lower
vehicular speeds are preferred by this arrangement, if the signalling rate
is fixed. Therefore the modem’s performance improves for low pedestrian
speeds, when compared to typical vehicular scenarios. Alternatively, for a
fixed vehicular speed higher signalling rates are favourable, since the rela-
tive amplitude and phase changes introduced by the fading channel between
adjacent information symbols are less drastic.

Similar differentially encoded and non-coherently detected constella-
tions can be used in conjunction with any number bits/symbol. In refer-
ence [143] Torrance et.al. presented the BER of pilot-symbol assisted 1, 2
and 4 bits/symbol BPSK, QPSK and 16-QAM for channel SNRs of 20, 30
and 40 dB in contrast to their lower-complexity differentially detected coun-
terparts. These comparative results are reproduced in Figure 9.26 [143] as
a set of BER versus number of bits per symbol curves for both the pilot-
assisted and differential schemes using channel SNRs of 20, 30 and 40 dB.
Explicitly, the bold symbols in the Figure represent the PSAM schemes,
while the hollow symbols correspond to the differentially detected schemes.
Observe in the Figure that as the modulation constellation becomes less
complex, ie the number of bits per symbol is reduced, the benefits of coher-
ent modulation are reduced, although this is also a function of the channel
SNR. In contrast, for higher order constellations, such as QPSK and 16Q-
AM, PSAM does reduce the residual BER of the slightly less complex,
differentially detected schemes while having a somewhat higher delay.

For a full treatise on various aspects of QAM the interested reader is
referred to [2], where the modem performance was documented for various
constellations and channel conditions. As a brief performance compari-
son, we remind the reader that in Figure 9.26 we portrayed the coher-
ent and non-coherent modem’s residual BER performances for 1, 2 and 4
bits/symbol signalling under identical conditions. Observe in the Figure
that the differentially detected scheme has typically a factor two higher
BER due to the fact that in the case of an erronnous decision errors oc-
cur in both the current and the forthcoming signalling interval, where the
current phasor is used as a reference in deriving the next one. Some fur-
ther BER degradation is expected due to the reduced distance of the con-
stellation points in the star constellation, although this does not appear
to be a significant factor over fading channels. In conclusion, star- and
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Figure 9.26: Residual BER for 1,2 and 4 bits per symbol PSAM modulation
compared with equivalent differential schemes (©IEE [143] Tor-
rance and Hanzo, 1995.

square-constellation QAM have a high bandwidth efficiency in exchange
for a typically higher channel SNR and SIR requirement. The BER ver-
sus channel SNR, performance of coherently detected pilot-assisted QAM
is slightly higher than that of the lower complexity star-QAM, providing
the system designer with a choice of implementational options. In the next
section we consider burst-by-burst adaptive QAM schemes.

9.5.2.7 Burst-by-burst Adaptive Modems

Burst-by-burst adaptive multi-level modulation was first suggested by
Steele and Webb in references [2,144,145] for slowly-fading wireless pedes-
trian channels, inspiring intensive further research in recent years [147]-
[162], in particular by Kamio, Sampei, Sasaoka, Morinaga, Morimoto,
Harada, Okada, Komaki and Otsuki at Osaka University and the Ministry
of Post in Japan [146]- [149], as well as by Goldsmith et.al. [150]- [156]
at Stanford University in the USA or by Pearce, Burr and Tozer [157] in
the UK. The proposed schemes provide a means of realising some of the
time-variant channel capacity potential of the fading wireless channel [165],
invoking a more robust Transmission Scheme (TS) on a burst-by-burst ba-
sis, when the channel is of low quality and vice-versa, while maintaining
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Switching levels(dB) ly l2 I3 Iy
Mean-Speech (1%) 331 | 648 | 11.61 | 17.64
Mean-BER Data (0.01%) | 7.98 | 10.42 | 16.76 | 26.33

Table 9.8: Switching levels for speech and computer data systems through a
Rayleigh channel, shown in instantaneous channel SNR (dB) to
achieve Mean BERs of 1 x 1072 and 1 x 10~ %, respectively.

a certain target bit error rate (BER) performance. The most appropriate
TS is dependent upon the time-variant instantaneous Signal-to-Noise Ra-
tio (SNR) and Signal-to-Interference Ratio (SIR). The TS can be chosen
according to the following regime [158]:

No Transmission (Notx) if [; > s?/N
BPSK if l1 S 82/N < l2
TS = { QPSK it 1< s2/N <l 9.52)
Square 16 Point QAM  if I3 <s?/N <y
Square 64 Point QAM  if s%/N >4,

where s is the instantaneous signal level, IV is the average noise power, and
l1, I3, I3 and l4, are the BER-dependent optimised switching levels. Time
Division Duplex (TDD) was proposed, in order to exploit the reciprocity
of the channel under high SIR conditions, which allowed us to estimate the
prevalent SNR on a burst-by-burst basis [159]. The reciprocity of the up-
and down-link channel conditions in the TDD frame is best approximated,
if the corresponding TDD slots are adjacent. This requirement, however,
imposes various practical constraints on the transceiver design, which are
beyond the scope of this book.

In reference [158] the analytical upper-bound performance of such a
scheme was characterised over slow Rayleigh-fading channels, while in [161]
an unequal protection phasor constellation for signalling the current TS was
proposed. The problem of appropriate power assignment was discussed for
example in [148,150].

In reference [158] a combined BER- and Bits per Symbol (BPS) based
optimisation cost-function was defined and minimised, in order to find
the required TS switching levels for maintaining average target BERs of
1 x 1072 and 1 x 10™*, irrespective of the instantaneous channel SNR.
These BER values can then be further mitigated by forward error cor-
rection coding and in the case of the lower BER scheme can be rendered
virtually error-free. The former scheme was referred to as the speech TS,
and the latter as the adaptive data TS. The optimised TS switching levels
l1, I, I3 and Iy are summarised in Table 9.8 [158].  The average BPS
performance B of this adaptive modem was derived for a Rayleigh fading
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Figure 9.27: Upper bound BER and BPS performance of adaptive QAM in
Rayleigh channel optimised separately for ‘Speech’ and ‘Data’
transfer ©IEE Torrance and Hanzo, 1996 [158].

channel in reference [158], which can be written as:

B = 1.fllf F(s,S)ds + 2 'fll: F(s,S)ds (953)
+4 - [P F(s,8)ds+ 6 - [ F(s,S)ds, '
where F(s,S) is the PDF of the Rayleigh channel, which was given in
Chapter 2, S is the average power and the integrals characterise the re-
ceived signal level domains, where the 0, 1, 2, 4 and 6 bits/symb TSs
of Equation 9.52 are used. Since the transmissions can be disabled for
the duration of deep channel fades, the transmitted information has to be
buffered, which results in latency. In references [162,163] the latency per-
formance of these schemes was quantified and frequency hopping as well
as statistical multiplexing were proposed to mitigate its latency and buffer
requirements.

Considering Figure 9.27, the desired BER is achieved between 0 and
50 dB for both the speech and computer data schemes, when using the
switching thresholds of Table 9.8, which were optimised for maintaining
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mean BERs of 1 x 1072 and 1 x 107%, respectively. The targeted BPS
performance is achieved at about 18 dB and 19 dB average channel SNRs
for the speech and computer data schemes, respectively. Observe in the
Figure that both the speech and data BER profiles outperform the BER
requirements for average channel SNRs higher than these values, since the
modem cannot switch to higher order modes than 64-QAM. The system
was capable of maintaining the target BER performances at extremely low
average SNR values. This robust performance was achieved at the cost of
reducing the BPS throughput below that of BPSK, which was possible due
to disabling transmissions for low instantaneous SNR values.

In Figure 9.28 the probability density function (PDF) of the various
AQAM modem modes versus the average channel SNR performance was
documented. Note in Figure 9.28 that given a certain average channel SNR,
there is a finite probability that the AQAM modem assumes potentially any
of its legitimate modes of operation. However, for example at an average
SNR of 15 dB the most frequently invoked mode is 16-QAM, while in
excess of this SNR, 64-QAM is employed predominantly. Nonetheless, even
the No TX mode has a finite probability of occurrence above 15 dB, which
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is a consequence of channel estimation errors.

A variety of decision feed-back equalised wideband burst-by-burst adap-
tive modem schemes were studied in references [166]- [169]. Specifically, the
maximum achievable throughput or BPS performance of decision feedback
equalised AQAM was compared to the Shannonian channel capacity limit,
in order to gauge the potential gains due to adaptivity, while the block
turbo coded performance of AQAM was the topic of [167-169], exhibiting
channel SNR gains up to 20 dB in comparison to conventional non-adaptive
systems. Although AQAM research is in its infancy, the initial results are
encouraging and hence they are likely to stimulate further research.

9.5.2.8 Summary of Multi-level Modulation

In closing we note that in cellular frequency-reuse structures, where the co-
channel interference is a dominant impairment, the bandwidth-efficiency of
these schemes is often eroded due to the increased frequency reuse factor
required by the higher interference sensitivity of these schemes. In Chap-
ter 17 of reference [2] we have shown that the true spectral efficiency -
which is also often referred to as area spectral efficiency - of a modulation
scheme, taking into account the effect of the required frequency reuse factor
is dependent on the bit error ratio (BER) targeted. The required BER in
turn is dependent on the robustness of the source codecs used. However,
for example in the indoor picocells of the ATDMA system of Table 9.6 the
partitioning walls and floors mitigate the co-channel interference and this
facilitates the employment of 16-QAM.

In this rudimentary introduction to QAM techniques we assumed per-
fect clock recovery and dispensed with considering a range of important as-
pects of the transceiver design, such as clock and carrier recovery, wideband
aspects and channel equalisation, the effects of co- and adjacent-channel
interference, trellis coding, etc. which are treated in depth in the corre-
sponding chapters of reference [2]. The analytical error rate performance
of square and star QAM was characterised in references [178] and [189]
by Cavers and Adachi, respectively. ~ We note that the advantages and
disadvantages of the above modem schemes will be elaborated on again in
Section 9.7 in the context of two different systems based on non-coherently
detected star 16-QAM and coherently detected square 16-QAM. Let us
now briefly consider the principles of Packet Reservation Multiple Access
(PRMA) in the next section.

9.6 Packet Reservation Multiple Access

PRMA is a relative of slotted ALOHA contrived for conveying speech sig-
nals on a flexible demand basis via time division multiple access (TDMA)
systems. PRMA was documented in a series of excellent treatises by Nanda,
Goodman et.al. [191], while a PRMA-assisted adaptive differential pulse
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code modulation (ADPCM) transceiver was proposed in reference [26]. The
voice activity detector (VAD) [26] queues the active speech spurts to con-
tend for an up-link TDMA time-slot for transmission to the BS. Alterna-
tively, a VAD similar to that of the GSM system described in Chapter 8
can be employed. Inactive users’ TDMA time slots are offered by the BS to
other users, who become active and are allowed to contend for the unused
time slots with a less than unity permission probability. This measure pre-
vents previously colliding users from consistently colliding in their further
attempts to attain a time-slot reservation. For a seven-slot PRMA sys-
tem the optimum permission probability allowing to support the highest
number of users was found to be 0.6, as shown in Table 9.9.

If several users contend for an available slot, neither of them will be
granted it, while if only one user requires the time slot, he can reserve it for
future communications. When many users are contending for a reservation,
the collision probability is increased and hence a speech packet might have
to contend for a number of consecutive slots, until its maximum contention
delay of typically 32 ms expires. In this case the speech packet must be
dropped, but the packet dropping probability must be kept below 1%, a
value inflicting minimal degradation in perceivable speech quality in con-
temporary speech codecs. As an example, the 8 kbps G.729 CCITT/ITU
ACELP candidate codec’s target was to inflict less than 0.5 Mean Opin-
ion Score (MOS) degradation in the case of a speech frame error rate of
3% [46].

The performance of communications systems is often evaluated in terms
of the teletraffic carried, while maintaining a set of communications quality
measures. In conventional TDMA mobile systems the grade of service
(GOS) degrades due to speech impairments caused by call blocking, hand-
over failures and speech frame interference engendered by noise, as well as
co- and adjacent-channel interference. In PRMA-assisted systems calls are
not blocked due to the lack of an idle time-slot, but the packet dropping
probability is increased gracefully. Hand-overs will be performed in the
form of contention for an idle time slot provided by the specific BS offering
the highest signal quality amongst the potential hand-over target BSs.

The specific physical up-link to the BS offering the best signal quality
during decoding the packet header is not likely to substantially degrade
during the life-time of an active speech spurt having a typical mean dura-
tion of 1 s or some thirty consecutive 30 ms speech frames. If, however,
the link degrades before the next active spurt is due for transmission, the
subsequent contention phase is likely to establish a link with another BS.
Hence this process will have a favourable effect on the channel’s quality,
effectively simulating a diversity system having independent fading chan-
nels and limiting the time spent by the MS in deep fades, thereby avoiding
channels with high noise or interference.

This advantageous property can be exploited to train a self-adjusting
adaptive system using the channel segregation scheme proposed for PRMA
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systems in reference [170]. Accordingly, each BS evaluates and ranks the
quality of its idle physical channels constituted by the unused time slots on
a frame-by-frame basis and identifies a certain number of slots, IV, with the
highest quality, i.e. lowest noise and interference. These high-quality, low-
interference channels are segregated for contention, while the lower quality
idle slots contaminated by noise and interference are temporarily disabled.
Hence upon a new access request the BS is likely to receive a signal having
low interference, which maximizes the chances of successful packet decod-
ing, unless a collision caused by a simultaneous MS attempt to attain a
reservation has occurred. When a successful, uncontended reservation takes
place, the BS promotes the highest quality disabled time slot to the set of
N segregated channels, unless its quality is unacceptably low. It appears
plausible that if N is high, the packet dropping probability becomes low,
but the physical channels constituted by the time slots might become heav-
ily interfered with, while if NV is low, we have a packet dropping-dominated
scenario, which equally limits the GOS.

Clearly, the main cause of GOS degradation in PRMA systems is lim-
ited to speech packet corruption due to noise or interference and packet
dropping [192]. They both result in different subjective speech or GOS
degradation, which we will attempt to quantitatively compare in terms
of the objective segmental signal to noise ratio (SEGSNR) degradation.
Quantifying these GOS degradations in relative terms in contrast to each
other will allow us to appropriately split the acceptable overall degradation
between packet dropping and packet corruption. With the system elements
described in previous Sections of this chapter, in the next section we focus
our attention on the amalgamated PCS transceiver proposed.

9.7 Multi-mode Multi-media Transceivers

9.7.1 Flexible Transceiver Architecture

It transpired from our previous discussions that a high-performance
transceiver is expected to be reconfigurable in a number of different opera-
tional modes for reasons to be augmented below. The schematic of such a
flexible, toolbox-based multi-media system is portrayed in Figure 9.29. The
key optimisation criterion of such a multi-media PS is that of finding the
best compromise amongst a number of contradicting design factors, such
as power consumption, robustness against transmission errors, spectral effi-
ciency, audio/video quality and so forth. As argued before, the time-variant
optimisation criteria of a flexible multi-media system can only be met by an
adaptive scheme, comprising the firmware of a suite of system components
and invoking that combination of speech codecs, video codecs, embedded
channel codecs, voice activity detector (VAD) and modems, which fulfils
the prevalent one [2]. A few examples are maximising the teletraffic carried
or the robustness against channel errors, while in other cases minimisation
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Figure 9.29: Flexible Multi-media Communicator Schematic, ©IEEE, Hanzo,
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of the bandwidth occupancy, the call blocking probability or the power
consumption is of prime concern.

Focusing our attention on the speech and video links displayed in Fig-
ure 9.29, the voice activity detector (VAD) is employed to control the packet
reservation multiple access (PRMA) slot allocator [2], multiplexing speech
and video. Control traffic and system information is carried by packet head-
ers added to the composite signal by the ‘Bit Mapper’ before K-class source
sensitivity-matched forward error correction coding (FEC) takes place. Ob-
serve that the ‘Video Encoder’ supplies its bits to an adaptive buffer (BUF)
having a feed-back loop. If the PRMA video packet delay becomes too high
or the buffer fullness exceeds a certain threshold, the video encoder is in-
structed to reduce its bit-rate, implying a concomitant dropping of the
image quality.

The Bit Mapper assigns the most significant source coded bits (MSB)
to the input of the strongest FEC codec, FEC K, while the least significant
bits (LSB) are protected by the weakest one, FEC 1. K-class FEC cod-
ing is used after mapping the speech and video bits to their appropriate
bit protection classes, which ensures source sensitivity-matched transmis-
sion. ‘Adaptive Modulation’ originally proposed by Steele and Webb [194],
which was discussed in Section 9.5.2.7 is employed [2], [146]- [175] with the
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number of modulation levels, the FEC coding power and the speech/video
source coding algorithm adjusted by the ‘System Control” according to the
dominant propagation conditions, bandwidth and power efficiency require-
ments, channel blocking probability or PRMA packet dropping probabil-
ity. If the communications quality or the prevalent system optimisation
criterion cannot be improved by adaptive transceiver re-configuration, the
serving BS will hand the PS over to another BS providing a better grade
of service.

One of the most important and reliable parameters used to control these
algorithms is the ‘Error Detection’ flag of the FEC decoder of the most
significant bit (MSB) class of speech and video bits, namely FEC K. This
flag can also be invoked to control the speech and video ‘Postprocessing’
algorithms. The adaptive modulator transmits the user bursts from the
PS to the BS using the specific PRMA slot allocated by the BS for the
PS’s speech, data or video information via the linear radio frequency (RF)
transmitter (Tx). Although the linear RF transmitter has a low power
efficiency, its power consumption is less critical due to the low transmitted
power requirement of the multi-media PCN than that of the digital signal
processing (DSP) hardware.

The receiver structure essentially follows that of the transmitter. After
linear class-A amplification and automatic gain control (AGC) the ‘System
Control’ information characterising the type of modulation and the num-
ber of modulation levels must be extracted from the received signal, before
demodulation can take place. This information also controls the various
internal bit mapping algorithms and invokes the appropriate speech and
video decoding as well as FEC decoding procedures. After ‘Adaptive De-
modulation’ at the BS the source bits are mapped back to their original
bit protection classes and FEC decoded. As mentioned, the error detection
flag of the strongest FEC decoder, FEC K, is used to control hand-overs or
speech and video post-processing. The FEC decoded speech and video bits
are finally source decoded and the recovered speech arrives at the earpiece,
while the video information is displayed on a flat liquid crystal display
(LCD).

The system control algorithms of the re-configurable mobile multi-media
communicator will dynamically evolve over the years. PSs of widely vary-
ing complexity will coexist, with newer ones providing backward com-
patibility with existing ones, while offering more intelligent new services
and more convenient features. Following the above rudimentary system-
level overview of multi-mode transceivers, in the next two subsections we
incorporate the previously highlighted system components in two diffe-
rent transceivers, in order to provide guidelines for designers of novel
transceivers and to characterise the expected performance of such systems.
Two well-understood system design contexts were selected for hosting the
system components and for evaluating their performance, namely that of
a 30 kHz bandwidth and a 200 kHz bandwidth system, which are the
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bandwidths of the Pan-American IS-54 system and the Global System of
Mobile communications, known as GSM. We note, however that the sys-
tems studied are different from the standard schemes mentioned, only their
bandwidths are identical. Nonetheless, systems similar to those studied in
this chapter may become evolutionary successors of the IS-54 and GSM
schemes, respectively. Let us initially consider the proposed 30 kHz band-
width system in the next subsection, commencing with a brief description
of the channel coding schemes used to protect the source-coded speech and
video bits.

9.7.2 A 30 kHz Bandwidth Multi-media System
9.7.2.1 Channel-coding and Bit-mapping

Both convolutional and block error correction codes were portrayed in
depth in Chapter 4, hence here we retsrict our discussions to the practical
aspects of the FEC scheme proposed for our multi-media system shown in
Figure 9.29.

Encoding a speech packet using an integer number of FEC-coded blocks
allows us to carry out direct comparisons between different sources of speech
impairments on the basis of dropped PRMA packets due to network over-
load or corrupted speech packets due to channel impairments. Further-
more, in our proposed packet radio transceivers we opted for binary Bose-
Chaudhuri-Hocquenghem (BCH) block codes (see Section 4.4.3), since we
found that the subjective speech quality of BCH-coded speech was often
preferable to convolutionally coded speech due to longer unimpaired speech
segments, even if the objective Segmental Signal to Noise Ratio (SEGSNR)
and Bit Error Rate (BER) performances of the convolutional and block
codes were similar. This was because the speech quality is typically more
strongly dependent on the frame error rate (FER) than on decoded BER.
Furthermore, powerful block codes also have a reliable error detection ca-
pability, which can be advantageously exploited in order to invoke speech
post-enhancement in the case of error events [193].

A set of appropriate FEC codes for the 4.8 kbps TBPE speech codec
is constituted by the BCH5=BCH(63,36,5), BCH2=BCH(63,51,2) and
BCH1=BCH(63,57,1) codes, correcting 5, 2 and 1 bits per 63-bit frame,
respectively. Accordingly, the most sensitive class 1 (C1) 36 speech bits
of Table 9.2 are protected by the powerful BCH(63,36,5) code, while the
less vulnerable 51 class 2 (C2) and 57 class 3 (C3) bits are encoded by
the BCH(63,51,2) and BCH(63,57,1) codes, respectively. The total num-
ber of protected bits is 144. The packet header, which is conveying control
information, is also BCH(63,36,5) coded, hence 4 - 63 = 252 bits per 30
ms are transmitted. This corresponds to transmitting 252/4=63 four-bit
16-QAM symbols and, upon adding three so-called ramp-symbols, yields a
signalling rate of 66 symbols/30 ms = 2.2 kBd. The total bit-rate became
8.4 kbit/s. Recall from Chapter 8 that the ramping symbols are included,



9.7. MULTI-MODE MULTI-MEDIA TRANSCEIVERS 851

in order to assist the transceiver to power up and down smoothly, as it was
highlighted in the context of the power ramping mask of the GSM system
in Figure 8.29, which was necessary for mitigating the spurious adjacent
channel emissions.

The above FEC scheme has the advantage of curtailing error propaga-
tion across speech frame boundaries and over-bridging deep channel fades
for typical urban vehicular speeds. For example, for a vehicular speed of
30 mph or 13.3 m/s the travelling distance is 39.9 cm/30 ms speech frame.
For a propagation frequency of 1.8 GHz the wavelength is about 15 cm,
and therefore interleaving over a time-domain interval corresponding to a
travelled distance of about 40 cm ensures adequate error randomisation
for the FEC scheme to work efficiently. However, for pedestrian speeds
there is a danger of idling in deep fades, in which case the employment of
a switch-diversity scheme or frequency hopping, as in Chapters 7 and 8 is
essential.

The 852-bit video frame is encoded using 12 BCH(127,71,9) code-words,
yielding a total of 1524 FEC-coded bits per video frame. A pair of these
BCH codewords form a video packet of 254 bits or 64 four-bit 16-QAM
symbols, which is expanded by two ramp symbols in order to generate a
66-symbol packet. For delivering the 1524-bit BCH-coded video frame,
1524/254=6 such 66-symbol packets are necessary, but during the 90 ms
video frame repetition time there are only three 30 ms speech frames, im-
plying that two reserved time-slots per 30 ms PRMA frame are required
for video users. This is equivalent to a video signalling rate of 2x2.2 = 4.4
kBd. The video transceiver also obeys the structure of Figure 9.29.

The receiver seen in Figure 9.29 carries out the inverse functions of the
transmitter. The error detection capability of the strongest BCH(63,36,5)
decoder is exploited to initiate hand-overs and to invoke speech post-
processing [193], if the FEC decoder’s error correction capability happens
to be overloaded due to interference or contention-induced PRMA packet
collision. The system elements of Figure 9.29 were simulated and the key
transceiver parameters of both the non-coherently detected 30-kHz band-
width system and those of the coherently detected 200-kHz bandwidth
schemes are summarised in Table 9.12, while the associated system perfor-
mance will be characterised in the following two subsections.

The transmitted Baud-rate of our non-coherent transceiver was fixed to
20 kBd, in order for the PRMA signal to fit in a 30 kHz channel slot, as in
the IS-54 system, when using a modem excess bandwidth of 50 % [2]. Hence
our transceiver can accommodate TRUNC(20 kBd/2.2 kBd) = 9 time slots,
where TRUNC represents truncation to the nearest integer. The slot dura-
tion was 30 ms/9 ~ 3.33 ms and one of the PRMA users was transmitting
speech signals recorded during a telephone conversation, while all the other
users generated negative exponentially distributed speech spurts and speech
gaps with mean durations of 1 and 1.35 s. The PRMA parameters used
are summarised in Table 9.9, where it was made explicit again that two
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Figure 9.30: Packet dropping versus number of speech users performance
©Kluwer, 1995 Hanzo et al, [22].

PRMA 30 kHz band- | 200 kHz band-
parameter width system width system
Channel rate (kBd) 20 100
Speech rate (kBd) 2.2 3.1
Video rate (kBd) 4.4 16
Frame duration (ms) 30 30
Total no. of slots 9 32
No. of PRMA speech slots 7 32/42/47
No. of TDMA video slots 2 | No. of usersx6
Slot duration (ms) 3.33 0.9375
Packet header length (bits) 63 63
Maximum speech delay (ms) 32 30
Speech perm. prob. 0.6 0.2
Video perm. prob. 1 1

Table 9.9: Summary of PRMA/TDMA parameters.
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Figure 9.31: Non-coherent 16-QAM BER versus channel SNR performance over
Rayleigh-fading channels for a vehicular speed of 30 mph, propaga-
tion frequency of 1.8 GHz and signalling rate of 20 kBD without
diversity using BCH1, BCH2 and BCH5 coding@©Kluwer, 1995
Hanzo et al [22].

time slots are reserved for a videophone user all the time and 7 slots are
dynamically assigned to PRMA for the speech users. Let us now consider
the robustness of the non-coherently detected 30-kHz bandwidth candidate
system against channel effects.

9.7.2.2 Performance of a 30-kHz Bandwidth Multi-media Sys-
tem

In order to be able to contrast the performance of our multi-media sys-
tem with that of an existing second-generation benchmarker, the system
performance was evaluated for a narrowband Rayleigh-fading channel ex-
hibiting a propagation frequency of 1.8 GHz, vehicular speed of 30 mph and
signalling rate of 20 kBd, which is characteristic of an up-converted IS-54
system. The corresponding modem performance of the star and square
QAM schemes was comparatively studied by Torrance and Hanzo in ref-
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Figure 9.32: Non-coherent 16-QAM BER versus channel SNR performance over
Rayleigh-fading channels for a vehicular speed of 30 mph, propa-
gation frequency of 1.8 GHz and signalling rate of 20 kBD with
diversity using BCH1, BCH2 and BCH5 coding ©Kluwer, 1995
Hanzo et al [22].

erence [143] and was summarised in Figure 9.26. Note that instead of the
24.3 kBaud signalling rate of the IS-54 scheme the more conservative 20
kBaud was used here, but a further potentially 20 % higher number of users
can be supported, when increasing the Bd-rate to 24.3 kBd. The packet
dropping probability versus number of PRMA speech users curve of the
proposed system is portrayed in Figure 9.30. Observe that about 10-11
users can be supported by our 7-slot PRMA scheme with Py, < 1%, a
value inflicting almost negligible speech degradation, while also supporting
a videophone user.

The BER versus channel SNR, performance of our 16-QAM transceiver
with and without second-order selection diversity and BCH1, BCH2 and
BCH5 FEC coding is depicted in Figures 9.7.2.1 and 9.7.2.1. When no di-
versity is invoked, at a channel SNR of about 28 dB the most important C1
bits protected by the BCH5 codec have a BER of about 0.1%, while the less
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Figure 9.33: SEGSNR-DEG versus channel SNR, performance of the proposed
non-coherent 16-StQAM transceiver over Rayleigh-fading channels
for a vehicular speed of 30 mph, propagation frequency of 1.8 GHz
and signalling rate of 20 kBD with and without diversity parame-
terised with the number of PRMA users supported ©Kluwer, 1995
Hanzo et al, [22].

sensitive C2 and C3 bits attain BERs of about 0.5 and 1 %, respectively.
These values are sufficiently low for nearly unimpaired speech transmis-
sion. When second-order diversity is used, these target BERs are achieved
around 24 dB channel SNR. Although the lowest integrity C3 BCH1 codec
does not provide a reduced BER for the least significant bits, since it is of-
ten overloaded, it ensures periods of unimpaired transmission for the most
robust speech bits, which has a favourable subjective effect on the perceived
speech quality. The 16-QAM modem is sensitive to co-channel interference,
requiring SIR values similar to the minimum channel SNR necessitated [2].
Therefore it is beneficial to use the channel segregation algorithm proposed
in references [170,192] for mitigating the co-channel interference by classi-
fying the slots on the basis of how interfered they are. Severely interfered
slots can be temporarily disabled, at the cost of reducing the number of ac-
tively utilised slots, while high-quality, low-interference slots can guarantee
the SIR required for unimpaired communications. No time-slot classifica-
tion is necessary, if the system is used in an indoor environment, where the
partitioning walls and floors naturally contribute towards the interference
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Figure 9.34: PSNR versus channel SNR performance of the proposed diversity-
assisted non-coherent 16-QAM videophone scheme over Rayleigh-
fading channels for a vehicular speed of 30 mph, propagation fre-
quency of 1.8 GHz and signalling rate of 20 kBD ©XKluwer, 1995
Hanzo et al, [22].

mitigation.

The overall objective SEGSNR degradation (SEGSNR-DEG) versus
channel SNR performance of our diversity-assisted PCS transceiver is dis-
played in Figure 9.33 parameterised with the number of PRMA users sup-
ported. While for 7-10 users no speech degradation can be observed, if the
channel SNR is in excess of about 24 dB, for 12 users the SEGSNR-DEG
due to PRMA packet dropping becomes noticeable, although not subjec-
tively objectionable. in the case of 14 users, however, there is a consistent
SEGSNR-DEG of about 1 dB due to the 4-5 % packet dropping proba-
bility seen in Figure 9.30. Without diversity about 5 dB higher channel
SNR is necessitated in order to achieve a similar performance to that of
the diversity-assisted scheme.

The PSNR versus channel SNR performance of the diversity-assisted
video transceiver is portrayed in Figure 9.34, where in harmony with the
voice transceiver a channel SNR, of about 22-25 dB is required for near-
unimpaired video quality. Without diversity the video scheme lacks ro-
bustness, since the corrupted run-length coded activity tables affect the
whole of each video frame. We note that the video codec’s robustness
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can be significantly improved upon dispensing with the quad-tree based
motion- and DCT-activity table compression, as it was demonstrated in
reference [99], at the cost of about 30% higher bit-rate requirement.

Let us now focus our attention on the 200-kHz bandwidth coherently
detected multi-media system in the next subsection.

9.7.3 A 200 kHz Bandwidth Multi-mode, Multi-media
System

In contrast to the previous subsection, where we used a non-coherent star
16-QAM multi-media scheme evaluated in the framework of a 30-kHz band-
width system, here we portray the performance of a coherent multi-mode
arrangement in the context of a GSM-like system following the approaches
proposed by Hanzo and Woodard [19] as well as Cherriman et.al. [106]-
[112]. While our discourse on the 30-kHz bandwidth system was somewhat
more detailed, now we restrict our treatment to a brief summary of the ra-
tionale behind this system. These investigations will allow us to gauge the
expected system performance in comparison to that of a well-known and
widespread benchmarker, namely the GSM system. The basic differences
between the two systems are as follows:

e The bandwidth was increased from 30 kHz to 200 kHz.

e Instead of the previous 4.8 kbps TBPE speech codec here a dual-
rate 4.7/6.5 kbps Algebraic Code Excited Linear Predictive (ACELP)
codec was employed [19], which was detailed in Section 3.4.2.4.

e The fixed-rate proprietary DCT video codec of Section 9.3.3 was ex-
changed against the programmable-rate ITU standard H.263 video
codec of Section 9.3.4.

e The non-coherent star 16-QAM scheme of Section 9.5.2.6 was replaced
by a coherent 4/16/64-QAM pilot-assisted scheme of Section 9.5.2.5,
although for voice transmissions only the latter two modes were em-
ployed. The more vulnerable video codec necessitated the employment
of the lower-rate, lower-quality but more robust 4-QAM mode.

e The system was arranged to convey the lower-quality 4.7 kbps
ACELP-coded speech using the more robust 16-QAM mode, while
the 6.5 kbps-coded higher-quality speech was transmitted at the same
user Baud-rate within the same bandwidth, but requiring higher chan-
nel SNRs for 64-QAM transmissions.

e Similarly, the H.263 video codec was programmed to generate 1176,
2352 or 3560 bits per QCIF video frame for 4, 16 and 64-QAM trans-
mission, respectively, which resulted in the same signalling rate, irre-
spective of the modem mode of operation used.

e A novel graphical source codec was introduced, in order to facilitate

graphical correspondence with the aid of multiplexing speech, video
and graphical signals using PRMA.
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Codec Mode 4.7 kbps 6.5 kbps
LSF Parameters 34 bits/30 ms 34 bits/30 ms
Excitation and LTP | 4 -27=108 bits/30 ms | 6-27=162 bits/30 ms
Total 142 bits/30 ms 196 bits/30 ms

Table 9.10: 4.7/6.5 kbps dual-rate ACELP codec bit-allocation.

The components of this scheme were described during our earlier discus-
sions. Specifically, the principles of ACELP coding were addressed in Sec-
tion 3.4.2.4, while the dual-rate codec’s bit-allocation scheme and our bit
sensitivity investigations were described in [19,20]. Suffice to say here that
the ACELP codec uses 34 Line Spectral Frequency (LSF) bits for spectral
quantisation in both of its modes and a total of 27 bits per subsegment
for the LTP and excitation parameters. In its 4.7 kbps mode there are
four 7.5 ms excitation optimisation subsegments per 30 ms, while in the
6.5 kbps mode there are six 5 ms subsegments. Hence the total number
of bits per 30 ms frame is either 34+4x27=142 or 344+-6x27=196, yielding
the required rates, as it is also shown in Table 9.10. Let us now consider
some of the system-level details of this intelligent dual-mode scheme.

9.7.3.1 Low-quality Speech Mode

In this subsection we highlight our code design approach using the 4.7
kbit/s codec and note that similar principles were followed in case of the
6.5 kbit/s codec. The sensitivity of the 4.7 kbps ACELP source bits was
evaluated similarly to the bit-sensitivities of the TBPE codec. Our detailed
bit-sensitivity analysis was portrayed in [19,20], which used the weighted
SEGSNR and CD based approach introduced earlier in the context of the
TBPE codec, but it also took account of the different error propagation
properties of the various bits over consecutive speech frames.

Intuitively, one would expect that the more closely the FEC protection
power is matched to the source sensitivity, the higher the system’s robust-
ness. In order to limit the system’s complexity and the variety of candidate
schemes, in the case of the 4.7 kbit/s ACELP codec we experimented with a
single-class or full-class BCH codec, a twin-class and a quad-class scheme,
while maintaining the same channel coding rate. We found that similar
results were obtained for the twin- and quadruple-class scheme, hence we
opted for the lower-complexity twin-class protection [19].

Our propagation conditions were characterised by a pedestrian speed
of v =3 mph, propagation frequency of f, =1.8 GHz, pilot symbol spacing
of P=10 and a signalling rate of 100 kBd, which fitted in a bandwidth of
200 kHz, when using a unity Nyquist roll-off factor. The corresponding



9.7. MULTI-MODE MULTI-MEDIA TRANSCEIVERS 859

Doppler frequency f; was:
fa=(v-fp)/c=(1.388m/s-1.8-10°Hz)/(3 - 10°Hz) ~ 8.33Hz,
while the corresponding normalised Doppler frequency was:
fa-T = 8.33Hz - 1/(10°Baud) ~ 0.0000833,

which is a slower fading rate than that of the previous non-coherent system
due to the ten-fold reduced speed of 3 mph and the five-fold increased
signalling rate.

Note however that the above conservative choice of roll-off factor and
the associated bandwidth efficiency can be improved substantially, when
opting for a roll-off factor of 0.5, as in the case of the previously described
star 16-QAM system, or even for 0.35, as proposed for the ATDMA system,
at the cost of a slight complexity increase and clock jitter sensitivity. We
found that for a channel SNR of about 20 dB the pilot-assisted 16-QAM
modem provided two independent QAM subchannels exhibiting different
bit error rates (BERs), which was demonstrated earlier in Figure 9.22 over
AWGN channels. The BER is about a factor of three times lower for the
higher integrity path referred to as the Class 1 (C1) subchannel than for
the C2 subchannel over Rayleigh-fading channels [2,19]. We capitalised on
this feature to provide unequal source sensitivity-matched error protection
combined with different BCH codecs for our ACELP codecs.

If the ratio of the BERs of these QAM subchannels does not match
the sensitivity constraints of the ACELP codec, it can be ‘fine-tuned’ with
the aid of different BCH codecs, while maintaining the same number of
BCH-coded bits in both subchannels. However, the increased number of
redundancy bits of stronger BCH codecs requires that a higher number
of sensitive bits are directed to the lower integrity C2 subchannel, whose
channel coding power must be concurrently reduced in order to accommo-
date more source bits. This non-linear optimisation problem can only be
solved experimentally, assuming a certain sub-division of the source bits,
which would match a given pair of BCH codecs.

When designing the twin-class protection scheme and opting for the
approximately half-rate BCH(127,71,9) codec in both subchannels, the
ACELP source bits have to be split into two classes, each hosting 71 bits.
From our bit sensitivity analysis [19,20] we observed that the more sensitive
bits require almost an order of magnitude lower BER than the more robust
bits, in order to inflict a similar SEGSNR penalty. Hence both classes must
be protected by different codes, and after some experimentation we found
that the BCH(127,57,11) and BCH(127,85,6) codes employed in the C1
and C2 16-QAM subchannels provide the required integrity. Each 142-bit
ACELP frame is encoded by two BCH codewords, yielding 2 - 127=254
encoded bits and curtailing error propagation at the transmission packet
boundaries. The FEC-coded speech bit-rate became a8.5 kbps, implying
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an overall coding rate of 4.7 kbps/8.8 kbps ~ 0.553.

The PRMA control header was allocated a BCH(63,24,7) code and
hence the total PRMA framelength became 317 bits, representing 30 ms
speech and yielding a total bit-rate of ~ 10.57 kbps. The 317 bits con-
stitute 80 16-QAM symbols, and 9 pilot symbols as well as 2+2=4 ramp
symbols must be added, resulting in a PRMA transmission packet-length
of 93 symbols per 30 ms speech frame. Hence the signalling rate becomes
3.1 kBd. Using a PRMA bandwidth of 200 kHz, similarly to the Pan-
European GSM system, and a filtering excess bandwidth of 100 % allowed
us to accommodate 100 kBd/3.1 kBd ~ 32 PRMA slots. When using an
excess bandwidth of 50%, as in our star 16-QAM system, the signalling
rate would be 133 kBd, accommodating 42 PRMA time slots. Similarly,
when opting for the ATDMA excess bandwidth of 35%, the signalling rate
could be increased to 148 kBd, supporting 47 PRMA slots, which in turn
would further increase the PRMA gain expressed in terms of the number
of users supported.

9.7.3.2 High-quality Speech Mode

Following the approach proposed in the previous subsection we designed
a triple-class source-matched protection scheme for the 6.5 kbps ACELP
codec. The reason for using three protection classes this time is that the
6.5 kbps ACELP codec’s higher bit-rate must be accommodated by a 64-
level QAM constellation, which inherently provides three different integrity
subchannels, which again, was shown earlier in Figure 9.22 over AWGN
channels. When using second-order switched-diversity and pilot-symbol
assisted coherent square-constellation 64-QAM [2] amongst our previously
stipulated propagation conditions with a pilot-spacing of P=5 and channel
SNR of about 25 dB, the C1, C2 and C3 subchannels have BERs of about
1073, 1072 and 2 - 1072, respectively [2].

The source sensitivity-matched codes for the C1, C2 and C3 subchannels
are BCH(126,49,13), BCH(126,63,10) and BCH(126,84,6), while the packet
header was allocated again a BCH(63,24,7) code. The total number of
BCH-coded bits becomes 3 - 126 + 63=441/30 ms, yielding a bit rate of
14.7 kbps. The resulting 74 64-QAM symbols are amalgamated with 15
pilot and 4 ramp symbols, giving 93 symbols/30 ms, which is equivalent
to a signalling rate of 3.1 kBd, as in the case of the low-quality mode of
operation. Again, 32 PRMA slots can be created, as for the low-quality
system, accommodating more than 50 speech users in a bandwidth of 200
kHz and yielding an equivalent speech user bandwidth of about 200 kHz/50
users = 4 kHz, while maintaining a packet dropping probability of about
1 %.
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9.7.3.3 Multi-mode Video Transmission [110,112] 3

Similarly to the above dual-mode philosophy, we also contrived a multi-
mode videophone scheme, where the H.263 video codec was used and a
number of speech slots were dedicated to videophony. In this system again,
we considered transmitting QCIF images, where the video codec was pro-
grammed to generate 3560, 2352 or 1176 bits per frame, which were then
transmitted using 64-, 16- or 4-QAM, respectively, at a constant signalling
rate, requiring the same bandwidth.

Earlier in this chapter in Figure 9.22 we have shown that in square-
constellation QAM schemes the bits can be assigned to a number of different
integrity classes. The number of integrity classes depends on the number
of modulation levels, and in 4-QAM there is only one integrity class, in 16-
QAM there are 2, while in 64-QAM there are 3 classes, often also referred
to as sub-channels. By using different strength FEC codes on each QAM
sub-channel it is possible to equalise the probability of errors on the QAM
sub-channels for video transmission. This means that all sub-channels’
FEC codes should break down at approximately the same channel SNR.
This is desirable, if all bits to be transmitted are equally important. Since
the H.263 datastreams are variable length coded, one error can cause a
loss of synchronisation and corrupt the rest of the frame. Therefore in
this case most bits are equally important, and hence ‘equalisation’ of the
QAM sub-channels’ BER is desirable. The FEC codes used in our system
in order to achieve a similar BER in all QAM sub-channels are summarised
in Table 9.11.

Eight of each of the codewords are required for the encoding of the gen-
erated 3560, 2352 and 1176 bits/frame in all three modes of operation. In
order to generate video packets compatible with the speech packets, again,
the same BCH(63,24,7) packet header was selected. In the 4-QAM mode
the 255+63=318 bits constitute 159 2-bit symbols, and after adding 17
pilot symbols as well as 24+2=4 so-called ramp symbols, during which the
power amplifier is smoothly ramped up and down, in order to mitigate out-
of-band spectral spillage, the resulting framelength becomes 180 symbols.
Hence for delivering the 180-symbol video packets we require double-length
speech slots, since the speech slots were 93 symbol long. Consequently, for
the transmission of an FEC-coded video frame eight such 180-symbol pack-
ets per 90 ms are necessary, which can be accommodated by reserving three
double-length speech slots per 30 ms PRMA frame, capable of delivering up
to nine such video packets per 90 ms frame repetition interval. The corre-
sponding video signalling rate including the packet header becomes 8 x 180
symb/90 ms = 16 kBaud. It is worth noting that it is possible to packe-
tise the FEC-coded 1176 video bits as 4-bit 16-QAM symbols, rather than
2-bit 4-QAM symbols, which halves the length of the transmission burst

3This subsection is supported by a range of video demonstrations using various chan-
nel conditions under the WWW address http://www-mobile.ecs.soton.ac.uk
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Modulation scheme FEC codes used
4 QAM BCH(255,147,14)
16 QAM Class 1: BCH(255,179,10)
Class 2: BCH(255,115,21)
64 QAM Class 1: BCH(255,199,7)
Class 2: BCH(255,155,13)
Class 3: BCH(255,91,25)

Table 9.11: FEC codes used for the 4, 16 and 64 QAM transmission modes
in conjunction with H.263 video coding (©)Cherriman, Hanzo [110],
1995.

expressed in terms of modulation symbols. Consequently, this stream then
can be arranged to occupy single, rather than double slots. Therefore the
signalling rate can be reduced to 8 kBd at the cost of requiring higher
channel SNR and SIR values than the more robust, but higher-rate 16 kBd
4-QAM system. Alternatively, the number of video bits can be doubled,
which improves the associated video quality. Clearly, these different sys-
tem configuration modes highlight the underlying trade-offs that designers
of such flexible systems are faced with [112].

When comparing the 16-QAM modes of operation of the coherent and
non-coherent video transceivers, in the non-coherent star 16-QAM system
an 9.47 kbps video codec was used, while in the coherent 16-QAM scheme
a bit-rate of 2352 bits/(90 ms) ~26.13 kbps was maintained. Furthermore,
the coherent scheme uses a stronger FEC scheme and some channel capacity
is also dedicated to pilot symbols. Similar arguments are also valid for the
64-QAM mode, which can improve the associated video quality, delivering
3560 bits/frame, at the cost of higher required channel SNRs. Again, six
time slots must be dedicated to support an H.263-based videophone call,
which substantially reduces the system’s speech capacity.

9.7.3.4 Packet reservation multiple access assisted multi-level
graphical communications [195]

9.7.3.4.1 Graphical Transmission Issues In order to complement
the proposed multi-rate FL-DCC graphical source codec discussed in Sec-
tion 9.4, we used the previously introduced re-configurable multi-mode
QAM modem. The most robust, but least bandwidth efficient 4-level
Quadrature Amplitude Modulation (4-QAM) [2] mode can be used in out-
door scenarios in conjunction with the b = 1 mode of the FL-DCC codec.
The less robust but more bandwidth efficient 16-QAM mode may be in-
voked in friendly indoor cells in order to accommodate the b = 2 mode
of operation of the FL-DCC codec. When the channel conditions are ex-
tremely favourable, the modem can also be configured as a 64-QAM scheme,
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Figure 9.35: Histogram of the average trace length ©ETT, Hanzo and
Yuen [195].

in which case it can deliver b = 3 bits per FL-DCC vector, allowing lossless
coding.

As in our previous multi-mode schemes, we exploited that the BER of
the lower quality class 2 (C2) 16-QAM subchannel was found to be a factor
2-3 times higher, than that of the higher integrity class 1 (C1) subchannel.
Hence the more vulnerable FL-DCC coded bits were transmitted via the C1
subchannel, while the more robust bits over the C2 16-QAM subchannel.
For error correction coding we used binary BCH codes, which were the topic
of Chapter 4. Their specific coding parameters will be specified during our
forthcoming discourse.

9.7.3.4.1.1 Graphical Packetisation Aspects In order to deter-
mine the desirable length of the transmission packets, in Figure 9.35 we
evaluated the histogram of the average trace length, which exhibited a
very long low-probability tail. This probability tail was represented by the
bars at an encoded trace-length of 200 bits in the Figure. Observe fur-
thermore that, as expected, the highest concentration of short traces was
recorded for b = 1, which was followed by b = 2 and the DCC mode of
operation. However, most traces generated less than a few hundred bits,
even when b = 2 was used. In order to be able to use a fixed packet
length, while maintaining robustness against channel errors and curtailing
transmission error propagation across packets and/or traces, we decided to
tailor the number of bits per trace to the packet length of 222 bits. If a
longer trace was encountered, it was forcibly truncated to this length and
the next packet started with a new ‘artificial’ pen-down code. If, however,
a shorter trace was encountered, a second trace was also fitted into the
current packet and eventually truncated to the required length for trans-
mission. Unfortunately, the additional forcibly included VC code and the
Xo, Yy coordinates portrayed in Figure 9.12 increased the number of bits
generated but mitigated the error propagation effects. The proportion of
the bit-rate increase evaluated in terms of percent for various packet lenghts
in the case of the FL-DCC b = 1 scheme is portrayed in Figure 9.36.

Recall that the C1 16-QAM subchannel had a factor 2-3 times better
BER than the C2 subchannel. This ratio would remain approximately
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Figure 9.36: Proportion of bit-rate increase due to fixed-length trace termina-
tion versus packet length for the FL-DCC b = 1 scheme ©ETT,
Hanzo and Yuen [195].

the same if we were to use the same FEC code in both subchannels,
but the C2 BER would remain excessively high for the transmission of
the starting vectors (SV) and fixed-length vectors (FV) of Figure 9.12.
The BCH(255,131,18) and BCH(255,91,25) codes were found to ensure the
required balance between the more and less robust FL-DCC bits, when
employed in the C1 and C2 16-QAM subchannels, respectively. In other
words, employing the more powerful BCH(255,91,25) codec in the higher-
BER C2 16-QAM subchannel reduced the integrity difference between the
subchannels and ensured the required source-sensitivity matched unequal
error protection. The 2x255=510 BCH-coded bits constitute 128 4-bit
16-QAM symbols. After adding 14 pilot symbols according to a pilot spac-
ing of 10 and concatenating 4 ramp symbols for smooth power amplifier
ramping in order to minimise the out-of-band emissions, the resulting 146-
symbol packets are queued for transmission to the BS. The same packet
format can be used for the voice/video packets. Both the voice and the
video codecs generate in their 8 kbps mode of operation 160 bits/20 ms
frame and hence the 222-bit packet can accommodate a 62-bit signalling
and control header in each 146-symbol packet. The corresponding single-
user voice/video signalling rate becomes 146 symbols/20 ms = 7.3 kBd.
Due to their significantly lower rates and higher delay tolerance, graphical
users assemble their 146-symbol transmission packets over a longer period,
before their transmission. The issue of maximum achievable graphical data
rate will be addressed in the Results Section.

In the event of channel quality degradation the more robust 4-QAM
mode can be invoked under BS control. However, since the 4-QAM pack-
ets can only convey half the number of bits, when compared to 16-QAM,
the re-configurable graphical source codec has to halve its bit-rate, as we
have seen in the case of our voice and video codecs earlier in this chapter.
Explicitly, under unfavourable channel conditions the FL-DCC graphical
source encoder can reduce the number of bits from b = 2 to 1 under the
control of the BS, while providing adequate graphics quality. Again, these
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issues will be discussed in more depth during our further discussions. In
order to maintain the same 222-bit long framing structure, as in the case of
the 16-QAM mode of operation, we used two codewords of the shortened
BCH(255,111,21) code in conjunction with the 4-QAM modem scheme,
since the 4-QAM modem does not have different integrity sub-channels.

9.7.3.4.2 Graphics, Voice and Video Multiplexing using PRMA
Packet reservation multiple access (PRMA) was introduced earlier in this
chapter as a convenient technique of surrendering passive speech or video
slots, in favour of users, who are becoming active. Here PRMA is also in-
voked in order to multiplex the graphics source information with the voice
and video packets for transmission to the base station. We have argued
before that the packet dropping probability due to packet collision must
remain below Py, =1 % [206], in order to minimise the speech degrada-
tion. Fortunately this initial speech spurt clipping is hardly perceivable, if
the 1 % dropping probability requirement is not violated.

In contrast to speech, graphical data packets cannot be dropped, but
tolerate longer delays and can be allocated to slots, which are not reserved
by speech users in the present frame. In our exepriments the user transmit-
ted graphical traces generated by a writing tablet. A less than unity per-
mission probability either allowed or disabled permission to contend during
any particular slot for a reservation within the current PRMA frame. Wong
and Goodman noted [207] that it is advantageous to control data packet
contentions on the basis of the fullness of the contention buffer. Specif-
ically, contentions are disabled, until a certain number of packets awaits
transmission, which reduces the probability of potential packet collisions
due to the frequent transmission of short graphical data bursts. While
speech communications stability can be defined as a dropping probability
Pyrop < 1%, data transmission stability is specified in terms of maximum
graphical data delay or buffer requirement. The PRMA packet multiplexer
is depicted in Figure 9.37, and as an example, we indicated in the Figure
a set of permission probabilities P, which could be employed by the var-
ious speech, data and video users in order to satisfy their corresponding
delay and packet dropping constraints, while maximising the multiplexer’s
throughput capacity. The specific permission probability values indicated
in the Figure were only used for the sake of illustration, they have to be
optimised for the specific prevalent service quality requirements.

9.7.3.5 Performance of the 200 kHz Bandwidth Multi-mode,
Multi-media System

9.7.3.5.1 Speech Performance The PRMA parameters used in our
100 kBaud, 200-kHz bandwidth multi-media system are summarised in Ta-
ble 9.9 in contrast to those of the previously described 30-kHz bandwidth
scheme. Observe in the Table that the most significantly different system
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Figure 9.37: PRMA packet multiplexer ©ETT, Hanzo and Yuen [195].

parameters are the signalling rate and hence the number of PRMA slots
and the number of users supported. Furthermore, the GSM-like scheme
uses stronger error correction coding, which increased the non-coherent
systems’s speech Baud-rate from 2.2 to 3.1 kBaud. Furthermore, the op-
timum permission probability is reduced from 0.6 to 0.2 at a concomitant
increase of the number of slots form 7 to 31, since best PRMA perfor-
mance is achieved, if the number of users contending at any instant is kept
approximately proportional to the total number of slots available.

The number of speech users supported by the 32-slot PRMA system
becomes explicit from Figure 9.38, where the packet dropping probability
versus number of users is displayed. Observe that more than 55 users can be
served with a dropping probability below 1 %. The number of PRMA users
per slot becomes about 1.72, which is higher than the 1.43 PRMA user/slot
parameter of the 30-kHz bandwidth, 20 kBaud non-coherent multi-media
scheme. This is a consequence of the higher statistical multiplexing gain
associated with a higher number of slots and users. In order to restrict the
subjective effects of PRMA-imposed packet dropping, according to Fig-
ure 9.38 the number of users must be below 60. As a comparative basis it
is worth noting that the 8 kbps CCITT/ITU ACELP speech codec’s target
was to inflict less than 0.5 Mean Opinion Score (MOS) degradation in case
of a speech frame error rate of 3% [46]. Again, in case of roll-off factors of
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Figure 9.38: Packet dropping probability versus number of users for 32-slot
PRMA (©IEEE, Hanzo, Woodard 1995, [19].

0.5 and 0.35 the 200 kHz system can accommodate 42 and 47 PRMA slots,
supporting up to 70 and 80 users, respectively, when assuming 1.72 PRMA
users per slot.

The SEGSNR versus channel SNR, performance of the re-configurable
100 kBd transceiver using 32-slot PRMA is shown in Figure 9.39 for diffe-
rent number of conversations. Observe in the Figure that in contrast to the
30 kHz bandwidth system here we used SEGSNR, rather than SEGSNR
degradation, as a system performance measure, since we wanted to portray
the quality difference between the higher and lower quality modes of opera-
tions. We emphasise furthermore again that the number of users (us.) here
is related to the 100 kBd, 100% excess bandwidth, 32-slot scenario. For
the 42 and 47-slot scenarios similar tendencies can be observed. When the
channel SNR was in excess of about 25 dB, the 6.5 kbps/64-QAM system
outperformed the 4.7/16-QAM scheme in terms of both objective and sub-
jective speech quality. Furthermore, at around 25 dB channel SNR, where
the 16-QAM and 64-QAM SEGSNR curves cross each other in Figure 9.39
it is preferable to use the inherently lower quality but unimpaired mode of
operation. When supporting more than 32 users, as in our PRMA-assisted
system, speech quality degradation is experienced due to packet corruption
caused by channel impairments and packet dropping caused by PRMA
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Parameter

30 kHz System

200 kHz System

Low/High Quality Mode

Speech Codec

1.8 kbps TBPE

4.7/6.5 kbps ACELP

Speech FEC

Triple-class BCH

Twin-/Triple-class Binary BCH

FEC-coded Speech Rate 8.6 kbps 8.5/12.6 kbps
Video Codec Fixed-rate DCT Packetised H.263
No. of Video bits/fr 852 1176, 2352 or 3560
Video Rate (kbps) 9.47 13.1, 26.1 or 39.6
Video FEC BCH(127,71,9) see Table 9.11
Modulation for Speech Star 16-QAM Square 16-QAM/64-QAM
Modulation for Video Star 16-QAM Square 4-/16-/64-QAM
Demodulation Non-coh. Coherent, Diversity, PSAM
Equaliser No No
Speech Signalling Rate (kBd) 2.2 3.1
Video Signalling Rate (kBd) 1.4 8/16
VAD GSM-like (Chap 3) GSM-like

Multiple Access

7-slot PRMA +

(32/42/47-slot PRMA)-

2-slot TDMA No. of Video Slots (nx6 or 3)
Speech Frame Length (ms) 30 30
Slot Length (ms) 3.33 0.94/0.71/0.64
Channel rate (kBd) 20 100-148
System Bandwidth (kHz) 30 200
No. of PRMA Speech Users > 10 > 50-80
No. of PRMA Users/slot 1.43 > 1.72
Equiv. Speech User Bandwidth 3 2.5-4
Min. Channel SNR/SIR (dB) 24 15/25

Table 9.12: Transceiver parameters.

packet collisions. These impairments yield different subjective perceptual
degradations, which we will attempt to compare in terms of the objective
SEGSNR. degradation. Quantifying these speech imperfections in relative
terms in contrast to each other will allow system designers to adequately
split the tolerable overall speech degradation between packet dropping and
packet corruption. Observe in Figure 9.39 that the rate of change of the
SEGSNR curves is more dramatic due to packet corruption caused by low-
SNR. channel conditions than due to increasing the number of users. As
long as the number of users does not significantly exceed 50, the subjective
effects of PRMA packet dropping show an even more benign speech qua-
lity penalty than that suggested by the objective SEGSNR degradation,
because frames are typically dropped at the beginning of a speech spurt
due to a failed contention, rather than during active speech spurts.

In conclusion, our re-configurable transceiver has a single-user rate of
3.1 kBd, and can accommodate 32 PRMA slots at a PRMA rate of 100 kBd
in a bandwidth of 200 kHz. The number of users supported is in excess
of 50 and the minimum channel SNR for the lower speech quality mode
is about 15 dB, while for the higher quality mode it is about 25 dB. The
number of time slots can be further increased to 42, when opting for a
modulation access bandwidth of 50%, accommodating a signalling rate of
133 kBd within the 200 kHz system bandwidth. This will inflict a slight bit
error rate penalty, but will pay dividends in terms of increasing the number
of PRMA users by about 20. The parameters of the proposed transceiver
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Figure 9.39: SEGSNR versus channel SNR performance of the re-configurable
100 kBd transceiver using 32-slot PRMA for different number of
conversations ©IEEE, Hanzo, Woodard 1995, [19].

are summarised in Table 9.12. In order to minimise packet corruption due
to interference, the employment of a time-slot quality ranking algorithm is
essential for invoking the appropriate mode of operation. When serving 50
users, the effective user bandwidth becomes 200 kHz/50 = 4 kHz, which
guarantees the convenience of wireless digital speech communication in a
bandwidth similar to conventional analogue telephone channels. The 4 kHz
user bandwidth can be further reduced to 200 kHz/70 users 2.9 or even
to 200 kHz/80 users = 2.5, when using a modulation roll-off factor of 0.5 or
0.35, respectively, hence accommodating more PRMA slots and therefore
supporting more PRMA users.

9.7.3.5.2 Video Performance The corresponding H.263-based video
system performance was also evaluated under the same propagation con-
ditions, but in addition to the previous 4.7 kbps 16-QAM and 6.5 kbps
64-QAM modes the more robust 4-QAM mode was introduced, in order
to provide higher robustness for the more error-sensitive video bits. In
the various operating modes investigated the PSNR versus channel SNR
curves of Figures 9.40 and 9.41 were obtained for AWGN and Rayleigh
channels, respectively. Since both the H.261 and H.263 source codecs have
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Figure 9.40: Performance comparison of the proposed adaptive H261 and H263
transceivers over AWGN channels ©Cherriman, Hanzo [110],

1995.

had similar robustness against channel errors, and their transceivers were
identical, the associated ‘corner SNR’ values, where unimpaired commu-
nications broke down, were virtually identical for both systems over both
AWGN and Rayleigh channels. However, as expected, the H.263 codec
exhibited always higher video quality at the same bit-rate or system band-
width. We note in closing that the described H.263-based video scheme
reduces the speech capacity of the GSM-like system by six speech users,
every time a new video user is admitted to the system. Let us now conclude

our findings throughout this chapter.

9.7.3.5.3 Graphical System Performance The overall graphical
system robustness is characterised below in terms Figures 9.42-9.45. The
graphical representation quality was evaluated in terms of both the mean
squared error (mse) and the Peak Signal to Noise Ratio (PSNR). In analogy
to the previous PSNR in video telephone quality evaluation, the graphical
PSNR was defined as the squared ratio of the maximum possible spatial
deviation from the uncoded graphical trace across the graphical screen,
related to the quantisation-induced deviation from the original graphical
trace, which is the equivalent of the quantisation distortion.
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Figure 9.41: Performance comparison of the proposed adaptive H261 and H263
transceivers over Rayleigh channels ©Cherriman, Hanzo [110],
1995.

When using a resolution of 640 x 480 pixels, the maximum spatial devi-
ation energy is 6402 +4802=640 000, corresponding to a maximum diagonal
spatial deviation of 800 pixels. The lossy coding energy was measured as
the mean squared value of the pixel-to-pixel spatial distance between the
original graphical input and the FL-DCC graphical output. For perfect
channel conditions the b = 1 and b = 2 FL-DCC codec had PSNR values
of 49.47 and 59.47 dB, respectively. As we showed in Figure 9.13, the sub-
jective effects of a 10 dB PSNR. degradation due to using b = 1 instead of
b = 2 are not severe in terms of readability.

The system’s robustness was characterised in Figures 9.42-9.45 upon
transmitting the handwriting sequence of Figure 9.13 a high number of
times, in order to ensure the statistical soundness of the graphical quality
investigations. The best-case propagation scenario was encountering the
stationary Additive White Gaussian Noise (AWGN) channel. The more
bandwidth-efficient but less robust 16QAM mode of operation is charac-
terised by Figure 9.42. Observe that transmissions over Rayleigh channels
with diversity (RD) and with no diversity (RND) are portrayed using both
one (TX1) and three (TX3) transmission attempts, in order to improve the
system’s robustness. Two-branch selection diversity using two independent
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Figure 9.42: Graphical PSNR versus channel SNR performance of the b =
1-bit FL-DCC/16-QAM mode of operation over various chan-
nels ©ETT, Hanzo and Yuen [195].

Rayleigh channels was studied in conjunction with various selection criteria
and we found that using the channel with the minimum phase shift between
pilots slightly outperformed the maximum energy criterion. Similarly, over
AWGN channels one or three transmission attempts were invoked.

As seen in Figures 9.42 and 9.43 in the case of the 16-QAM mode,
over AWGN channels the required channel SNR for unimpaired graphical
communications is around 11 dB with ARQ and 12 dB without ARQ.
This marginal improvement is attributable to the fact that the AWGN
channel exhibits always a fairly constant bit error rate (BER) and hence
during re-transmission attempts the chances of successful transmissions are
only marginally improved. In contrast, over Rayleigh channels the received
signal has a high probability of emerging from a deep fade by the time the
packet is re-transmitted. This is the reason for the significantly improved
robustness of the ARQ-assisted Rayleigh scenarios of Figures 9.42 and 9.43.
Specifically, with diversity the ARQ attempts reduced the required channel
SNR by about 5 dB to around 15 dB, while without diversity an even
higher 10-12 dB ARQ gain is experienced. When using the b = 2-bit FL-
DCC scheme, Figure 9.43 shows that the error-free PSNR was increased to
nearly 60 dB, while the system’s robustness against channel errors and the
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Figure 9.43: Graphical PSNR versus channel SNR performance of the b =
2-bit FL-DCC/16-QAM mode of operation over various chan-
nels ©ETT, Hanzo and Yuen [195].

associated ‘corner SNR’ values remained unchanged.

Figure 9.44 demonstrates that when the more robust 4-QAM mode was
invoked, over AWGN channels SNR values of 5 and 8 dB were necessitated
by the ARQ-aided TX3 scheme and the non-ARQ assisted TX1 systems,
respectively. The diversity-assisted RD, TX3 and RD, TX1 systems re-
quired a minimum SNR, of about 10 and 17 dB for unimpaired graphical
communications, which had to be increased to 20 and 27 dB without diver-
sity. Clearly, both the ARQ- and diversity-assistance played a crucial role
in terms of improving the system’s robustness. The same tendencies can be
noted in Figure 9.45 as regards the b = 2-bit FL-DCC scheme. When using
the lossless b = 3-bit FL-DCC or the conventional DCC scheme, the graph-
ical PSNR becomes infinite, hence the corresponding PSNR versus channel
SNR curves cannot be plotted. However, the transceiver’s performance
predetermines the minimum channel SNR values required for unimpaired
graphical quality, which are about the same as for the above schemes.
We note furthermore that since each packet commences with a pen-down
code, the system can switch between the 4- and 16-QAM modes arbitrar-
ily frequently without any objectionable perceptual quality degradation or
graphical switching transients.
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Figure 9.44: Graphical PSNR versus channel SNR performance of the b = 1-bit
FL-DCC/4-QAM mode of operation over various channels ©ETT,
Hanzo and Yuen [195].

The subjective effects of channel errors are demonstrated by Figure 9.46
in the case of the diversity- and ARQ-assisted Rayleigh 16-QAM, FL-DCC
b = 1 scenario, where the graphical PSNR was gradually reduced from
the error-free 49.47 dB at the top left hand corner to 42.57, 37.42, 32.01,
27.58 and 21.74 dB at the bottom right hand corner, respectively. Here we
quoted the PSNR values, rather than the channel SNR. values, since the
associated graphical quality can be ensured by various system configura-
tion modes under different channel conditions. The corresponding channel
SNRs for the various system configuration modes can be inferred from the
intercept points of the horizontal line corresponding to a particular PSNR,
value in Figures 9.42-9.45. Note that when the channel BER becomes high
and hence the PSNR is degraded by more than about 5 dB, the graphical
artifacts become rather objectionable. In this case it is better to disable the
decoder’s output by exploiting the error detection capability of the BCH
decoder.



9.8. SUMMARY AND CONCLUSIONS 875

PSNR (DB)
60 = e e
50
40 -
RND,TX1
30 RND,TX3
RD,TX1
RD,TX3
20 -
AWGN,TX1
AWGN,TX3
10 L L L L L L L
0 5 10 15 20 25 30 35 40

CHANNEL SNR (DB)

Figure 9.45: Graphical PSNR versus channel SNR performance of the b = 2-bit
FL-DCC/4-QAM mode of operation over various channels ©ETT,
Hanzo and Yuen [195].

9.8 Summary and Conclusions

In contrast to previous chapters of this book, which mainly dealt with a
range of system components, ranging from speech codecs to channel codecs
and modems, this chapter attempted to address system design and perfor-
mance issues in the context of a 30-kHz bandwidth and a 200-kHz band-
width system, which are the bandwidths of two well-known systems, namely
the Pan-American IS-54 and the Pan-European GSM system. Following a
brief overview of speech and video coding advances as well as bit sensitivity
issues, a slightly deeper discussion was offered on bandwidth-efficient full-
response multi-level modem schemes, since these modems were not detailed
in previous chapters.

Then the potential of a bandwidth-efficient 2.2 kBd PRMA-assisted
TBPE, DCT, BCH, 16-QAM scheme has been investigated under the as-
sumption of benign channel conditions. Within the 30-kHz bandwidth
about 10 voice users plus a video telephone user can be supported, if chan-
nel SNR and SIR values in excess of about 24 dB can be maintained. The
main transceiver features are summarised in contrast to those of the 200-
kHz bandwidth dual-mode speech system in Table 9.12.

The system performance of the 30-kHz bandwidth non-coherent
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Figure 9.46: Subjective effects of transmission errors for the b = 1 16-QAM,
RD, TX3 scheme for PSNR values of (left to right, top to bot-
tom) 49.47, 42.57, 37.42, 32.01, 27.58 and 21.74 dB, respec-
tively. ©ETT, Hanzo and Yuen [195].

transceiver was further improved at the cost of slightly higher implemen-
tational complexity, when using a more sophisticated multi-mode, pilot
symbol assisted, block-coded coherent square-constellation modem. The
potential of this system was evaluated and the main system features were
summarised also in Table 9.12 in contrast to those of the non-coherent
star 16-QAM 30-kHz bandwidth system. As seen in the Table, the coher-
ent scheme employed stronger overall error correction coding and a more
robust modem, requiring lower SNR and SIR values over the more slowly-
fading (f4-T ~ 0.0000833) DCS1800-like pedestrian channel than the lower-
complexity non-coherent scheme over the slower-fading (f; - T' &~ 0.0042)
IS-54-like channel.

Furthermore, the increased system bandwidth of 200 kHz supports more
time slots than the 30-kHz bandwidth system, which improves the statis-
tical multiplexing gain of the PRMA scheme from 1.43 to 1.72 and hence
increases also the number of users per PRMA slot. Lastly, due to its
multi-mode nature, this scheme can also adapt to time-variant propaga-
tion environments. This multi-mode transceiver was then also exploited
to transmit three different quality video signals at bit-rates of 13.1, 26.1
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or 39.6 kbps in one of the 4-, 16- or 64-QAM modes, depending on the
prevalent channel conditions. Overall, as expected, in performance terms
we favour PSAM-assisted schemes, if their slightly higher complexity is ac-
ceptable, since it was more robust against transmission impairments and
had a lower effective user bandwidth requirement than the non-coherent
scheme.

An adaptive FL-DCC graphical coding scheme was also proposed for
graphical communications, which has a lower coding rate and similar graph-
ical quality to DCC in the case of b = 1 and 2. The codec can be adaptively
re-configured to operate at b =1, b = 2 or even at b = 3 in order to com-
ply with the prevailing network loading and/or propagation conditions, as
well as graphical resolution requirements. The proposed FL-DCC codec
was employed in an intelligent, re-configurable wireless adaptive multime-
dia communicator, which was able to support a mixture of speech, video
and graphical users. The minimum required channel SNR in the ARQ-
assisted 16-QAM mode was 11 dB and 15 dB over AWGN and diversity-
aided Rayleigh channels, respectively. The system’s robustness against
channel errors was improved at a concomitantly reduced graphical resolu-
tion, when 4-QAM was invoked.

In order to probe further into the field of wireless multimedia commu-
nications, the interested reader is referred to reference [2] for a range of
novel transceiver components, including channel equalisers, clock and car-
rier recovery circuitries, orthogonal frequency division multiplex schemes
and adaptive transceivers, while various multimedia systems were proposed
and analysed in references [19-22, 25,26, 55,75,86,92,99-101,112].
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The topic of this chapter was a range of powerful multimedia systems
based on bandwidth-efficient multi-level modulation, which can accommo-
date more users in a given bandwidth, than their second generation coun-
terparts, such as the systems in Table 1.1 and hence these solutions may
offer an evolutionary path for the existing systems. The system design
principles introduced can also be invoked in the context of the forthcoming
third-generation systems. In the next chapter we will concentrate on the
third-generation proposals currently under consideration in Europe, the US
and Japan.
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ACELP
ACTS

ADC
ADPCM
ATDMA
ATM
AWGN
B-frames
B-ISDN
BCH

BER

BPSK
BS

CD
CD-DEG
CDMA
CELP
CT2
DAC
DCT

Algebraic Code Excited Linear Prediction

Advanced Communications Technologies and
Services

Analogue Digital Converter

Adaptive Differential Pulse Code Modulation
Advanced Time Division Multiple Access
Asynchronous Transfer Mode

Additive White Gaussian Noise
Bi-directional-frames

Broadband-ISDN
Bose-Chaudhuri-Hocquenghem, A class of for-
ward error correcting codes (FEC)

Bit Error Rate, the number of the bits received
incorrectly

Binary Phase Shift Keying

Base Station

Cepstral Distance

Cepstral Distance Degradation
Code Division Multiple Access
Code Excited Linear Prediction
British Cordless Telephone System
Digital Analogue Converter

The Discrete Cosine Transform, transforms data
into the frequency domain. Commonly used for
video compression by removing high frequency
components in the video frames
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DECT Digital European Cordless Telephone

DFD Displaced Frame Difference

DoD US Department of Defence

EG Excitation Gain

FAW Frame Alignment Word

FEC Forward Error Correction

FPLMTS Future Public Land Mobile Telecommunications
System

G.728 ITU 16 kbps speech coding standard

G.729 ITU 8 kpbs speech coding standard

GMSK Gaussian Minimum Shift Keying

GOS Grade of Service

GP Grid Position

GSM A Pan-European digital mobile radio standard,
operating at 900 MHz.

H.261 A video coding standard [74], published by the
ITU in 1990

H.263 A video coding standard [72], due to be pub-

I-component
IF
ISDN

ISI
ITU

IZFPE

LP filtering
LPF

LSB

LSF

LTP

LTPD
LTPG
MAVT
MBE

lished by the ITU in 1996
Inphase-component,
Intermediate Frequency

Integrated Services Digital Network, digital re-
placement of the analogue telephone network

Inter Symbol Interference

International Telecommunications Union, for-
merly the CCITT, standardisation group

Interpolated Zinc Function Pulse Excitation
Low-Pass filtering

Low-Pass Filter

Least Significant Bit

Line Spectra Frequency

Long Term Prediction

Long Term Prediction Delay

Long Term Prediction Gain

Mobile Audio Video Terminal

Multi Band Excitation
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MPEG

MSB
MV

NLF
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OFDM
P-frames
PCM
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PDC
PHP
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PRMA
PS
PSAM

PSD

PSI

PWI
Q-component
QAM

QCIF

QT
RACE

Motion Compensation

Motion Compensated Error Residual
Mixed Excitation Linear Prediction
Mean Opinion Score

Motion Picture Expert Group, also a video cod-
ing standard designed by this group that is
widely used

Most Significant Bit

Motion Vector, a vector to estimate the motion
in a frame

Non-Linear Filtering

Nippon Telegraph and Telephone Company
Orthogonal Frequency Division Multiplexing
Predicted-frames

Pulse Code Modulation

Personal Communications Network
Personal Digital Cellular

Personal Handy Phone

Public Land Mobile Radio

Packet Reservation Multiple Access
Portable Station

Pilot Symbol Assisted Modulation, a technique
where known symbols (pilots) are transmitted
regularly. The effect of channel fading on all
symbols can then be estimated by interpolating
between the pilots

Power Spectral Density

Pitch Synchronous Innovation
Prototype Waveform Interpolation
Quadrature-component
Quadrature Amplitude Modulation

Quarter Common Intermediate Format Frames
containing 176 pixels vertically and 144 pixels
horizontally

Quad Tree

Research in Advanced Communications Equip-
ment
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RC filtering
RF

RPE

SBC

SEGSNR
SEGSNR-DEG
SNR

TBPE
TC
TCM
TDMA
TTIB
UMTS
V.29-V.34
VAD
vQ
VSELP
WLAN

Raised Cosine filtering

Radio Frequency

Regular Pulse Excitation

Sub Band Coding

Segmental Signal-to-Noise Ratio

Segmental Signal-to-Noise Ratio Degradation

Signal to Noise Ratio, noise energy compared to
the signal energy

Transform Binary Pulse Excitation
Transform Coding

Trellis Coded Modulation

Time Division Multiple Access

Transparent Tone in Band

Universal Mobile Telecommunications System
ITU Data Transmission Modems

Voice Activity Detection

Vector Quantisation

Vector Sum Excited Linear Prediction

Wireless Local Area Network
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10.1 Introduction

The evolution of third-generation (3G) systems began in the late 1980s,
when the International Telecommunication Union’s - Radiocommunication
Sector (ITU-R) Task Group (TG) 8/1 defined the requirements for the 3G
mobile radio systems. This initiative was then known as Future Public
Land Mobile Telecommunication System (FPLMTS) [1,2]. This led to the
identification of the frequency spectrum for FPLMTS on a world-wide basis
during the World Administrative Radio Conference (WARC) in 1992 [2],
as the bands 1885-2025 MHz and 2110-2200 MHz - an issue to be detailed
in the context of Figure 10.1 during our further discourse.

The tongue-twisting acronym of FPLMTS was also aptly changed to
IMT-2000, which refers to the International Mobile Telecommunications
system in the year 2000. Besides possessing the ability to support services
from rates of a few kbps to as high as 2 Mbps in a spectrally efficient way,
IMT-2000 aimed to provide a seamless global radio coverage for global
roaming. This implied the ambitious goal of aiming to connect virtually
any two mobile terminals world-wide. The IMT-2000 system is aiming to
be flexible in order to operate in any propagation environment, such as
indoor, outdoor to indoor and vehicular scenarios. It is also aiming to
be sufficiently flexible to handle so-called circuit as well as packet mode
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services and to handle services of variable data rates. In addition, these
requirements must be fulfilled with a quality of service (QoS) comparable
to that of the current wired network at an affordable cost.

Several regional standard organizations - led by the European Telecom-
munications Standards Institute (ETSI) in Europe, by the Association of
Radio Industries and Businesses (ARIB) in Japan and by the Telecom-
munications Industry Association (TTA) in the United States - have been
dedicating their efforts to specifying the standards for IMT-2000. A to-
tal of 15 Radio Transmission Technology (RTT) IMT-2000 proposals were
submitted to ITU-R in June 1998, five of which are satellite based solu-
tions, while the rest are terrestrial solutions. Table 10.1 shows a list of the
terrestrial-based proposals submitted by the various organizations and their
chosen radio access technology. Although Table 10.1 is very informative,
reflecting a variety of views across the wireless research community, which
span the range of cordless telephony-based solutions, such as the Digital
European Cordless Telecommunications (DECT) system of Table 10.1, or
the second-generation (2G) IS-136 system, here we will concentrate on the
CDMA-based solutions. A rudimentary discussion on CDMA was provided
in Chapter 1 in the context of the Pan-American IS-95 system and in this
chapter a basic familiarity with CDMA principles is assumed.

It transpires from Table 10.1 that most standardization bodies have
based their terrestrial oriented solutions on Wideband-CDMA (W-CDMA),
due to its previously mentioned advantageous properties, which satisfy most
of the requirements for 3G mobile radio systems. W-CDMA is aiming to
provide improved coverage in most propagation environments in addition
to an increased user capacity. Furthermore, it simplifies frequency planning
due to its unity frequency reuse. As argued in Chapter 1, CDMA has the
ability to combat - or in fact to benefit from - multipath fading through
RAKE multipath diversity combining [3-5]. Hence, in this chapter we
will concentrate on the proposed terrestrial transmission technologies ad-
vocated by the three major regional standardization bodies, namely ETSI,
ARIB and TTA, whereby the access technology is based on W-CDMA. The
corresponding systems have been termed UMTS Terrestrial Radio Access
(UTRA), Wideband-CDMA (W-CDMA) and cdma2000, respectively. In
order to avoid confusion between the Japanese W-CDMA proposal itself
and the W-CDMA access technology in general, we shall refer to the ARIB’s
RTT as IMT-2000.

Since ETSI and ARIB have been harmonizing their standardization ef-
forts, aiming for the same W-CDMA technology, their proposals became
indeed very similar and hence we shall discuss these two RTT proposals
collectively in Section 10.2. The RTT of cdma2000 will be highlighted sep-
arately in Section 10.3. At the time of writing, ITU are still deliberating
on their decisions concerning a single global standard. Although the pro-
posals have been submitted, active research is still in progress in order to
improve and optimize the systems. Hence, the parameters and technolo-
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Proposal Description Access technol- || Source
ogy
DECT Digital Enhanced || Multicarrier ETSI Project
Cordless Telecom- || TDMA (TDD) (EP) DECT
munications
UWC-136 Universal Wireless || TDMA  (FDD || USA  TIA
Communications and TDD) TR45.3
WIMS W- || Wireless Multime- || Wideband USA TTA
CDMA dia and Messaging || CDMA (FDD) TR46.1
Services Wideband
CDMA
TD- Time-Division Syn- || Hybrid with || Chinese
CDMA chronous CDMA TDMA/CDMA/ || Academy
SDMA (TDD) of Telecom-
munication
Technology
(CATT)
W-CDMA Wideband CDMA Wideband DS- || Japan ARIB
CDMA (FDD
and TDD)
CDMA 11 Asynchronous DS- || DS-CDMA South  Ko-
CDMA (FDD) rean TTA
UTRA UMTS Terrestrial || Wideband DS- || ETSI SMG2
Radio Access CDMA (FDD
and TDD)
NA: W- || North America || Wideband DS- || USA T1P1-
CDMA Wideband CDMA CDMA (FDD || ATIS
and TDD)
cdma2000 Wideband CDMA || DS-CDMA USA TIA
(1S-95) (FDD and || TR45.5
TDD)
CDMA I Multiband syn- || Multiband DS- || South  Ko-
chronous DS- || CDMA rean TTA
CDMA

Table 10.1: Proposals for the radio transmission technology of terrestrial IMT-

2000 (obtained from ITU’s web site : http://www.itu.int/imt).
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gies presented in this chapter may evolve further. It should also be noted
that this chapter serves as an overview of the three main proposed systems.
Readers may want to refer to a recent book by Ojanperd and Prasad [6],
which addresses W-CDMA 3G mobile radio systems in more depth. Again,
here we assume that the reader is familiar with the basic CDMA principles.

10.2 UMTS/IMT-2000 Terrestrial Radio Ac-
cess [7]- [14]

Universal Mobile Telecommunications System (UMTS) is the term intro-
duced by the ETSI/Special Group Mobile (SMG) for the 3G wireless mo-
bile communication system in Europe [1,8,9,15-18]. Research activities
for UMTS within ETSI have been spearheaded by the European Union’s
(EU) sponsored programmes, such as the Research in Advanced Commu-
nication Equipment (RACE) [19,20] and the Advanced Communications
Technologies and Services (ACTS) [8,16,20] initiative. The RACE pro-
gramme, which comprised of two phases, was started in 1988 and ended
in 1995. The objective of this programme was to investigate and develop
testbeds for the air interface technology candidates. The ACTS programme
succeeded the RACE programme in 1995. Within the ACTS Future Radio
Wideband Multiple Access System (FRAMES) project two multiple access
modes have been chosen for intensive study, as the candidates for UMTS
terrestrial radio access (UTRA). They are based on Time Division Multiple
Access (TDMA) with and without spreading, and on W-CDMA [7,21,22].
As early as January 1997, ARIB decided to adopt W-CDMA as the
terrestrial radio access technology for their IMT-2000 proposal and pro-
ceeded to focus their activities towards the detailed specifications of this
technology [18]. Driven by a strong support behind W-CDMA worldwide
and this early decision from ARIB, a consensus agreement was reached by
ETSI in January 1998 to adopt W-CDMA as the terrestrial radio access
technology for UMTS. Since then, ARIB and ETSI have harmonized their
standards in order to aim for the same W-CDMA technology. In this sec-
tion we will highlight the key features of the terrestrial RTT behind the
ETSI and ARIB proposals. The descriptions that follow are applicable
to both UTRA and IMT-2000, unless it is stated otherwise. Most of the
material in this section is based on an amalgam of References [8]- [9].

10.2.1 Characteristics of UTRA /IMT-2000

The proposed spectrum allocations for UTRA and IMT-2000 are shown in
Figures 10.1 and 10.2, respectively. As can be seen, UTRA and IMT-2000
are unable to utilize the full allocated frequency spectrum for 3G mobile ra-
dio systems, since those frequency bands have also been partially allocated
to the DECT and Personal Handyphone System (PHS) , respectively, which
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were characterized in Table 1.1 of Chapter 1. The radio access supports
both Frequency Division Duplex (FDD) and Time Division Duplex (TDD)
operations. The operating principles of these two schemes were detailed in
Chapter 1, which are augmented here in the context of Figure 10.3.

W-CDMA | W-CDMA W-CDMA W-CDMA
(TDD) uplink | MS| (TDD) Downlink | MS
(FDD) (FDD)
1900 1920 1980 2010 2025 2110 2170 2200
Frequency (MHz)
MS: Mobile satellite application
Figure 10.1: The proposed spectrum allocation in UTRA.
W-CDMA W-CDMA W-CDMA
uplink | MS| (TDD) Downlink | MS
(FDD) (FDD)
1920 1980 2010 2025 2110 2170 2200
Frequency (MHz)

MS : Mobile satellite application
Figure 10.2: The proposed spectrum allocation in IMT-2000.

Specifically, the uplink and downlink signals are transmitted using diffe-
rent carrier frequencies f; and fs, respectively, separated by a frequency
guard band in FDD mode. On the other hand, the uplink and downlink
messages in the TDD mode are transmitted using the same carrier fre-
quency f., but in different time-slots, separated by a guard time. As seen
from the spectrum allocation in Figures 10.1 and 10.2, the paired bands of
1920-1980 MHz and 2110-2170 MHz are allocated for FDD operation in the
uplink and downlink, respectively, whereas the TDD mode is operated in
the remaining unpaired bands [8]. However, in case of asymmetric services,
such as for example computer file downloading or video on demand (VoD),
only one of the FDD bands is required and hence the more flexible TDD link
could potentially double the link’s capacity by allocating all time-slots in
one direction. The parameters designed for FDD and TDD operations are
such that they are mutually compatible so as to ease the implementation of
a dual-mode terminal capable of accessing the services offered by both FDD
and TDD operators. We note furthermore that recent research advocates
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frequency
time
fi Uplink (UL) ‘
f2 Downlink (DL) ‘
Base Mobile
Station (BS) Station (MS)
FDD Operation
frequency
time
e DL ‘ UL ‘ DL ‘ UL ‘ DL ‘ UL ‘
BS MS

TDD Operation

Figure 10.3: Principle of FDD and TDD operation.

the TDD mode quite strongly in the context of burst-by-burst adaptive
CDMA modems [23,24], since the uplink-downlink reciprocity can be ad-
vantageously exploited in order to adjust the modem parameters, such as
the spreading factor or the number of bits per symbol on a burst-by-burst
basis. This allows the system to more efficiently exploit the time variant
wireless channel capacity, hence maintaining a higher bits/s/Hz bandwidth
efficiency.

Table 10.2 shows the basic parameters of the UTRA /IMT-2000 propos-
als. Some of these parameters are discussed during our further discourse,
but significantly more information can be gleaned concerning these systems
by carefully studying the table. It is also informative to compare these pa-
rameters to the IS-95 CDMA system parameters of Table 1.1. Both systems
are operated at a basic chip rate of 4.096 Mcps, giving a nominal band-
width of 5 MHz, when using root-raised cosine Nyquist pulse shaping filters
(see Chapter 9) with a roll-off factor of 0.22. IMT-2000 has an additional
lower chip rate of 1.024 Mcps, corresponding to a bandwidth of 1.25 MHz.
Increased chip rates of 8.192 Mcps and 16.384 Mcps are also specified in
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Radio access technology

FDD : DS-CDMA
TDD : TDMA/CDMA

Operating environments

Indoor/Outdoor to indoor/Vehicular

Chip rate (Mcps)

UTRA : 4.096/8.192/16.384
IMT-2000 : 1.024/4.096/8.192/16.384

Channel bandwidth (MHz)

UTRA : 5/10/20
IMT-2000 : 1.25/5/10/20

Nyquist roll-off factor

0.22

Duplex modes

FDD and TDD

Channel bit-rates (kbps)

FDD (UL) : 16/32/64/128/256/512/1024
FDD (DL) : 32/64/128/256/512/1024/2048
TDD (UL/DL) : 512/1024/2048 /4096

Frame length

10 ms

Spreading factor

FDD : variable, 4 to 256
TDD : variable, 2 to 16

Detection scheme

Coherent with time-multiplexed pilot symbols

Inter-cell operation

FDD : Asynchronous
TDD : Synchronous

Power control

Open and closed-loop

Transmit power dynamic range

80 dB (UL), 30 dB (DL)

Handover

Soft handover

903

Inter-frequency handover

Table 10.2: UTRA/IMT-2000 basic parameters.

order to cater for much higher user bit-rates (> 2 Mbps).

UTRA /IMT-2000 fulfilled the requirements of 3G mobile radio systems
by offering a range of user bit-rates up to 2 Mbps. Various services having
different bit-rates and quality of service (QoS) can be readily supported
using so-called Orthogonal Variable Spreading Factor (OVSF) codes, which
will be highlighted in Section 10.2.6.1, and service multiplexing which will
be discussed in Figure 10.12. As opposed to the common pilot channel
of the second-generation IS-95 system, which was portrayed in Chapter 1,
the third-generation UTRA / IMT-2000 systems invoked dedicated pilot
symbols embedded in the users’ data-stream. These can be invoked in
order to support the operation of adaptive antennae at the base station,
which was not facilitated by the common pilot channel of the IS-95 system.

Irrespective of whether a common pilot channel is used or dedicated pi-
lots are embedded in the data, they facilitate the employment of coherent
detection. Coherent detection is known to provide better performance, than
non-coherent detection [26], a fact also argued in Chapter 9. Furthermore,
the inclusion of short spreading codes enables the implementation of var-
ious performance enhancement techniques, such as interference cancellers
and joint-detection algorithms. In order to support flexible system de-
ployment in indoor and outdoor environments, inter-cell-asynchronous
operation is used in the FDD mode. This implies that no external timing
source, such as a beacon or Global Positioning System (GPS) is required.
However, in the TDD mode inter-cell synchronization is required in order to
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be able to seamlessly access the time-slots offered by adjacent Base Stations
(BS) during handovers. This is achieved by maintaining synchronization
between the base stations.

Radio access is concerned mainly with the physical layer of the In-
ternational Standardization Organization/Open Systems Interconnection
(ISO/OSI) Reference Model. Hence, in the following sections we will mainly
concentrate on the physical layer of the UTRA/IMT-2000 proposals. We
note here, furthermore, that there have been proposals in the literature for
allowing TDD operation also in certain segments of the FDD spectrum,
since FDD is incapable of surrendering the uplink or downlink frequency
band of the duplex link, when the traffic demand is basically simplex. In
fact, segmenting the spectrum in FDD/TDD bands inevitably results in
some inefficiency in bandwidth utilization terms, especially in the case of
asymmetric or simplex traffic. Hence in reference [27] the idea of eliminat-
ing the dedicated TDD band was investigated, where TDD was invoked
within the FDD band by simply allowing TDD transmissions in either the
uplink or downlink frequency band, depending on which one was less inter-
fered with. This flexibility is unique to CDMA, since as long as the amount
of interference is not excessive, FDD and TDD can share the same band-
width. This would be particularly feasible in the indoor scenario of [27],
where the surrounding outdoor cell could be using FDD, while the indoor
cell would reuse the same frequency band in TDD mode. The buildings’
walls and partitions could mitigate the interference between the FDD/TDD
schemes.

10.2.2 Transport Channels

Transport channels are offered by the physical layer to the higher OSI layers
and they can be classified into two main groups, as shown in Table 10.3 [7,8].
The Dedicated transport CHannel (DCH) is related to a specific mobile
station-base station link and it is used to carry user and control informa-
tion between the network and a mobile station. Hence the DCHs are bi-
directional channels. There are four transport channels within the common
transport channel group, as shown in Table 10.3. The Broadcast Control
Channel (BCCH) is used to carry system- and cell-specific information on
the downlink (DL) to all mobiles over the entire cell. This channel conveys
information, such as the downlink transmit power of the base station and
the uplink (UL) interference power measured at the base station, which are
vital for the mobile station in adjusting its transmit power required for the
target Signal-to-Interference plus Noise Ratio (SINR) of the base station,
as we shall see in Section 10.2.8. The Forward Access Channel (FACH) of
Table 10.3 is a downlink common channel used for carrying control infor-
mation and short user data packets to mobile stations, if the system knows
the serving base station of the mobile station. On the other hand, the
Paging Channel (PCH) of Table 10.3 is used to carry control information
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Dedicated transport channel Common transport channel

Dedicated Channel (DCH) (UL/DL) Broadcast Control Channel (BCCH) (DL)T
Forward Access Channel (FACH) (DL)
Paging Channel (PCH) (DL)

Random Access Channel (RACH) (UL)
TIn IMT-2000, this is known as Broadcast Channel (BCH)

Table 10.3: UTRA/IMT-2000 transport channels.

to a mobile station, when the serving base station of the mobile station is
unknown in order to page the mobile station, when there is a call for the
mobile station. The Random Access Channel (RACH) of Table 10.3 is an
uplink channel used by the mobile station to carry control information and
short user data packets to the base station in order to support the mobile
station’s access to the system, when it wishes to set up a call.

The philosophy of these channels is fairly plausible and it is informative
and enlightening to explore the differences between the somewhat less flexi-
ble control regime of the 2nd-generation GSM system of Chapter 8 and the
more advanced 3rd-generation proposals, which we leave for the motivated
reader due to lack of space. Suffice to say here that unfortunately it is un-
feasible to design the control regime of a sophisticated mobile radio system
by ‘direct synthesis’ and hence some of the solutions reviewed through-
out this section in the context of the 3G proposals may appear somewhat
heuristic and quite ingenious. These solutions constitute an amalgam of
the wireless research community’s experience in the design of the existing
second-generation systems and of the lessons learned from their operation.
Further contributing factors in the design of the 3G systems were based
on solving the signalling problems specific to the favoured physical layer
traffic channel solutions, namely CDMA. In order to mention only one of
them, the TDMA-based GSM system of Chapter 8 was quite robust against
power control inaccuracies, while the Pan-American 1S-95 CDMA system
required an accurate power control. As we will see in Section 10.2.8 during
our forthcoming discourse, the power control problem was solved quite el-
egantly in the 3G proposals. We will also see that statistical multiplexing
schemes, such as ALOHA - the original root of the recently more familiar
Packet Reservation Multiple Access (PRMA) procedure highlighted for ex-
ample in Chapter 9 - found their way into public mobile radio systems. A
variety of further interesting solutions have also found applications in these
3G proposals, which are the results of the past decade of wireless system
research. Let us now review the range of physical channels in the next
section.

10.2.3 Physical Channels

The transport channels are transmitted using the physical channels. The
physical channels are organized in terms of superframes, radio frames and
timeslots, as shown in Figure 10.4. The philosophy of this hierarchical
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Dedicated Physical Channels Transport Channels

Dedicated Physical Data Channel (DPDCH) (UL/DL) 7 DCH
Dedicated Physical Control Channel (DPCCH) (UL/DL)

Common Physical Channels Transport Channels
Physical Random Access Channel (PRACH) (UL) ——— RACH

Primary Common Control Physical Channel (PCCPCH) (DL) BCCH

Secondary Common Control Physical Channel (SCCPCH) (DL) FACH
Synchronization Channel (SCH) (DL) PCH

Table 10.4: Mapping the transport channels of Table 10.3 to the UTRA phy-
sical channels. The equivalent mapping of IMT-2000 is seen in
Table 10.5.

frame structure is also reminiscent to a certain degree of the GSM TDMA
frame hierarchy of Chapter 8. However, while in GSM each TDMA user had
an exclusive slot-allocation, in W-CDMA the number of simultaneous users
supported is dependent on the users’ required bit-rate and their associated
spreading factors. The mobile stations can transmit continuously in all
slots or discontinuously, for example when invoking a voice activity detector
(VAD). Some of these issues will be addressed in Section 10.2.4.

As seen in Figure 10.4, the UTRA/IMT-2000 superframe consists of 72
radio frames, with 16 timeslots within each radio frame. The duration of
each timeslot is 0.625 ms, which gives a duration of 10 ms and 720 ms for the
radio frame and superframe, respectively. The 10 ms frame-duration also
conveniently coincides for example with the frame-length of the ITU’s G729
speech codec for speech communications, while it is a ‘sub-multiple’ of the
GSM system’s various full- and half-rate speech codec’s frame durations,
which were detailed in Chapter 8. We also note that a convenient mapping
of the video-stream of the H.263 videophone codec of Chapter 9 can be ar-
ranged on the 10 ms-duration radio frames for supporting interactive video
services, while on the move. In the FDD mode, a downlink physical channel
is defined by its spreading code and frequency. Furthermore, in the uplink,
the modem’s orthogonal in-phase and quadrature-phase channels are used
to deliver the data and control information simultaneously in parallel on
the modem’s I and Q branches - as it will be augmented in Figure 10.18 -
and hence the knowledge of the relative carrier phase, namely whether the
I or Q branch is involved, constitutes part of the physical channel’s iden-
tifier. On the other hand, in the TDD mode, a physical channel is defined
by its spreading code, frequency and timeslot. The format of the physical
channels is different for UTRA and IMT-2000. Hence, we will highlight
them individually, commencing with the UTRA structure.
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10.2.3.1 UTRA Physical Channels

Similarly to the transport channels of Table 10.3, the physical channels
in UTRA can also be classified, as dedicated and common channels. Ta-
ble 10.4 shows the type of physical channels and the corresponding mapping
of transport channels on the physical channels in UTRA.

Superframe (720 ms)

. _Radio frame (10 ms)

Radio frame #1 Radio frame #2 Radio frame #72

: Timeslot (0.625 ms)
>

Timeslot#1 | Timeslot #2 Timeslot #3 Timeslot #16

Figure 10.4: UTRA/IMT-2000 physical channel structure. On the UTRA
downlink DPDCH and DPCCH are interspersed by time-
multiplexing. On the uplink they are mapped to the I and Q
modem branches, as it will be augmented in the context of Fig-
ure 10.18.

The configuration of the information in the timeslots of the physical
channels differs from one another in the uplink and downlink, as well as in
the FDD and TDD modes. Figures 10.5 and 10.6 show the structure of one
timeslot for each physical channel on the downlink (DL) and uplink (UL),
respectively, in the FDD mode. The timeslot structures of the TDD mode
will be highlighted subsequently during our further discourse in this section.
The structure of the Synchronisation Channel (SCH) will be explained in
more detail in Section 10.2.9.

The dedicated physical channel of Figure 10.5 can be divided into a
dedicated physical data channel (DPDCH) and a dedicated physical con-
trol channel (DPCCH), both of which are bi-directional. The DPDCH is
used to transmit the DCH information between the base station and mo-
bile station. The DPCCH is used to transmit the pilot symbols, transmit
power control (TPC) commands and an optional so-called transport-format
indicator (TFI). At the time of writing, the number of pilot symbols and
the length of the TPC as well as TFI segments, which constitute the to-
tal overhead of the data channels, is undecided. Given that the TPC and
TFI segments render the transmission packets ‘self-descriptive’, the system
becomes very flexible, supporting burst-by-burst adaptivity, which sub-
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DPCCH DPDCH
Downlink Pilot
DPDCHY/ TPC | TFI Data
DPCCH Symbols

0.625 ms, 20 * 2k bits (k=0..6)

Downlink Pilot
Data
PCCPCH Symbols
0.625 ms, 20 bits
Downlink Pilot
Data
SCCPCH Symbols

0.625 ms, 20 * 2k hits (k=0..6)
DPCCH : Dedicated Physical Control Channel
DPDCH : Dedicated Physical Data Channel
PCCPCH : Primary Common Control Physical Channel
SCCPCH : Secondary Common Control Physical Channel
TPC : Transmit Power Control
TFI : Transport Format | ndicator

Figure 10.5: UTRA downlink FDD physical channel timeslot configuration,
which are mapped to the time slots of Figure 10.4. On the
UTRA downlink DPDCH and DPCCH are interspersed by time-
multiplexing. On the uplink they are mapped to the I and Q
modem branches, as it will be augmented in the context of Fig-
ure 10.18. The equivalent IMT-2000 structure is seen in Fig-
ure 10.7.

stantially improves the system’s performance [23,24], although this side-
information is vulnerable to transmission errors. The pilot symbols are used
to facilitate coherent detection on both the uplink and downlink - as it was
discussed in Chapter 9 in the context of QAM, - and also to enable the
implementation of performance enhancement techniques, such as adaptive
antennas and interference cancellation. The TPC commands provide a fast
and efficient power control scheme, which is essential in DS-CDMA using
the techniques to be highlighted in Section 10.2.8. The TFI carries infor-
mation concerning the instantaneous parameters of each transport channel
multiplexed on the physical channel.

On the UTRA FDD uplink of Figure 10.6, the DPDCH and DPCCH
messages of Table 10.4 are transmitted in parallel on the in-phase (I) and
quadrature-phase (Q) branches of the modem, as it will become more ex-
plicit during our further discourse in the context of Figure 10.18 [7]. By
contrast, at the top of the downlink structure of Figure 10.5, the DPDCH
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Uplink
DPDCH Data
0.625 ms, 10 * 2k bits (k=0..6)
Uplink :
P Pilot TPC TFI
DPCCH Symbols

0.625ms, 10 * 2k bits (k=0..6)

DPDCH : Dedicated Physical Data Channel
DPCCH : Dedicated Physical Control Channel
TPC : Transmit Power Control

TFI : Transport Format | ndicator

Figure 10.6: UTRA uplink FDD physical channel timeslot configuration, which
is mapped to the time slots of Figure 10.4. The DPDCH and
DPCCH messages are transmitted in parallel on the I and Q
branches of the modem of Figure 10.18. The equivalent IMT-2000
uplink FDD time-slot configuration is seen in Figure 10.8. These
DPDCH and DPCCH bursts are time-multiplexed at the top of
Figure 10.5, yielding 20 x 2* bits per 0.625 ms.

and DPCCH are time-multiplexed into one physical channel time-slot of
Figure 10.4. The reason for the parallel transmission on the uplink is to
avoid Electromagnetic Compatibility (EMC) problems due to discontinuous
transmission of the DPDCH of Table 10.4 [18]. Discontinuous transmission
occurs, when temporarily there are no data to transmit, but the link is still
maintained by the DPCCH. If the uplink DPCCH were time-multiplexed
with the DPDCH, as in the downlink of Figure 10.6, this could create short,
sharp energy spikes. Since the mobile station may be located near sensitive
electrical equipment, these spikes could affect these equipment.

The Primary Common Control Physical Channel (PCCPCH) of Ta-
ble 10.4 and Figure 10.5 is used by the base station in order to continuously
broadcast the BCCH information at a fixed rate of 20 bits/0.625 ms = 32
kbps to all mobiles in the cell. The Secondary Common Control Physical
Channel (SCCPCH) of Table 10.4 and Figure 10.5 carries the FACH and
PCH information on the downlink and they are transmitted only, when data
are available for transmission. Knowledge of the SCCPCH bit-rate can be
acquired from the BCCH information transmitted on the PCCPCH.

The parameter k in Figures 10.5 and 10.6 determines the spreading fac-
tor (SF) of the physical channel. The highest SF is 256 for & = 0, which
corresponds to the lowest channel bit-rate and the highest spreading gain,
while the highest channel bit-rate has a SF of 4, when k¥ = 6. Hence the
bit-rates available for the uplink DPDCH are 16/32/64/128/256/512/1024
kbps, due to the associated ‘payload’ of 10 x 2* bits per 0.625 ms bursts
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in Figure 10.6, where ¥ = 0...6. Recall that the uplink structure of
Figure 10.6 invoked I/Q multiplexing, as it will be demonstrated in Fig-
ure 10.18. By contrast, the downlink structure of Figure 10.5 refrains from
I/Q-multiplexing and the timeslot payload is 20 x 2¥ bits per 0.625 ms, but
the exact data rate is unspecified.

This hierarchically structured set of legitimate rates provides a high flex-
ibility in terms of the services supported. Notice that the channel bit-rates
of the downlink dedicated physical channels are twice as high as those of
the uplink dedicated physical channels. This is due to the time-multiplexed
DPCCH and DPDCH on the downlink of Figure 10.5, while the DPCCH
and DPDCH are transmitted in parallel on the modem’s I and Q branches
in the uplink of Figures 10.6 and 10.18. If higher bit-rates are required,
then several DPDCHs with only one DPCCH can be transmitted in paral-
lel, using a technique known as multicode transmission [25], which will be
explained in more detail in the context of Figure 10.16 in Section 10.2.5.
The SCCPCH also has a variable bit-rate, similarly to that of the downlink
dedicated physical channel portrayed at the bottom of Figure 10.5. On the
other hand, again, the PCCPCH has a constant bit-rate of 20 bits/0.625 ms
= 32 kbps. Since the chip rate is 4.096 Mcps and each time slot has a du-
ration of 0.625 ms, there will be 4.096 Mcps x 0.625 ms = 2560 chips per
time slot.

At this stage it is worth mentioning that the available control channel
rates are significantly higher in the 3G systems, than in their 2G counter-
parts of Table 1.1 in Chapter 1. For example, the maximum BCCH sig-
nalling rate in GSM is about an order of magnitude lower than the above
mentioned 32 kbps UTRA BCCH rate. In general, this increased control
channel rate will support a significantly more flexible system control than
the 2G systems. For comparison, we refer to the ‘Control Channel Rate’
row of Table 1.1. Having highlighted the UTRA physical channels, let us
now consider the corresponding IMT-2000 solutions.

10.2.3.2 IMT-2000 Physical Channels

The type of physical channels and their mapping to/from the transport
channels in IMT-2000 are shown in Table 10.5. The dedicated channels
of IMT-2000 are basically similar to those of Table 10.4 in UTRA. The
differences are in the common physical channels. The so-called ‘perch’
channel has a similar function to that of the SCH in UTRA. However,
as seen from the mapping in Table 10.5, the Broadcast Channel (BCH)
information is also carried by the perch channel, whereas in UTRA an
additional physical channel, namely the PCCPCH of Figure 10.5 is used to
carry the BCCH information.

These physical channels are also arranged in terms of superframes, radio
frames and timeslots, with parameters similar to those in UTRA, as it was
shown in Figure 10.4. However, the configuration of the timeslots is slightly
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Dedicated Physical Channels Transport Channels

Dedicated Physical Data Channel (DPDCH) (UL/DL) 7 DCH
Dedicated Physical Control Channel (DPCCH) (UL/DL)

Common Physical Channels Transport Channels
Physical Random Access Channel (PRACH) (UL) ——— RACH
Perch Channel (DL) BCH*
Common Physical Channel (CPCH) (DL) FACH
PCH

* BCH in IMT-2000 correspondsto BCCH in UTRA

Table 10.5: Mapping the transport channels of IMT-2000 to physical channels.
The equivalent mapping of UTRA is seen in Table 10.4.

DPCCH DPDCH DPCCH DPDCH DPCCH
Downlink R Dat TPC Dat Pilot
a a
DPDCH/ Symbols
DPCCH
0.625 ms, 20 * 2k hits (k=0..6)
; Pilot
Downlink Data
CPCH Symbols

0.625 ms, 20 hits

DPDCH : Dedicated Physical Data Channel
DPCCH : Dedicated Physical Control Channel
CPCH : Common Control Channel

TPC : Transmit Power Control

RI : Rate Information

Figure 10.7: IMT-2000 FDD downlink physical channel timeslot configuration,
which is mapped to the time slots of Figure 10.4. On the up-
link DPDCH and DPCCH are mapped to the I and Q modem
branches, as it will be augmented in the context of Figure 10.18.
The equivalent UTRA structure is seen in Figure 10.5.

different from those in UTRA, which is demonstrated by Figures 10.7 and
10.8 for the FDD downlink and uplink, respectively. The Rate Informa-
tion (RI) at the top of Figure 10.7 has the same function as the TFT of
Figure 10.5 in UTRA, rendering the transmission bursts ‘self-descriptive’
and hence IMT-2000 is also capable of supporting burst-by-burst adaptiv-
ity [23,24].

In contrast to the previous FDD structures of Figures 10.5-10.8, in TDD
operation, the burst structure of Figure 10.9 is used, where each time-slot’s
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Uplink
DPDCH Data
0.625 ms, 10 * 2k bits (k=0..6)
Uplink :
P Pilot TPC RI
DPCCH Symbols

0.625ms, 10 * 2k bits (k=0..6)

DPDCH : Dedicated Physical Data Channel
DPCCH : Dedicated Physical Control Channel
TPC : Transmit Power Control

RI : Rate Information

Figure 10.8: IMT-2000 FDD uplink physical channel timeslot configuration,
which is mapped to the time slots of Figure 10.4. On the IMT-
2000 downlink DPDCH and DPCCH are interspersed by time-
multiplexing. On the uplink they are mapped to the I and Q
modem branches, as it will be augmented in the context of Fig-
ure 10.18. The equivalent UTRA structure is seen in Figure 10.6.

0.625 ms
] . Pilot
Dedicated physical channel Datal TPC | RI Data2 Guard
(Burst 1 and Burst 2) Symbols
Pilot
Common physical channel Datal Data2 Guard
Symbols

Figure 10.9: Burst configuration in the IMT-2000/UTRA TDD mode, which is
augmented in Figure 10.11 for the dedicated physical channel.

transmitted information can be arbitrarily allocated to the downlink or up-
link, with the exception of the first burst in the TDD frame of Figure 10.10,
which is always assigned to the downlink. Hence, this flexible allocation of
the uplink and downlink burst in the TDD mode enables the use of an adap-
tive modem [23,24] whereby the modem parameters, such as the spreading
factor or the number of bits per symbol can be adjusted on a burst-by-burst
basis to optimize the link quality. This first slot, known as the ‘beacon slot’
only contains the downlink physical control information, such as the BCCH,
PCH, SCH or FACH information of Tables 10.4 and 10.5 for UTRA and
IMT-2000, respectively. Three examples of possible TDD uplink/downlink
allocations are shown in Figure 10.10. A symmetric uplink/downlink allo-
cation refers to a scenario, where an equal number of downlink and uplink
bursts are allocated within a frame, while in asymmetric uplink/downlink
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10 ms

0.625 ms

LJ T T O L 0 O A A O

a) Symmmetric UL/DL allocation with multiple switching points

L T T T O O S 0 R R A A O

b) Asymmetric UL/DL allocation with multiple switching points

L2 1 T T O O O B O B O

¢) Asymmetric UL/DL allocation with a single switching point
+ : Downlink * : Uplink

Figure 10.10: Uplink/downlink allocation examples for the 16 slots in IMT-
2000 and UTRA TDD operation using the timeslot configura-
tions of Figure 10.9. The first slot is always a downlink slot, pro-
viding physical control information for the mobile station, such
as the BCCH, PCH, SCH or FACH information.

allocation, there is an unequal number of uplink and downlink bursts, such
as for example in ‘near-simplex’ file download or video-on-demand. In the
TDD mode, the configuration of the information in the burst differs from
that in FDD mode due to the presence of a guard time. Figure 10.9 shows
an example of the TDD burst configuration for the common and dedicated
physical channels. In UTRA, two different traffic burst structures, known
as Burst 1 and Burst 2, are defined, as shown in Figure 10.11. The param-
eter k, where k = 0,1,2,3 in Figure 10.11 determines the spreading factor
of the burst. Hence, the spreading factor of a TDD burst can be variable,
ranging from 976/(61x 2%) = 2 t0 976/(61 x 2°) = 16, as derived from Burst
1. Following the same approach, it can be easily shown that the spreading
factor of Burst 2 is also in the range of 2 to 16, which was stipulated ear-
lier in Table 10.2. With these spreading factors, the channel bit-rate of a
single QPSK modulated TDD burst can be 512/1024/2048/4096 kbps, as
given in Table 10.2. Having highlighted the basic features of the various
UTRA/IMT-2000 channels, let us now consider, how the various services
are error protected, interleaved and multiplexed on the DPDCH, an issue
discussed with reference to Figure 10.12 in the context of UTRA /IMT-2000.
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61 x 2¢ datasymbols Midamble 61 x 2¢  datasymbols GP Burs 1
ur
976 chips 512 chips 976 chips 96 chips
69 x 2¢ datasymbols Midamble 69 x 2¢  datasymbols GP Burg 2
ur
1104 chips 256 chips 1104 chips 96 chips
0.625 ms

GP: Guard Period
k=0,1,2,3

Figure 10.11: Configuration of two different types of traffic bursts, as defined in
UTRA, namely Burst 1 and Burst 2. The midamble contains the
control symbols such as the pilot symbols, the TPC and RI, as
portrayed in Figure 10.9. At the time of writing, the number of
symbols in the respective fields in a TDD burst is still undecided
in IMT-2000.

10.2.4 Service Multiplexing and Channel Coding in
UTRA /IMT-2000

Service multiplexing is employed, when multiple services of identical and/or
different bit-rates requiring different quality of service (QoS) belonging to
the same user’s connection are transmitted. An example would be the si-
multaneous transmission of voice, video, data and handwriting transmission
service for a multimedia application. These issues were also addressed in
Chapter 9, where PRMA was used for multiplexing the various services. Ac-
cordingly, each service is represented by its corresponding transport chan-
nels, as described in Section 10.2.2. A possible method of transmitting
multiple services is by using code multiplexing with the aid of orthogonal
codes. Every service could have its own DPDCH and DPCCH, each as-
signed to a different orthogonal code. This method is not very efficient,
however, since a number of orthogonal codes would be reserved by a single
user, while on the uplink it would also inflict self-interference. Alterna-
tively, these services can be time-multiplexed into one or several DPDCHs,
as shown in Figure 10.12 for UTRA/IMT-2000.

Transport channels belonging to different services with different QoS re-
quirements are first channel coded individually, using various coding tech-
niques. Several forward error correction (FEC) techniques are proposed for
channel coding. The FEC technique used is dependent on the QoS require-
ment of that specific service. The potential FEC techniques are listed in
Table 10.6, together with their corresponding parameters. Convolutional
coding is used for services with a BER requirement on the order of 1072,
for example, for voice services. For services requiring a lower BER, namely
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Channel Static
Service#l —=  coding/ Rate
Interleaving Matching

Time Dynamic

Rate =1 Interleaver [——= DPDCH
Matching
Mux

Channel Static
Service#L —=  coding/ Rate
Interleaving Matching

Figure 10.12: Service multiplexing in UTRA /IMT-2000.

| | Convolutional | Reed-Solomon | Turbot |

BER requirement | 10—3 10-° 10-°
Rate 1/4to 1 TBD¥ 1/3 or 1/2
Constraint length | 9 N/A 3

TTurbo coding is still under investigation in ETSI, optional in IMT-2000
TBD : To be decided

Table 10.6: UTRA and IMT-2000 channel coding parameters.

on the order of 10~°, additional outer Reed-Solomon (RS) coding and outer
interleaving concatenated with the inner convolutional coding is applied.
These techniques were discussed in depth in Chapter 4. Instead of RS cod-
ing, turbo coding is proposed in IMT-2000 as an optional coding scheme.
Turbo coding is known to guarantee a high performance [28] over AWGN
channels at the cost of increased interleaving-induced latency or delay and
at a high implementational complexity. At the time of writing, turbo coding
is still under investigation within the ETSI. Each coded transport channel
is then interleaved by the ‘Channel coding/Interleaving’ block, as shown
in Figure 10.12. The depth of this so-called inner interleaving can range
from one radio frame (10 ms) to as high as 80 ms, depending on the type of
service being interleaved. For example, for a speech service, which belongs
to the so-called real-time or interactive services, but can tolerate a BER of
10~3t010~2, decoding time is critical and hence a short interleaver depth
is more feasible. On the other hand, for non-real-time services, such as
data services, more emphasis is placed on achieving a low BER, than on
fast decoding time, and hence a higher interleaver depth is more beneficial.
The effect of the interleaver depth was also studied in Chapter 4.

The output of each coded transport channel of Figure 10.12 will have
a different bit-rate. Hence, before time-multiplexing them on a physical
channel, a so-called static rate matching procedure is required, as seen
in Figure 10.12. Static rate matching is coordinated amongst the different
coded transport channels, such that the bit-rate of each channel is adjusted
to a level that fulfils its minimum QoS requirements [8]. On the downlink,
the bit-rate is also adjusted so that the total instantanenous transport
channel bit-rate approximately matches the defined bit-rate of the physical
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channel, as listed in Table 10.2. Static rate matching is based on code
puncturing, which was treated in Chapter 4, and repetition.

After static rate matching, the coded transport channels are time-
multiplexed, as portrayed in Figure 10.12 in order to produce the DPDCH
‘payload’. The total instantaneous bit-rate of the DPDCH ‘payload’ may
not be equal to the defined DPDCH bit-rate. Hence, a process referred to
as dynamic rate matching is used to match the instantaneous bit-rate
to one of the defined DPDCH bit-rates highlighted in Section 10.2.3. If the
instantaneous bit-rate exceeds the maximum defined DPDCH bit-rate of
1.024 Mbps, then multicode transmission is invoked, which is highlighted in
Section 10.2.5, whereby several DPDCHs are transmitted in parallel. After
the bit-rate of the multiplexed channels is matched to that of the DPDCH,
the data are interleaved, as seen in Figure 10.12.

Having highlighted the various channel coding techniques and having
seen the structures of the physical channels in FDD mode and TDD mode,
as illustrated by Figures 10.5-10.8 and Figure 10.11, respectively, let us now
consider, how services of different bit-rates are mapped on the dedicated
physical data channels (DPDCH) of Figures 10.5-10.8 and Figure 10.11
with the aid of two examples. Specifically, we consider the mapping of
several speech services on the DPDCH in FDD mode and an example of
the mapping of a 2.048 Mbps data service on the DPDCH in TDD mode.

10.2.4.1 Mapping Several Speech Services to the Physical Chan-
nels in FDD Mode [11]

In this example we shall assume that an 8 kbps G.729 speech codec was
used to compress the speech signal, generating 80 bits/10 ms. As illus-
trated in Figure 10.12, each service is first channel coded, before it is time-
multiplexed with other services in order to produce a single bit stream.
Figure 10.13 shows the channel coding procedure of an 8 kbps speech ser-
vice. Speech services usually have a moderate BER requirement, in the
region of 10~3. Hence, according to Table 10.6, convolutional coding will
be employed. Since the duration of a radio frame in UTRA/IMT-2000 is
10 ms, the incoming 8 kbps bit stream is first split into segments of 10 ms,
with each segment containing a total of 8 kbps x 10 ms = 80 bits, as
demonstrated in Figure 10.13. A 16-bit CRC checksum is then attached
to each 80-bit segment for the purpose of error detection. As a result,
the number of bits in a segment is increased to 16 + 80 = 96 bits, as il-
lustrated in Figure 10.13. Next, a block of 8 tail bits is concatenated to
the 96-bit segment in order to flush the shift registers of the convolutio-
nal encoder, as discussed also in the GSM system of Chapter 8. Thus a
total of 96 + 8 = 104 bits are conveyed to the convolutional encoder, as
shown in Figure 10.13. A coding rate of R = 1/3 and a constraint length
of K = 9 is used for the convolutional encoding, as listed in Table 10.6.
The output of the convolutional encoder will have a total of 104 bits x
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3 = 312 bits per 10 ms segment. Interleaving, which is optional, can be
performed across the frame after the convolutional encoding. The output
of the channel coding/interleaving block in Figure 10.12 constitutes a so-
called ‘dedicated channel (DCH) radio unit’, which is a 312-bit segment in
this case, as shown in Figure 10.13. Hence, the channel coding process has
increased the bit-rate of an 8 kbps speech service to 31.2 kbps.

Compressed @  — /""" "
speech bit stream L e

CRC checksum 3
| cre| | cre]

attachment
- 16 bit 80 bit
Tail —
Attachment ‘ Tail ‘
96 bits 8 hit

Convolutional
encoding

R=13, K=9

(96 + 8) x 3= 312 bits

Interleaving
(Optional)

312 bits

Dedicated ‘
Channel (DCH)
radio unit

312 bits
Figure 10.13: Convolutional coding of an 8 kbps speech service.

In order to illustrate the concept of service multiplexing and how these
multiplexed services are eventually mapped on the DPDCH, let us assume
that there are Q number of simultaneous speech services to be transmit-
ted in the same connection in the FDD mode. These speech services are
individually channel coded, as shown in Figure 10.12 and the channel cod-
ing procedure is illustrated in Figure 10.13. Hence, there will be @ sepa-
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rate DCH radio units at the input of the time-multiplexer of Figure 10.12,
as shown in Figure 10.14. These DCHs are time-multiplexed in order to
produce a single bit stream. We mentioned in Section 10.2.3, and also
emphasized in Table 10.2 and in Figures 10.5-10.8 that a single dedicated
physical data channel (DPDCH) can assume one of the available channel
bit-rates, namely 16/32/64/128/256/512/1024 kbps. Since the bit-rate of
the time-multiplexed DCHs may not be equal to any one of these bit rates,
rate matching has to be employed in order to adapt the time-multiplexed
bit-rate to one of the available DPDCH bit-rates within one radio frame,
as shown in Figure 10.12. As mentioned previously, rate matching can be
performed by bit puncturing or repetition. Hence for example, if only one
DCH is present, which has a bit-rate of 31.2 kbps, then rate matching will
increase this bit-rate to the nearest available DPDCH bit-rate, which is 32
kbps or 320 bits per radio frame. In the event, when the bit-rate of the time-
multiplexed DCH bit stream exceeds the maximum available bit-rate, then
multicode transmission is used, which will be highlighted in Section 10.2.5.
In this case, the bit-rate will be matched to any of the available channel bit-
rates within one radio frame, namely to Lx 16/32/64/128/256/512/1024
kbps, where L denotes the number of radio frames of equal rate required
to convey the information, as illustrated in Figure 10.14. After the bit-rate
is matched, interleaving is performed across each of the L radio frames in
order to produce the L DPDCHs. Let us now consider the channel coding
and mapping procedures of a 2.048 Mbps data service.

10.2.4.2 Mapping a 2.048 Mbps Data Service to the Physical
Channels in TDD Mode [10]

In contrast to 2G mobile systems, 3G mobile systems must be capable of
supporting data services with rates as high as 2 Mbps. Hence in this exam-
ple we will illustrate the mapping of a 2 Mbps data service to the dedicated
physical data channels (DPDCH) in TDD mode using the TDD bursts
shown in Figure 10.11. Unlike speech services, which have a moderate
BER requirement, a low BER on the order of 10~ is often required for the
transmission of data services. Hence, more powerful FEC methods, such as
turbo coding and concatenated inner convolutional/outer Reed-Solomon
(RS) coding are needed for channel coding, as shown in Table 10.6. In
this example, concatenated convolutional/RS coding will be invoked as the
channel coding technique. Similarly to the channel coding of a speech ser-
vice, as given in Figure 10.13, the incoming data bit stream of the 2 Mbps
data service is broken down into 10 ms segments, each containing 2 Mbps
x 10 ms = 20480 bits, as it can be seen in Figure 10.15. Each segment
is first coded using the outer Reed-Solomon coding scheme. Since the RS
coding rate is undecided at the time of writing, we will use the coding rate
of 200/210 in this example, as it was given in reference [10] noting that
a number of different-rate RS-coded user scenarios were also exemplified
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Time-muitiplex | DCH | DCH2 [ -
Rate matching
L x 10 ms
L x (160 x 2V)  bits
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L segmentation
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Figure 10.14: Mapping of the channel coded speech service portrayed in Fig-
ure 10.13 to the dedicated physical data channels of Figures 10.5-
10.8 in FDD mode. The value L denotes the number of radio
frames required to convey the information. When L > 1, multi-
code transmission, as highlighted in Section 10.2.5, is employed.
When L = 1, single code transmission is used. The corresponding
schematic is seen in Figure 10.12.

in the standard. Hence, the number of bits in a segment is increased to
20480 x 210/200 = 21504 bits at the output of the outer RS encoder, as
displayed in Figure 10.15. After the outer interleaving, X number of sig-
nalling bits from Layer 2 of the OSI seven-layer structure and 16 blocks
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of 8 tail bits are then added to the 21504-bit segment, before the inner
convolutional coding is applied. Following the example in reference [10], a
convolutional coding rate of 2/3 is used. Hence after channel coding, the
segment would contain [21504 + X + (16 x 8)] x 3/2 = 32256 + 3X /2 + 192
coded bits. These coded bits have to be mapped to the TDD physical chan-
nels of Figure 10.11, where two configurations are defined, namely Burst 1
and Burst 2. Assuming a spreading factor of 16, Burst 1 can accommodate
a total of 2 x 976 chips/16=122 symbols, which constitute 244 bits, when
QPSK modulation is used. On the other hand, Burst 2 can accommodate
2 x 1104 chips/16=138 symbols or 276 bits. In TDD mode, two methods
can be used to transmit a block of data, either allocating several time-
slots or allocating several orthogonal codes per time-slot, as in multicode
transmission. Each burst must contain either 244 bits or 276 bits, again,
assuming that the spreading factor is 16. Hence, either bit puncturing or
repetition has to be used in order to adapt the coded bit stream such that
the total number of bits in the segment becomes an integer factor of either
244 bits, as in Burst 1, or 276 bits, as in Burst 2. At the left of Figure 10.15,
we see that puncturing is used in order to reduce the total number of bits
to 117 x 244 = 28548 bits, such that 117 bursts of ‘Burst 1’ are used for
transmission. Alternatively, the coded bit stream can be punctured in or-
der to reduce the total number of bits in a segment to 104 x 276 = 28704
bits, as illustrated at the right of Figure 10.15 for transmission, using 104
‘Burst 2’ type packets. These bits are then QPSK modulated and mapped
to the dedicated physical channels seen in Figure 10.11.

Following the above brief discussions on service multiplexing, channel
coding and interleaving, let us now concentrate on the aspects of variable-
rate and multicode transmission in UTRA/IMT-2000.

10.2.5 Variable Rate and Multicode Transmission in
UTRA /IMT-2000

Three different techniques have been proposed for supporting variable
rate transmission, namely multicode-, modulation-division multiplexing-
(MDM) and multiple processing gain (MPG) based techniques [29]. UTRA
and IMT-2000 employ a number of different processing gains, or variable
spreading factors in order to transmit at different channel bit-rates, as
highlighted previously in Section 10.2.3. We argued in Chapter 1 that the
spreading factor has a direct effect on the performance and capacity of a
DS-CDMA system. Since the chip rate is constant, the spreading factor -
which is defined as the ratio of the spread bandwidth to the original infor-
mation bandwidth - becomes lower, as the bit-rate increases. Hence, there
is a limit to the value of the spreading factor used, which is 4 in FDD mode
in the proposed 3G standards. Multicode transmission [25,29,30] is used,
if the total bit rate to be transmitted exceeds the maximum bit-rate sup-
ported by a single DPDCH, which was stipulated as 1.024 Mbps. When
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Figure 10.15: Channel coding of a 2 Mbps data service using concatenated
convolutional /Reed-Solomon coding and mapping to the TDD
dedicated physical channels, namely Burst 1 and Burst 2, as
shown in Figure 10.11 for a spreading factor of 16. The cor-
responding schematic is seen in Figure 10.12.
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DPCCH DPDCH Physical Channel 1
DPDCH Physical Channel 2
DPDCH Physical Channel L

0.625 ms

Figure 10.16: Downlink FDD slot format for multicode transmission in IMT-
2000/UTRA, based on Figure 10.5, but dispensing with trans-
mitting DPCCH over all multicode physical channels.

this happens, the bit-rate is split amongst a number of spreading codes
and the information is transmitted using two or more codes. However,
only one DPCCH is transmitted during this time. Hence, on the uplink,
one DPCCH and several DPDCH are code-multiplexed and transmitted
in parallel, as it will be augmented in the context of Figure 10.18. On
the downlink, the DPDCH and DPCCH are time-multiplexed on the first
physical channel associated with the first spreading code. If more physical
channels are required, the DPCCH part in the slot will be left blank, as
shown in Figure 10.16.

10.2.6 Spreading and Modulation

As we argued in Chapter 1, the performance of DS-CDMA is interference
limited [31]. The majority of the interference originates from the transmit-
ted signals of other users within the same cell, as well as from neighbouring
cells. This interference is commonly known as multiple access interference
(MATI). Another source of interference, albeit less dramatic, is a result of
the wideband nature of CDMA, which causes several replicas of the trans-
mitted signal to reach the receiver at different time instants, hence inflicting
what is known as inter-path interference. However, the advantages gained
from wideband transmissions, such as multipath diversity and the noise-like
properties of interference, outweigh the drawbacks.

In order to reduce the MAI and hence to improve the systems’s per-
formance and capacity, the IMT-2000/UTRA physical channels are
spread using two different codes, namely the so-called channel-
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ization code® and a typically longer so-called scrambling code. By
contrast, recall that in the IS-95 CDMA system of Chapter 1, for exam-
ple in the downlink schematic of Figure 1.42, there were three different
orthogonal codes. Namely the 64-chip Walsh-codes of Figure 1.41, the in-
phase and quadrature-phase pseudo-noise sequences, PNIT and PNQ, which
are the so-called ‘short-codes’ of 32768 chip-duration and the 24> — 1 chip-
duration long codes. The IS-95 short codes are the same cell-specific codes
in both the uplink and downlink, while the long codes are user-specific and
they are also identical in the uplink and downlink. The cdma2000 system
of Section 10.3 follows the IS-95 philosophy.

10.2.6.1 Orthogonal Variable Spreading Factor Codes in UTRA/
IMT-2000

The UTRA/IMT-2000 channelization codes are derived from a set of or-
thogonal codes known as Orthogonal Variable Spreading Factor (OVSF)
codes [32]. OVSF codes are generated from a tree-structured set of orthog-
onal codes, such as the Walsh-Hadamard codes of Chapter 1, using the
procedure shown in Figure 10.17. Each channelization code is denoted by
CN,n, Wheren =1,2,...,N and N = 2%,z = 2,3,...8. Each code cn,, is
derived from the previous code c(n/2),, as follows [32] :

CN,1 C(N/2),1|C(N/2),1

CN,2 c(n/2)1|Cn/2) 1

CN3 | = (N /2) 216N /2),2 : (10.1)
CN.N C(N/2)’(N/2)|E(N/2),(N/2)

where [|] denotes an augmented matrix and ¢ n/2),, is the binary com-
plement of c(n/2),,,- Hence, for example, according to Equation (10.1)
and Figure 10.17 ¢n,1 = cg,1 is created by simply concatenating C(N/2),1
and c(n/2),1, which simply doubles the number of chips. By contrast,
CNj2 = cg2 is generated by attaching ¢ n/2),1 t0 ¢(n/2),1- From Equa-
tion (10.1) we see that, for example, en;1 and cy 2 at the left-hand side
of Equation (10.1) are not orthogonal to ¢(n/2)1, since the first half of
both was derived from c(n/2),1 in Figure 10.17, but they are orthogonal to
c(N/2)mom = 2,3,...,(N/2). The code c¢(n/2),1 in Figure 10.17 is known
as the mother code of the codes cn,1 and cn 2, since these two codes are
derived from c(y/2),1.- The codes on the ‘highest’-order branches (k = 6) of
the tree at the left of Figure 10.17 have a spreading factor of 4 and they are
used for transmission at the highest possible bit-rate for a single channel,
which is 1024 kbps. On the other hand, the codes on the ‘lowest’-order
branches (k = 0) of the tree at the right of Figure 10.17 have a spreading
factor of 256 and these are used for transmission at the lowest bit-rate,

2Tn TMT-2000, the channelization codes are known as spreading codes.
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Figure 10.17: Orthogonal variable-spreading factor code tree in UTRA/IMT-
2000 according to Equation 10.1. The parameter k in the figure
is directly related to that found in Figures 10.5-10.8.

which is 16 kbps. Orthogonality between parallel transmitted channels of
the same bit rate is preserved by assigning each channel a different orthog-
onal code accordingly. For channels with different bit-rates transmitting
in parallel, orthogonal codes are assigned, ensuring that no code is the
mother-code of the other. Hence, OVSF channelization codes provide total
isolation between different users’ physical channels on the downlink which
transmits all codes synchronously and hence eliminates multiple access in-
terference. OVSF channelization codes also provide orthogonality between
the different DPDCHs seen in Figure 10.16 during multicode transmission.

However, since there is only a limited set of OVSF codes, which is likely
to be insufficent to support a large user-population, while also allowing
identification of the base stations by the mobile stations on the downlink,
each cell will reuse the same set of OVSF codes. However, orthogonal
codes, such as the orthogonal OVSF codes, in general exhibit poor asyn-
chronous cross-correlation properties [33] and hence the cross-correlations
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of the OVSFs of adjacent asynchronous base stations will become unaccept-
ably high, degrading the correlation receiver’s performance at the mobile
station. On the other hand, certain long codes such as Gold codes, exhibit
low asynchronous cross-correlation, which is advantageous in CDMA appli-
cations [3]. Hence in UTRA /IMT-2000, cell-specific long codes are used in
order to reduce the inter-cell interference on the downlink. On the uplink,
MATI is reduced by assigning different scrambling codes to different users.
Table 10.7 shows the parameters and techniques used for spreading and
modulation in UTRA and IMT-2000, which will be discussed in depth in
the next section.

Channelization

Scrambling codes
codes

Type of OVSFEF DL : Gold codes (UTRA /IMT-2000),

codes (Section 10.2.6.1) Extended very large (VL) Kasami codes (UTRA)
UL : Gold codes

Code Variable DL : 10 ms of (218 — 1)-chip Gold code

length UL : 10 ms of (24! — 1)-chip Gold code,
256-chip Kasami code (UTRA),
737.28 s of (241 — 1)-chip Gold code (IMT-2000)

Type of DL : BPSK DL : BPSK (UTRA), QPSK (IMT-2000)
spreading UL : BPSK UL : QPSK

Data DL : QPSK (FDD and TDD)
Modulation UL : BPSK (FDD), QPSK (TDD)

Table 10.7: UL/DL and FDD/TDD spreading and modulation parameters in
UTRA /IMT-2000.

10.2.6.2 Uplink Spreading and Modulation

Let us commence our discourse with a brief note concerning the choice of
spreading codes in general [34,35]. Suffice to say that the traditional mea-
sures used in comparing different codes are their cross-correlations (CCL)
and auto-correlation (ACL). If the CCL of the channelization codes of diffe-
rent users is non-zero, this will increase their interference, as perceived by
the receiver. Hence a low CCL reduces the MAIL The so-called out-of-phase
ACL of the codes, on the other hand, plays an important role during the
initial synchronization between the base station and mobile station, which
has to be sufficiently low in order to minimize the probability of synchro-
nizing to the wrong ACL peak. Let us now continue our discourse with
the uplink spreading issues with reference to Table 10.7. A model of the
uplink transmitter for a single DPDCH is shown in Figure 10.18 [7]. We
have seen in Figure 10.6 that the DPDCH and DPCCH are transmitted
in parallel on the I and Q branches of the uplink, respectively. Hence, to
avoid I/Q channel interference, different orthogonal spreading codes are
assigned to the DPDCH and DPCCH on the I and Q branches, respec-
tively. The technique is referred to as dual-channel spreading. These
two channelization codes for DPDCH and DPCCH, denoted by ¢p and c¢
in Figure 10.18, respectively, are allocated in a pre-defined order. Hence,
the base station and mobile station only need to know the spreading factor
of the channelization codes, but not the code itself. After spreading, the
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BPSK modulated T and Q branch signals are summed in order to produce
a complex signal, where G in Figure 10.18 is a power gain adjustment for
the DPCCH. In the event of multi-code transmission, different orthogonal
spreading codes are assigned to each DPDCH for the sake of maintaining
orthogonality and they can be transmitted on either the I or Q branch. In
this case, the base station and mobile station have to agree on the number
of channelization codes to be used.

The complex signal is then scrambled by a user-specific complex scram-
bling code, denoted by cscramp in Figure 10.18 [7]. This scrambling code is a
complex Gold code constructed from two m-sequences using the polynomi-
als of 14+ X2+ X*! and 1+ X2°+ X*! following the procedure highlighted
by Proakis in reference [26]. This code is also shown in Table 10.7. The
Q-branch Gold code is a shifted version of the I-branch Gold code, where
a shift of 1024 chips was recommended. Each Gold code is rendered diffe-
rent from one another by assigning a unique initial state to one of the shift
registers of the m-sequence. The initial state of the other shift register
is a continuous sequence of logical ’1’. The base station will inform the
mobile station about the specific initial sequence used via the access grant
message. Complex-valued scrambling balances the power on the T and Q
branches. This can be shown by letting ¢! and ¢% be the T and Q branch
scrambling codes, respectively. The spread data of Figure 10.18 [7] can be
written as:

d(t) = cp - bpppcu + jG - co - bppccH, (10.2)

where bpppcn and bppcocp represent the DPDCH message and the DPCCH
message, respectively. Assuming that the power level in the T and Q
branches of Figure 10.18 is unbalanced due to their different bit-rates or
different QoS requirements on DPDCH and DPCCH and if only real-valued
scrambling is used, then the output becomes:

s(t) = Cg (¢p - boppen + jG - co - bopocH) , (10.3)

which is also associated with an unbalanced power level on the I and Q
branches. By contrast, if complex-valued scrambling is used, then the out-
put of Figure 10.18 [7] becomes:

s(t) = (cp-bpppon + jG - co - bppocn) - (e +5c9)  (10.4)
= ¢l -cp-bpppon — G- c? - co - bopocn (10.5)
+j (cg -¢p - bppper + G - el - co - bopccH) - (10.6)

As it can be seen, the power on the T and Q branches is the same, regardless
of the power level of the DPDCH and DPCCH. Hence complex scrambling
improves the power efficiency by reducing the peak-to-average power fluc-
tuation. This also relaxes the linearity requirements of the up-link power
amplifier used. The whole process of spreading using orthogonal codes and
complex-valued scrambling codes is known in this context as Orthogonal
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Figure 10.18: FDD uplink transmitter in UTRA /IMT-2000.

Complex QPSK (OCQPSK) modulation®. The pulse shaping filters, p(t),
are root-raised cosine Nyquist filters with a roll-off factor of 0.22, which
were introduced in Chapter 9.

Because of the asynchronous nature of the mobile stations’ uplink trans-
missions, every user can employ the same set of channelization codes. In
UTRA, instead of the long Gold scrambling code of (24! — 1) chip duration,
short scrambling codes such as extended very large (VL)-Kasami codes of
length 256 chips can be used. This code was introduced in order to ease the
implementation of multiuser detection at the base station [18]. Explicitly,
the multiuser detector has to invert the so-called system matrix [36], the
dimension of which is proportional to the sum of the channel impulse re-
sponse duration and the spreading code duration. Hence using a relatively
short spreading code is an important practical consideration. Let us now
consider the downlink modulation and spreading.

10.2.6.3 Downlink Spreading and Modulation

The time-multiplexed DPDCH and DPCCH burst at the top of Figure 10.5
are first QPSK modulated in order to form the I and Q channels, before
spreading to the chip rate using the OVSF channelization code c., of Sec-
tion 10.2.6.1. Different users are assigned different channelization codes
for maintaining their orthogonality. The base station will inform the users
about their corresponding channelization codes via the Access Grant Mes-
sage.

The resulting signal in Figure 10.19 is then scrambled by a cell-specific
scrambling code Cseramp- As seen in Table 10.7, this scrambling code is in
a complex, i.e. QPSK form in IMT-2000, while in UTRA, it is in a real
or BPSK form. The scrambling code is selected from one of 32 groups
of scrambling codes, each group containing 16 different scrambling codes,
giving a total of 512 available scrambling codes [12]. The reason for catego-

30CQPSK is also known as Hybrid PSK (HPSK)
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Figure 10.19: FDD/TDD downlink transmitter in UTRA /IMT-2000.

rizing the scrambling codes into groups is to facilitate fast cell identification,
which will be augmented in Section 10.2.9. Similarly to the downlink, the
pulse shaping filters are root-raised cosine Nyquist filters with a roll-off
factor of 0.22, which were discussed in Chapter 9. Figure 10.19 shows the
model of a UTRA/IMT-2000 downlink transmitter for one user.

10.2.7 Random Access

If data transmission is initiated by a mobile station, it is required to send a
random access request to the base station. Since such requests can occur at
any time, collisions may result, when two or more mobile stations attempt
to access the network simultaneously. Hence in order to reduce the proba-
bility of a collision, the random access procedure in UTRA is based on the
slotted ALOHA technique [8], which is a statistical multiplexing procedure
similar to the PRMA technique discussed in Chapter 9.

Random access requests are transmitted to the base station via the Ran-
dom Access Channel (RACH). UTRA and IMT-2000 have different RACH
burst structures. The burst structure of the RACH in UTRA is shown in
Figure 10.20 which is transmitted according to the regime of Figure 10.22,
as it will be described during our forthcoming discourse. The duration of
one random access burst is 11.25 ms. It consists of a preamble and a mes-
sage part, while between the preamble and message portion of the burst
there is an idle period of 0.25 ms duration. The purpose of the idle period
is to allow the base station to detect the preamble and then to prepare
subsequently for receiving the message itself [8]. The preamble carries a
signature, which is a complex orthogonal Gold code of length 16, spread by
a cell-specific 256-chip orthogonal Gold code. The structure of the message
part is shown in Figure 10.21, whereby the data and control information
are transmitted in parallel, again, by mapping them on the I and Q modem
branches, as seen in Figure 10.18. The control part seen at the bottom of
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Preamble Message
1ms Idle 10ms
period
0.25ms

Figure 10.20: Structure of the UTRA random access burst, which is detailed
in Figure 10.21.

Required )
Data part MSID ) Optional user packet CRC
Service

Control part | P| RI| P RI| oo

Figure 10.21: Structure of the 10 ms-duration UTRA random access burst mes-
sage part seen in Figure 10.20. The data and control parts are
mapped on the I and Q modem branches in Figure 10.18. RI is
the spreading-factor-related rate information, while P represents
the pilots.

Figure 10.21 simply contains the pilot symbols (P) and rate information
(RI), which contains information about the spreading factor used by the
data part. Hence this control part must be detected first in order to infer
the spreading factor of the data part at the top of Figure 10.21. The control
part has a fixed bit-rate with a spreading factor of 256. On the other hand,
the data part of Figure 10.21 can have a spreading factor ranging from 32
to 256, which is communicated to the base station with the aid of the RI
in the control part, as mentioned previously. The data part consists of a
random mobile station identification (MS ID), a ‘Required Service’ field
and Cyclic Redundancy Checking (CRC) for error detection. The required
service indicates the function of the random access burst. If the actual in-
formation packets to be transmitted from the mobile station are short and
infrequent, then these packets can be transmitted in the 1‘Optional user
packet’ field of Figure 10.21. However, if the packets to be transmitted are
long and frequent, then the mobile station will request a dedicated phy-
sical channel to be set up in order to transmit those packets. Whether a
short packet is transmitted or a request is made for allocating a dedicated
physical channel, is indicated in the required service field.

Before any random access burst can be transmitted, the mobile station
has to obtain certain information via the downlink BCCH transmitted on
the Primary CCPCH according to the format of Figure 10.5. The informa-
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Figure 10.22: ALOHA-based physical uplink random access bursts in UTRA,
which are transmitted using the RACH burst format of Fig-
ures 10.21 and 10.21.

tion includes the cell-specific spreading codes for the preamble and the mes-
sage of Figures 10.20 and 10.21 itself, the available signatures, the uplink
access slots of Figure 10.22, which can be contended for in ALOHA mode
and the spreading factors for the message, the interference level measured
at the base station, and the Primary CCPCH transmit power level. All
this information can be readily available, once synchronization is achieved,
as it will be discussed in Section 10.2.9.

The random access slot starting instants are spaced 1.25 ms apart in
Figure 10.22. The random access burst can only be transmitted in one of
these access slots. Hence, the physical random access channel scheduling
takes place, as shown in Figure 10.22, with 8 available access slots in a
10 ms frame duration. After acquiring all the necessary information via
the BCCH which is mapped on the PCCPCH according to the format
of Figure 10.5, the mobile station will randomly select a signature from
the available signatures and will commence transmitting its uplink RACH
bursts according to the formats of Figures 10.20 and 10.21 on a randomly
selected access slot chosen from the set of available access slots as seen
in Figure 10.22. The transmit power is adjusted via an open-loop power
control scheme, which will be highlighted in Section 10.2.8.2 since at this
stage of the mobile station’s access no closed-loop power-control is possible.

After the RACH burst is transmitted, the mobile station will listen
for the acknowledgement of reception transmitted from the base station
on the FACH of Table 10.4. If the mobile station fails to receive any
acknowledgement after some pre-defined time, it will retransmit the RACH
burst in another randomly selected slot of Figure 10.22 and the procedure
is repeated.

In IMT-2000 a different random access burst structure is used, which
is shown in Figure 10.23. The data are carried on the I branch, while the
signature is repeatedly transmitted on the Q branch of the modem, as seen
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| Data

Q Signature | Signature | oo Signature

Figure 10.23: Structure of the 10 ms-duration IMT-2000 uplink random ac-
cess burst. The corresponding UTRA-burst was shown in Fig-
ure 10.21, while the ALOHA procedure obeys Figure 10.22. The
data and the signature are mapped to the I and Q branches of
Figure 10.18.

in Figure 10.18. The procedure of access request is the same as in UTRA.
Let us now consider the issues of power control in the next section.

10.2.8 Power Control

Accurate power control is essential in CDMA in order to mitigate the so-
called near-far problem [37,39], as we argued in Chapter 1. Furthermore,
power control has a dramatic effect on the coverage and capacity of the
system.

10.2.8.1 Closed-Loop Power Control in UTRA /IMT-2000

Closed-loop power control is employed on both the uplink and downlink.
Since the power control procedure is the same on both links, we will only
elaborate on the uplink procedure, noting that the TPC commands are
conveyed in the downlink and uplink directions according to the format of
Figures 10.5 and 10.6, respectively.

The base station measures the received power of the desired uplink
DPCCH transmitted using the schematic of Figure 10.18 after RAKE com-
bining and also estimates the total received interference power in order to
obtain the estimated Signal-to-Interference Ratio (SIR). This SIR estima-
tion process is performed every 0.625 ms, or a timeslot duration, in which
the SIR estimate is compared to a target SIR. The value of the target SIR
depends on the required quality of the connection. According to the val-
ues of the measured and required SIRs, the base station will generate a
transmit power control (TPC) command, which is conveyed to the mobile
station using the burst at the top of Figure 10.5. If the estimated SIR is
higher than the target SIR, the TPC command will instruct the mobile
station to lower the transmit power of the DPDCH and DPCCH by a step
size of Arpe dB. Otherwise, the TPC command will instruct the mobile
station to increase the transmit power by the same step size. The step
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size may differ from cell to cell and it is typically 0.25-1.5 dB*. Explicitly,
transmitting at an unnecessarily high power reduces the battery life, while
degrading other users’ reception quality, who - as a consequence - may re-
quest a power increment, ultimately resulting in an unstable overall system
operation.

On the downlink, so-called base station-diversity combining may take
place, whereby two or more base stations transmit the same information to
the mobile station in order to enhance its reception. These base stations are
known as the active base station set of the mobile station. Power control is
performed by all the base stations independently. Hence, the mobile station
may receive different TPC commands from its active set of base stations.
In this case, the mobile station will adjust its transmit power according to a
simple algorithm, increasing the transmit power only, if the TPC commands
from all the base stations indicate an ‘increase power’ instruction. If one
of the base stations issued a ‘decrease power’ TPC command, then the
mobile station will decrease its transmit power according to the required
step size. If the mobile station received more than one ‘decrease power’
TPC command, then it will decrease its transmit power according to the
largest step size indicated. In this way, the multiuser interference will be
kept to a minimum without significant deterioration of the performance,
since at least one base station has a good reception. Again, the uplink and
downlink procedures are identical, obeying the TPC transmission formats
of Figures 10.5 and 10.6, respectively.

10.2.8.2 Open-Loop Power Control During the Mobile Station’s
Access

As mentioned in Section 10.2.7, open-loop power control is used to adjust
the transmit power for the random access burst of Figures 10.20-10.23,
since no closed-loop operation is feasible at this stage of the mobile sta-
tion’s access request. Prior to any data burst transmission, the mobile
station would have acquired information about the interference level mea-
sured at the base station and also about the base station’s Primary CCPCH
transmitted signal level, which are conveyed to the mobile station via the
BCCH according to the format of Figure 10.5. At the same time, the mo-
bile station would also measure the power of the received Primary CCPCH.
Hence, with the knowledge of the transmitted and received power of the
Primary CCPCH, the downlink path loss can be found. The random access
burst of Figures 10.20-10.23 should be received by the base station under
all practical conditions. Since the interference level and the path loss are
now known, the required transmitted power of the random access burst can
be readily calculated.

4Tn TMT-2000, the step size is fixed at 1dB
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10.2.9 Cell Identification

System- and cell-specific information are conveyed via the BCCH transmit-
ted by the Primary CCPCH of Table 10.4 and Figure 10.5 in UTRA or over
the so-called Perch Channel of Table 10.5 in IMT-2000, which is transmit-
ted according to the format of Figure 10.24 from the corresponding base
station to the mobile station, as mentioned in Section 10.2.3. Figure 10.24
will be detailed in our forthcoming discourse. Before a mobile station can
access the network, a variety of system- and cell-specific information has
to be obtained. The Primary CCPCH of Figure 10.5 is also spread by a
cell-specific scrambling code, identical to the scrambling code ¢seramp shown
in Figure 10.19, which minimises the inter-cell interference and assists in
identifying the cells. Hence, the first step for the mobile station is to recog-
nize this scrambling code and to synchronize with the corresponding base
station.

As specified in Section 10.2.6.3, there are a total of 32x16=512 down-
link scrambling codes available in the network. Theoretically it is possible
to achieve scrambling code identification by cross-correlating the Primary
CCPCH broadcast signal with all the possible 512 scrambling codes. How-
ever, this would be an extremely tedious and slow process, unduly delaying
the mobile station’s access to the network. Furthermore, synchronization
between the base station and the mobile station has to be established. In
order to achieve a fast cell identification by the mobile station, UTRA and
IMT-2000 adopted a 3-step approach [38], which invoked the synchroniza-
tion channel (SCH) and the perch channel broadcast from all the base sta-
tions in the network, respectively. The perch channel of IMT-2000 basically
carries out the functions of the SCH in UTRA. The SCH is transmitted
during frame synchronization along with all the downlink physical channels,
as it will be highlighted in the context of Figure 10.24. The concept behind
this 3-step approach is to divide the total number of possible scrambling
codes into groups, in this case into 32 groups, each containing a smaller set
of scrambling codes, namely 16 codes, yielding a total of 512 codes. Once
the knowledge of which group the scrambling code belongs to is acquired,
the mobile station can proceed to search for the correct scrambling code
from a smaller subset of the possible codes.

The frame structure of the downlink synchronization channel is shown
in Figure 10.24, where the slots correspond to those shown in Figure 10.4.
It consists of two sub-channels, the so-called Primary SCH and Secondary
SCH, transmitted in parallel using orthogonal code multiplexing. As seen
in Figure 10.24, in the Primary SCH an unmodulated orthogonal Gold
code, known as the Primary Synchronization Code (PSC), of length 256
chips is transmitted periodically at the beginning of each slot, which is
denoted by ¢, in Figure 10.24. The same PSC is used by all the base
stations in the network. This allows the mobile station to establish slot-
synchronization and to proceed to the frame-synchronization phase with
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the aid of the secondary SCH. On the Secondary SCH, a sequence of 16
different consecutive unmodulated orthogonal Gold codes, each of length
256 chips, are transmitted with a period of one radio frame duration, ie
10 ms, as seen at the bottom of Figure 10.24. An example of this sequence
would be

C1 €1 C2 C11 Cg C3 C15 C7 €8 C8 C7 C15 C3 C6 C11 C2, (10.7)

where each of these 16 orthogonal Gold codes are selected from a set of
17 different orthogonal Gold codes, known as Secondary Synchronization
Codes (SSC). These 17 SSCs are also orthogonal to the PSC. The specific
sequence of 16 SSCs, denoted by c},...,c!6 wherei = 1,...,17 in Fig-
ure 10.24 is used as a code in order to identify and signal to the mobile
station, which of the 32 scrambling code groups the scrambling code - which
is used by the particular base station concerned - belongs to. Specifically,
when each of the 17 legitimate 256-chip sequences can be picked for any of
the 16 positions in Figure 10.24 and with no other further constraints, one

could construct
repeated __ i ‘|‘j -1
Cij = j

(i+7—1)
10 —1)!
32!

16! - 16!
601, 080, 390 (10.8)

different such sequences, where i = 17 and 5 = 16. However, the 16 different
256-chip sequences seen at the bottom of Figure 10.24 must be constructed
such that their cyclic shifts are also unique. In other words, none of the
cyclic shifts of the 32 required 16 x 256 = 4096-chip sequences can be
identical to any of the other sequences’ cyclic shifts. Provided that these
conditions are satisfied, the 16 specific 256-chip secondary SCH sequences
can be recognized within one 10 ms-radio frame-duration of 16 slots and
hence both slot and frame synchronization can be established within the
particular frame received. The BCH data of Table 10.5 in IMT-2000 and
the pilot symbols following the PSC only appeared in the perch channel,
as illustrated by the dotted slot in Figure 10.24. By contrast, these two
types of information are transmitted in the PCCPCH in UTRA, as shown
in Figure 10.5. Using this technique, initial cell identification and synchro-
nization can be carried out in three basic steps. Step one: The mobile
station uses the 256-chip PSC of Figure 10.24 to perform cross-correlation
with all the received Primary SCHs of the base stations in its vicinity. The
base station with the highest correlator output is then chosen, which consti-
tutes the best cell site with the lowest path loss. Several periodic correlator
output peaks have to be identified in order to achieve a high detection re-
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One radio frame (10 ms)

256 chips

-
¢p | BCH data Ploep |- Primary SCH
c! €2 | o Secondary SCH

One slot (0.625 ms, 2560 chips)
¢p : Primary Synchronization Code
cg,i =1,...,17;7=1,...,16 : Secondary Synchronization Code
P : Pilot Symbols

Figure 10.24: Frame structure of the UTRA/IMT-2000 downlink synchroniza-
tion channel, which is mapped on the slots of Figure 10.4. The
primary and secondary SCH are transmitted in parallel using or-
thogonal codes. In IMT-2000, the BCH data are correlated with
the possible scrambling codes [8].

liability. Slot synchronization is also achieved in this step by recognizing
the 16 consecutive ¢, sequences, providing 16 periodic correlation peaks.

Step two: Once the best cell site is identified, the scrambling code
group of that cell site is found by cross-correlating the Secondary SCH
with the 17 possible SSCs in each of the 16 timeslots of Figure 10.24.
This can be easily implemented using 17 correlators, since the timing of
the SSCs is known from Step 1. Hence, there are a total of 16 x 17 =
272 correlator outputs. From these outputs, a total of 32 x 16 = 512
decision variables corresponding to the 32 possible sequences and 16 cyclic
shifts of each 16 x 256 = 4096-chip sequence are obtained. The highest
decision variable determines the scrambling code group. Consequently,
frame synchronization is also achieved.

Step three: With the scrambling code group identified and frame
synchronization achieved, the scrambling code is acquired in UTRA by
cross-correlating the received Primary CCPCH signal symbol-by-symbol
with the 16 possible scrambling codes belonging to the identified group. In
IMT-2000, the cross-correlation is performed on the BCH data symbol-by-
symbol. Once the exact scrambling code is identified, the BCCH informa-
tion of Table 10.4, which is conveyed by the PCCPCH of Figure 10.5, can
be detected. Let us now consider some of the associated handover issues.
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10.2.10 Handover

Theoretically, DS-CDMA has a frequency reuse factor of one [40]. This
implies that neighbouring cells can use the same carrier frequency without
interfering with each other, unlike in TDMA or FDMA. Hence, seamless
uninterrupted handover can be achieved, when mobile users move between
cells, since no switching of carrier frequency and synthesizer re-tuning is
required. However, in hierarchical cell structures (HCS)®, using a different
carrier frequency is necessary in order to reduce the inter-cell interference.
In this case, interfrequency handover is required. Furthermore, since the
various operational GSM systems used different carrier frequencies, han-
dover from UTRA systems to GSM systems will have to be supported dur-
ing the transitory migration phase, while these systems will co-exist. Hence,
handovers in terrestrial UMTSs can be classified into inter-frequency and
intra-frequency handovers.

10.2.10.1 Intra-frequency Handover or Soft Handover

Soft handover [41,42] involves no frequency switching, since the new and
old cells use the same carrier frequency. The mobile station will contin-
uously monitor the received signal levels from the neighbouring cells and
compares them against a set of thresholds. This information is fed back to
the network. Based on this information, if a weak or strong cell is detected,
the network will instruct the mobile station to drop or add the cell from/to
its active base station set. In order to ensure a seamless handover, a new
link will be established before relinquishing the old link, using the so-called
‘make before break’ approach.

10.2.10.2 Inter-frequency Handover or Hard Handover

In order to achieve handovers between different carrier frequencies without
affecting the data flow, a technique known as slotted mode® can be used [43].
According to this technique, the downlink data, which normally occupy the
entire 10 ms frame of Figure 10.25 are ‘time-compressed’, such that they
only occupy a portion of the frame, while no data are transmitted during the
remaining portion, as shown in Figure 10.25. The latter portion is known
as the idle period and it has a variable duration. The idle period can occur
at the beginning, at the centre, or at the end of the frame. The compression
of data can be achieved by channel-code puncturing, a procedure, which
obliterates some of the coded parity bits, thereby slightly reducing the
code’s error correcting power (see Chapter 4), or by adjusting the coding
rate. In order to maintain the quality of the link, the instantaneous power is
also increased during the slotted mode operation. After receiving the data,
the mobile station can use this idle period in the frame in order to switch

5Microcells overlaid by a macrocell.
6Slotted mode is also known as Compressed Mode
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Figure 10.25: Downlink frame structure during slotted mode of operation dur-
ing UMTS/IMT-2000 handovers.

to other carrier frequencies of other cells and to perform the necessary
link-quality measurements for handover.

Alternatively, a dual receiver can be used in order to perform inter-
frequency handovers. One receiver can be tuned to the desired carrier fre-
quency for reception, while the other receiver can be used to perform han-
dover link-quality measurements at other carrier frequencies. This method
results in a higher hardware complexity at the mobile station.

The 10 ms frame length of UTRA/IMT-2000 was chosen such that it
is compatible with the multiframe length of 120 ms in GSM, as seen in
Chapter 8. Hence, the mobile station is capable of receiving the Frequency
Correction Channel (FCCH) and Synchronization Channel (SCH) in the
GSM frame using slotted mode transmission and to perform the necessary
handover link-quality measurements [6].

10.2.11 Inter-cell Time Synchronization in the UTRA /
IMT-2000 TDD mode

Time-synchronization between base stations is required, when operating in
TDD mode in order to support seamless handovers. A simple method of
maintaining inter-cell synchronization is by periodically broadcasting a so-
called beacon code from a source to all the base stations. The propagation
delay can be easily calculated from the fixed distance between the source
and the receiving base stations. There are three possible ways of transmit-
ting this beacon code: via the terrestrial radio link, via the physical wired
network, or via the Global Positioning System (GPS).

Global time-synchronization in 3G mobile radio systems is achieved by
dividing the synchronous coverage region into three areas, namely the so-
called sub-area, main-area and coverage area, as shown in Figure 10.26.
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Inter-cell synchronization within a sub-area is provided by a sub-area bea-

GPS

sub area ' S
O : base stations | N
|

[ ] : sub-area beacon base station ! ~
main area coverage area

A: main-area beacon base station

Figure 10.26: Inter-cell time-synchronization in UTRA/IMT-2000 TDD mode.

con base station. Since the sub-area of Figure 10.26 is smaller than the
main-area, transmitting the beacon code via the terrestrial radio link or
the physical wired network is more feasible. All the sub-area beacon base
stations in a main-area are in turn synchronized by a main-area beacon
base station. Similarly, the beacon code can be transmitted via the terres-
trial radio link or the physical wired network. Finally, all the main-area
beacon base stations are synchronised using the GPS system. The main
advantage of dividing the coverage regions into smaller areas is that each
lower hierarchical area can still operate on its own, even if the synchroniza-
tion link with the higher hierarchical areas is lost. Having reviewed the
basic features of UTRA/IMT-2000, let us now consider the Pan-American
cdma2000 system.
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Radio Access Technology DS-CDMA, Multicarrier CDMA
Operating environments Indoor/Outdoor to indoor/Vehicular
Chip rate (Mcps) 1.2288/3.6864,7.3728/11.0592/14.7456
Channel bandwidth (MHz) | 1.25/3.75/7.5/11.25/15
Duplex modes FDD and TDD
Frame length 5 and 20 ms
Spreading factor variable, 4 to 256
Detection scheme Coherent with common pilot channel
Inter-cell operation FDD : Synchronous

TDD : Synchronous
Power control Open- and closed-loop
Handover Soft-handover

Inter-frequency handover

Table 10.8: The cdma2000 basic parameters.

10.3 The cdma2000 Terrestrial Radio Ac-
cess [44]- [46]

The current 2G mobile radio systems standardised by TIA in the United
States are IS-95-A and IS-95-B [44]. The radio access technology of both
systems is based on narrowband DS-CDMA with a chip rate of 1.2288 Mcps,
which gives a bandwidth of 1.25 MHz. The basic features of this system
were summarized in Table 1.1 of Chapter 1. IS-95-A was commercially
launched in 1995, supporting circuit and packet mode transmissions at a
maximum bit-rate of only 14.4 kbps [44]. An enhancement to the IS-95-A
standards, known as IS-95-B, was developed and introduced in 1998 in or-
der to provide higher data rates, on the order of 115.2 kbps [18]. This was
feasible without changing the physical layer of IS-95-A. However, this still
falls short of the 3G mobile radio system requirements. Hence the technical
committee TR45.5 within TTA has proposed cdma2000, a 3G mobile radio
system that is able to meet all the requirements laid down by ITU. One of
the problems faced by TTA is that the frequency bands allocated for the 3G
mobile radio system, identified during WARC’92 to be 1885-2025 MHz and
2110-2200 MHz, has already been allocated for Personal Communications
Services (PCS) in the United States from 1.8 GHz to 2.2 GHz. In par-
ticular, the CDMA PCS based on the 1S-95 standards has been allocated
the frequency bands of 1850-1910 MHz and 1930-1990 GHz. Hence, the
3G mobile radio systems have to fit into the allocated bandwidth without
imposing significant interference on the existing applications. Thus, the
framework for cdma2000 was designed such that it can be overlaid on IS-
95 and it is backwards compatible with IS-95. Most of this section is based
on references [44]- [46].

10.3.1 Characteristics of cdma2000
The basic parameters of cdma2000 are shown in Table 10.8. The cdma2000
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Single carrier modulation
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Multi-carrier modulation (N = 3) Direct spread modulation (N = 3)

Figure 10.27: Example of an overlay deployment in cdma2000. The multi-
carrier mode is only used in the downlink.

system has a basic chip rate of 3.6864 Mcps, which is accommodated in a
bandwidth of 3.75 MHz. This chip rate is in fact three times the chip
rate used in the IS-95 standards, which is 1.2288 Mcps. Accordingly, the
bandwidth was also trebled. Hence, the existing IS-95 networks can also
be used to support the operation of cdma2000. Higher chip rates on the
order of N x 1.2288 Mcps, N = 6,9, 12 are also supported. These are used
to enable higher bit-rate transmission. The value of N is an important
parameter in determining the channel coding rate and the channel bit-rate.
In order to transmit the high chip-rate signals (N > 1), two modulation
techniques are employed. In the direct-spread modulation mode, the
symbols are spread according to the chip-rate and transmitted using a
single carrier, giving a bandwidth of N x 1.25 MHz. This method is used
on both the uplink and downlink. In multicarrier (M C) modulation,
the symbols to be transmitted are de-multiplexed into separate signals,
each of which is then spread at a chip rate of 1.2288 Mcps. N different
carrier frequencies are used to transmit these spread signals, each of which
has a bandwidth of 1.25 MHz. This method is used for the downlink only,
since in this case, transmit diversity can be achieved by transmitting the
different carrier frequencies over spatially separated antennas.

By using multiple carriers, cdma2000 is capable of overlaying its sig-
nals on the existing IS-95 1.25 MHz channels and its own channels, while
maintaining orthogonality. An example of an overlay scenario is shown in
Figure 10.27. Higher chip rates are transmitted at a lower power, than
lower chip rates. Hence, the interferences are kept to a minimum.

Similarly to UTRA and IMT-2000, cdma2000 also supports TDD op-
eration in unpaired frequency bands. In order to ease the implementation
of a dual-mode FDD/TDD terminal, most of the techniques used for FDD
operation can also be applied in TDD operation. The difference between
these two modes is in the frame structure, whereby an additional guard
time has to be included for TDD operation.
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Dedicated Physical Channels (DPHCH) Common Physical Channels (CPHCH)
Fundamental Channel (FCH) (UL/DL) Pilot Channel (PICH) (DL)
Supplemental Channel (SCH) (UL/DL) Common Auxiliary Pilot Channel (CAPICH) (DL)
Dedicated Control Channel (DCCH) (UL/DL) Forward Paging Channel (PCH) (DL)
Dedicated Auxiliary Pilot Channel (DAPICH) (DL) | Sync Channel (SYNC) (DL)
Pilot Channel (PICH) (UL) Access Channel (ACH) (UL)

Common Control Channel (CCCH) (UL/DL)

Table 10.9: The cdma2000 physical channels.

In contrast to UTRA and IMT-2000, where the pilot symbols of Fig-
ures 10.5 and 10.7 are time-multiplexed with the dedicated data channel
on the downlink, cdma2000 employs a common code multiplexed contin-
uous pilot channel on the downlink, as in the IS-95 system of Chapter 1.
The advantage of a common downlink pilot channel is that no additional
overhead is incurred for each user. However, if adaptive antennas are used,
then additional pilot channels have to be transmitted from each antenna.

Another difference with respect to UTRA and IMT-2000 is that the
base stations are operated in synchronous mode in cdma2000. As a result
of this, the same PN code but with different phase offsets can be used to
distinguish the base stations. Using one common PN sequence can expedite
cell acquisition as compared to a set of PN sequences, as we have seen in
Section 10.2.9 for IMT-2000/UTRA. Let us now consider the cdma2000
physical channels.

10.3.2 Physical Channels in cdma2000

The physical channels (PHCH) in ¢cdma2000 can be classified into two
groups: Dedicated Physical Channels (DPHCH) and Common Physical
Channels (CPHCH). DPHCHs carry information between the base station
and a single mobile station, while CPHCHs carry information between the
base station and several mobile stations. Table 10.9 shows the collection
of physical channels in each group. These channels will be elaborated on
during our further discourse. Typically, all physical channels are transmit-
ted using a frame length of 20 ms. However, the control information on
the so-called Fundamental Channel (FCH) and Dedicated Control Channel
(DCCH) can also be transmitted in 5 ms frames.

Each base station transmits its own downlink Pilot Channel (PICH),
which is shared by all the mobile stations within the coverage area of the
base station. Mobile stations can use this common downlink PICH in order
to perform channel estimation for coherent detection, soft handover and for
fast acquisition of strong multipath rays for RAKE combining. The PICH
is transmitted orthogonally along with all the other downlink physical chan-
nels from the base station by using a unique orthogonal code (Walsh code
0) as in the IS-95 system of Table 1.1 in Chapter 1. The optional Com-
mon Auxiliary Pilot Channels (CAPICH) and Dedicated Auxiliary Pilot
Channels (DAPICH) are used to support the implementation of antenna
arrays. CAPICHs provide spot coverage shared amongst a group of mobile
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Figure 10.28: Uplink pilot channel structure in cdma2000 for a 1.25 ms duration
PCG, where N =1,3,6,9,12 is the rate-control parameter.

stations, while a DAPICH is directed towards a particular mobile station.
Every mobile station also transmits an orthogonal code-multiplexed uplink
pilot channel (PICH), which enables the base station to perform coherent
detection in the uplink as well as to detect strong multipaths and to invoke
power control measurements. This differs from IS-95, which supports only
non-coherent detection in the uplink due to the absence of a coherent uplink
reference. In addition to the pilot symbols, the uplink PICH also contains
time-multiplexed power control bits assisting in downlink power control. A
power control bit is multiplexed onto the 20 ms frame every 1.25 ms, giving
a total of 16 power control bits per 20 ms frame or 800 power updates per
second, implying a very agile, fast response power control regime. Each
1.25 ms duration is referred to as a Power Control Group, as shown in
Figure 10.28.

The use of two dedicated data physical channels, namely the so-called
Fundamental (FCH) and Supplemental (SCH) channels, optimizes the sys-
tem during multiple simultaneous service transmissions. Each channel car-
ries a different type of service and is coded and interleaved independently.
However, in any connection, there can be only one FCH, but several SCHs
can be supported. For a FCH transmitted in a 20 ms frame, two sets of
uncoded data rates, denoted as Rate Set 1 (RS1) and Rate Set 2 (RS2),
are supported. The data rates in RS1 and RS2 are 9.6/4.8/2.7/1.5 kbps
and 14.4/7.2/3.6/1.8 kbps, respectively. Regardless of the uncoded data
rates, the coded data rate is 19.2 kbps and 38.4 kbps for RS1 and RS2,
respectively, when the rate-control parameter is N = 1. The 5 ms frame
only supports one data rate, which is 9.6 kbps. The SCH is capable of
transmitting higher data rates, than the FCH. The SCH supports variable
data rates ranging from 1.5 kbps for N=1 to as high as 2073.6 kbps, when
N=12. Blind rate detection [47] is used for SCHs not exceeding 14.4 kbps,
while rate information is explicitly provided for higher data rates. The ded-
icated control physical channel has a fixed uncoded data rate of 9.6 kbps
on both 5ms and 20 ms frames. This control channel rate is more than an
order of magnitude higher than that of the IS-95 system in Table 1.1, and
hence supports a substantially enhanced system control.
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Figure 10.29: The cdma2000 TDD frame structure.

Guard time

The Sync Channel (SYCH) - note the different acronym in comparison
to the SCH abbreviation in UTRA /IMT-2000 - is used to aid the initial
synchronization of a mobile station to the base station and to provide the
mobile station with system-related information, including the Pseudo Noise
(PN) sequence offset, which is used to identify the base stations and the
long code mask, which will be defined explicitly in Section 10.3.4. The
SYCH has an uncoded data rate of 1.2 kbps and a coded data rate of 4.8
kbps.

Paging functions and packet data transmission are handled by the down-
link Paging Channel (PCH) and the downlink Common Control Channel
(CCCH). The uncoded data rate of the PCH can be either 4.8 kbps or 9.6
kbps. The CCCH is an improved version of the PCH, which can support
additional higher data rates, such as 19.2 and 38.4 kbps. In this case, a
5 ms or 10 ms frame length will be used. The PCH is included in cdma2000
in order to provide IS-95-B functionality.

In TDD mode, the 20 ms and 5 ms frames are divided into 16 and 4
timeslots, respectively. This gives a duration of 1.25 ms per timeslot, as
shown in Figure 10.29. A guard time of 52.08 us and 67.44 us is used for
the downlink in multicarrier modulation and for direct spread modulation,
respectively. In the uplink, the guard time is 52.08 us. Having described the
cdma2000 physical channels of Table 10.9, let us now consider the service
multiplexing and channel coding aspects.
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10.3.3 Service Multiplexing and Channel Coding

Services of different data rates and different QoS requirements are car-
ried by different physical channels, namely by the FCH and SCH of Ta-
ble 10.9. This differs from UTRA and IMT-2000, whereby different services
were time multiplexed onto one or more physical channels, as seen in Fig-
ure 10.12. These channels in cdma2000 are code-multiplexed using Walsh
codes. Two types of coding schemes are used in cdma2000, as shown in
Table 10.10. Basically, all channels use convolutional codes for forward
error correction which were discussed in Chapter 4. However, for SCHs at
rates higher than 14.4 kbps, turbo coding [28] is preferable. The rate of the
input data stream is matched to the given channel rate by either adjusting
the coding rate, or using symbol repetition with and without symbol punc-
turing, or alternatively, by sequence repetition. Tables 10.11 and 10.12
show the coding rate and the associated rate matching procedures for the
various downlink and uplink physical channels, respectively, when N = 1.
Following the above brief notes on the cdma2000 channel coding and ser-
vice multiplexing issues, let us now focus our attention on the spreading
and modulation processes.

[ [ Convolutional [ Turbo |
[ Rate [ 1/20or1/30or1/4 [ 1/2 0or1/3 or 1/4 ]
| Constraint length | 9 | 4 |

Table 10.10: The cdma2000 channel coding parameters.

10.3.4 Spreading and Modulation

There are generally three layers of spreading in cdma2000, as shown in
Table 10.13. Each user’s uplink signal is identified by different offsets of a
long code, a procedure which is similar to that of the IS-95 system portrayed
in Chapter 1. As seen in Table 10.13, this long code is an m-sequence with
a period of 242 — 1 chips. The construction of m-sequences was highlighted
by Proakis in reference [26]. Different user offsets are obtained using a long
code mask. Orthogonality between the different physical channels of the
same user belonging to the same connection in the uplink is maintained by
spreading using Walsh codes, which were introduced in Chapter 1.

In contrast to the IS-95 downlink of Figure 1.42, whereby Walsh code
spreading is performed prior to QPSK modulation, the data in cdma2000
are first QPSK modulated, before spreading the resultant I and Q branches
with the same Walsh code. In this way, the number of Walsh codes avail-
able is increased twofold due to the orthogonality of the I and Q carriers.
The length of the uplink/downlink (UL/DL) channelization Walsh codes of
Table 10.13 varies according to the data rates. All the base stations in the
system are distinguished by different offsets of the same complex downlink
m-sequence, as indicated by Table 10.13. This downlink m-sequence code
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Data Channel
Physical rae | Conv/Turbo . _ rate
channd — Encoder Repetition Puncturing ———=>
Code rate
[ Physical Channel | Data Rate | Code Rate | Repetition | Puncturing [ Channel rate |
SYCH 1.2 kbps 1/2 X2 0 4.8 ksps
PCH 7.8 kbps /2 <2 0 19.2 ksps
9.6 kbps 1/2 x1 0 19.2 ksps
CCCH 9.6 kbps /2 <1 0 19.2 ksps
19.2 kbps 1/2 x1 0 38.4 ksps
38.4 kbps 1/2 X1 0 76.8 ksps
FCH 1.5 kbps 1/2 X8 1of 5 19.2 ksps
2.7 kbps 1/2 x4 1of9 19.2 ksps
4.8 kbps 1/2 X2 0 19.2 ksps
9.6 kbps 1/2 x1 0 19.2 ksps
1.8 kbps 1/3 x8 10of9 38.4 ksps
3.6 kbps 1/3 x4 10of9 38.4 ksps
7.2 kbps 1/3 X2 10of9 38.4 ksps
14.4 kbps 1/3 x1 1of9 38.4 ksps
SCH 9.6 kbps 1/2 <1 0 19.2 ksps
19.2 kbps | 1/2 x1 0 38.4 ksps
38.4 kbps | 1/2 x1 0 76.8 ksps
76.8 kbps 1/2 x1 0 153.6 ksps
153.6 kbps | 1/2 x1 0 307.2 ksps
307.2 kbps | 1/2 x1 0 614.4 ksps
14.4 kbps 1/3 x1 1of9 38.4 ksps
28.8 kbps 1/3 x1 1of9 76.8 ksps
57.6 kbps 1/3 x1 1 of 9 153.6 ksps
115.2 kbps | 1/3 x1 1 of 9 307.2 ksps
230.4 kbps 1/3 x1 1of9 614.4 ksps
DCCH 9.6 kbps 1/2 X1 0 19.2 ksps

Table 10.11: The cdma2000 downlink physical channel (see Table 10.9) coding
parameters for N = 1, where Repetition X2 implies transmitting
a total of two copies.

is the same as that used in IS-95, which has a period of 2!% = 32768 and
it is derived from m-sequences. The feedback polynomials of the shift reg-
isters for the I and Q sequences are X5 + X3 + X9 + X8 4+ X" 4+ X5 41
and X' 4+ X2 4+ X" 4+ X0 4 X6 4 X5 4 X4 + X3 + 1, respectively.
The offset of these codes must satisfy a minimum value, which is equal
to N x 64xPilot_Inc, where Pilot_Inc is a so-called code reuse parameter,
which depends on the topology of the system, analogously to the frequency
reuse factor in FDMA. Let us now focus our attention on downlink spread-
ing issues more closely.

10.3.4.1 Downlink Spreading and Modulation

Figure 10.30 shows the structure of a downlink transmitter for a physical
channel. In contrast to the IS-95 downlink transmitter shown in Figure 1.42
of Chapter 1, the data in the cdma2000 downlink transmitter shown in
Figure 10.30 are first QPSK modulated before spreading using Walsh codes.
As a result, the number of Walsh codes available is increased twofold due
to the orthogonality of the I and Q carriers, as mentioned previously. The
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rDatavlea Conv/Turbo Crglagnel
—  Encoder % Repetition 1 H Puncturing H Interleaver H Repetition 2 }—>
Code rate
Physical | Data Code | Repetition | Puncturing | Repetition | Channel
channel rate rate 1 2 rate
CCCH 19.2 kbps 1/4 x1 0 x4 307.2 ksps
38.4 kbps 1/4 x1 0 X2 307.2 ksps
FCH 1.5 kbps 1/4 X8 1of 5 X8 307.2 ksps
2.7 kbps 1/4 x4 1 of 9 X8 307.2 ksps
4.8 kbps 1/4 X2 0 x8 307.2 ksps
9.6 kbps 1/4 x1 0 x8 307.2 ksps
1.8 kbps 1/4 X 16 1 of 3 x4 307.2 ksps
3.6 kbps 1/4 x8 1of 3 x4 307.2 ksps
7.2 kbps 1/4 x4 1 of 3 x4 307.2 ksps
14.4 kbps 1/4 X2 1 of 3 x4 307.2 ksps
SCH 9.6 kbps 1/4 X1 0 xX16 614.4 ksps
19.2 kbps 1/4 x1 0 x8 614.4 ksps
38.4 kbps 1/4 x1 0 x4 614.4 ksps
76.8 kbps 1/4 X1 0 X2 614.4 ksps
153.6 kbps 1/4 x1 0 X1 614.4 ksps
307.2 kbps | 1/2 x1 0 x1 614.4 ksps
ACH 4.8 kbps 1/4 X1 0 X8 307.2 ksps
9.6 kbps 1/4 x1 0 x4 307.2 ksps
DCCH 9.6 kbps 1/4 X1 0 X4 307.2 ksps

Table 10.12: The cdma2000 uplink physical channel (see Table 10.9) coding
parameters for N = 1, where Repetition X2 implies transmitting
a total of two copies.

Channelization User-specific Cell-specific

Codes (UL/DL) | scrambling-codes (UL) | scrambling codes (DL)
Type of codes | Walsh codes Different offsets of Different offsets of

a real m-sequence a complex m-sequence

Code length Variable 272 1 chips 215 chips
Type of BPSK BPSK QPSK
Spreading
Data DL : QPSK
Modulation UL : BPSK

Table 10.13: Spreading parameters in cdma2000.

user data are first scrambled by the long scrambling code by assigning a
different offset to different users for the purpose of improving user privacy,
which is then mapped to the I and Q channels. This long scrambling code is
identical to the uplink user-specific scrambling code given in Table 10.13.
The downlink pilot channels of Table 10.9 (PICH, CAPICH, DAPICH)
and the SYNC channel are not scrambled with a long code since there is
no need for user-specificity. The uplink power control symbols are inserted
into the FCH at a rate of 800 Hz, as it was shown in Figure 10.30. The I
and Q channels are then spread using a Walsh code and complex multiplied
with the cell-specific complex PN sequence of Table 10.13, as portrayed in
Figure 10.30. Each base station’s downlink channel is assigned a different
Walsh code in order to eliminate any intra-cell interference since all Walsh
codes transmitted by the serving base station are received synchronously.
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Figure 10.30: The cdma2000 downlink transmitter. The long scrambling code
is used for the purpose of improving user privacy. Hence, only the
paging channels and the traffic channels are scrambled with the
long code. The common pilot channel and the SYNC channel are
not scrambled by this long code (the terminology of Table 10.13
is used).

The length of the downlink channelization Walsh code of Table 10.13 is
determined by the type of physical channel and its data rate. Typically
for N = 1, downlink FCHs with data rates belonging to RS1, i.e. those
transmitting at 9.6/4.8/2.7/1.5 kbps, use a 128-chip Walsh code and those
in RS2, transmitting at 14.4/7.2/3.6/1.8 kbps use a 64-chip Walsh code.
Walsh codes for downlink SCHs can range from 4-chip to 128-chip Walsh
codes. The downlink PICH is an unmodulated sequence (all 0s) spread by
Walsh code 0. Finally, the complex spread data in Figure 10.30 is baseband
filtered using the Nyquist filter impulse responses p(t) in Figure 10.30 and
modulated on a carrier frequency.

For the case of multi-carrier modulation, the data are split into NV
branches immediately after the long code scrambling of Figure 10.30 which
was omitted in the figure for the sake of simplicitly. Each of the N branches
is then treated as a separate transmitter and modulated using different car-
rier frequencies.

10.3.4.2 Uplink Spreading and Modulation

The uplink cdma2000 transmitter is shown in Figure 10.31. The uplink
PICH and DCCH of Table 10.9 are mapped to the I data channel, while
the uplink FCH and SCH of Table 10.9 are mapped to the Q channel in
Figure 10.31. Each of these uplink physical channels belonging to the same
user is assigned different Walsh channelization codes in order to maintain
orthogonality, with higher rate channels using shorter Walsh codes. The
I and Q data channels are then spread by complex multiplication with
the user-specifically offset real m-sequence based scrambling code of Ta-
ble 10.13 and a complex scrambling code, which is the same for all the
mobile stations in the system, as seen at the top of Figure 10.31. However,
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Figure 10.31: The cdma2000 uplink transmitter. The complex scrambling code
is identical to the downlink cell-specific complex scrambling code
of Table 10.13 used by all the base stations in the system (the
terminology of Table 10.13 is used).

this latter complex scrambling code is not explicity shown in Table 10.13,
since it is identical to the downlink cell-specific scrambling code. This com-
plex scrambling code is only used for the purpose of quadrature spreading.
Hence, in order to reduce the complexity of the base station receiver, this
complex scrambling code is identical to the cell-specific scrambling code
of Table 10.13 used on the downlink by all the base stations. Let us now
consider the cdma2000 random access process.
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10.3.5 Random Access

The mobile station initiates an access request to the network by repeatedly
transmitting a so-called ‘access probe’, until a request acknowledgement is
received. This entire process of sending a request is known as an ‘access
attempt’. Within a single access attempt, the request may be sent to sev-
eral base stations. An access attempt addressed to a specific base station
is known as a ‘sub-attempt’. Within a sub-attempt, several access probes
with increasing power can be sent. Figure 10.32 shows an example of an
access attempt. The access probe transmission follows the slotted ALOHA

Power
Access Attempt

|}Pmbe
Time

Sub Attempt Sub Attempt Sub Attempt
(BS1) (BS2) (BSn)

Figure 10.32: An access attempt by a mobile station in cdma2000 using the
access probe of Figure 10.33.

algorithm, which is a relative of PRMA portrayed in Chapter 9. An access
probe can be divided into two parts, as shown in Figure 10.33 The access

Power

Pilot Channel (PICH)

Access Channel (ACH)

Access Access Channel
Preamble Message Capsule

Figure 10.33: A cdma2000 access probe transmitted using the regime of Fig-
ure 10.32.

preamble carries a non-data bearing pilot channel, at an increased power
level. The so-called ‘access channel message capsule’ carries the data bear-
ing Access Channel (ACH) or uplink Common Control Channel (CCCH)
messages of Table 10.9 and the associated non-data bearing pilot channel.
The structure of the pilot channel is similar to that of the uplink pilot
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channel (PICH) of Figure 10.28 except that in this case, there are no time-
multiplexed power control bits. The preamble length in Figure 10.33 is an
integer multiple of the 1.25 ms slot intervals. The specific access pream-
ble length is indicated by the base station, which depends on how fast the
base station can search the PN code space in order to recognize an access
attempt. The ACH is transmitted at a fixed rate of either 9.6 or 4.8 kbps,
as seen in Table 10.12. This rate is constant for the duration of the ac-
cess probe of Figure 10.32. The ACH or CCCH and their associated pilot
channel are spread by the spreading codes of Table 10.13, as shown in Fig-
ure 10.34. Different ACHs or CCCHs and their associated pilot channels
are spread by different long codes.

Complex
scrambling code

User-specific
scrambling code coswet
Pilot Baseband
Channel ] \XJ
(PICH) Filter p(t)
Complex
Walsh code G:
Multiply
Access
Baseband
Channel ] Q
(ACH) Filter p(t)
Walsh code sinw,t

Figure 10.34: The cdma2000 access channel modulation and spreading. The
complex scrambling code is identical to the downlink cell-specific
complex scrambling code of Table 10.13 used by all the base
stations in the system (the terminology of Table 10.13 is used).

The access probes of Figure 10.33 are transmitted in pre-defined slots,
where the slot length is indicated by the base station. Each slot is suffi-
ciently long in order to accommodate the preamble and the longest message
of Figure 10.33. The transmission must begin at the start of each 1.25 ms
slot. If an acknowledgement of the most recently transmitted probe is not
received by the mobile station after a time-out period, another probe is
transmitted in another randomly chosen slot, obeying the regime of Fig-
ure 10.32.

Within a sub-attempt of Figure 10.32, a sequence of access probes is
transmitted, until an acknowledgement is received from the base station.
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Each successive access probe is transmitted at a higher power compared
to the previous access probe, as shown in Figure 10.35. The initial power
(IP) of the first probe is determined by the open-loop power control plus
a nominal offset power that corrects for the open-loop power control im-
balance between uplink and downlink. Subsequent probes are transmitted
at a power level higher than the previous probe. This increased level is
indicated by the Power Increment (PI). Following the above discussions on
the mobile station’s random access procedures, let us now highlight some
of the cdma2000 handover issues.

Pl IP: Initial Power

- Pl : Power Increment
Pl
Pl | | | |

Access probes time

Figure 10.35: Access probes within a sub-attempt of Figure 10.32.

10.3.6 Handover

Intra-frequency or soft-handover is initiated by the mobile station. While
communicating, the mobile station may receive the same signal from sev-
eral base stations. These base stations constitute the so-called ‘Active Set’
of the mobile station. The mobile station will continuously monitor the
power level of the received pilot channels (PICH) transmitted from neigh-
bouring base stations, including those from the mobile station’s active set.
The power levels of these base stations are then compared against a set
of thresholds according to an algorithm, which will be highlighted dur-
ing our further discourse. The set of thresholds consists of the so-called
static thresholds, which are maintained at a fixed level, and the so-called
dynamic thresholds, which are dynamically adjusted based on the total re-
ceived power. Subsequently, the mobile station will inform the network,
when any of the monitored power levels exceeds the thresholds.

Whenever the mobile station detects a PICH, whose power level exceeds
a given static threshold, denoted as T3, this PICH will be moved to a so-
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called candidate set and will be searched and compared more frequently
against a dynamically adjusted threshold denoted as T. This value of T5
is a function of the received power levels of the PICHs of the base stations
in the active set. This process will determine, whether the candidate base
station is worth adding to the active set. If the overall power level in
the active set is weak, then adding a base station of higher power would
improve the reception. By contrast, if the overall power level in the active
set, is relatively high, then adding another high-powered base station may
not only be unnecessary, it will in fact utilize more network resources.

For the base stations that are already in the active set, the power level
of their corresponding PICH is compared against a dynamically adjusted
threshold, denoted as T3, which is also a function of the total power of the
PICH in the active set, similar to T5. This is to ensure that each base
station in the active set is contributing sufficiently to the overall power
level. If any of the PICH’s power level dropped below T3, after a specified
period of time allowed in order to eliminate any uncertainties due to fading
which may have caused fluctuations in the power level, the base station
will be, again, moved to the candidate set where it will be compared with
a static threshold T,. At the same time, the mobile station will report to
the network the identity of the low-powered base station in order to allow
the corresponding base station to increase its transmit power. If the power
level decreases further below a static threshold, denoted as Ty, then the
mobile station will again report this to the network and the base station is
subsequently dropped from the candidate set.

Inter-frequency or hard-handovers can be supported between cells hav-
ing different carrier frequencies. Here we conclude our discussions on the
cdma2000 features and provide some rudimentary notes on a number of
advanced techniques, which can be invoked in order to improve the perfor-
mance of the 3G W-CDMA systems.

10.4 Performance Enhancement Features

The treatment of adaptive antennas, multiuser detection, interference can-
cellation or the portrayal of transmit diversity techniques is beyond the
scope of this chapter. Here we simply provide a few pointers to the associ-
ated literature.

10.4.1 Adaptive Antennas

The transmission of time-multiplexed pilot symbols on both the uplink and
downlink as seen for UTRA and IMT-2000 in Figures 10.5-10.8 facilitates
the use of adaptive antennas. Adaptive antennas are known to enhance the
capacity and coverage of the system [48,49].
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10.4.2 Multiuser Detection/Interference Cancellation

Following Verdu’s seminal paper [50], extensive research has shown that
Multiuser Detection (MUD) [36,51-57] and Interference Cancellation tech-
niques [58-69] can substantially improve the performance of the CDMA
link in comparison to conventional RAKE receivers. However, using long
scrambling codes increases the complexity of the MUD [18]. As a result,
UTRA introduced an optional short scrambling code namely the extended
Kasami code of Table 10.7, as mentioned in Section 10.2.6.2 in order to
reduce the complexity of MUD [8]. Another powerful technique is invoking
burst-by-burst adaptive CDMA [23,24] in conjunction with MUD.

On the other hand, interference cancellation schemes require accurate
channel estimation in order to reproduce and deduct or cancel the inter-
ference. Several stages of cancellation are required in order to achieve a
good performance, which in turn increases the canceller’s complexity. It
was shown that recursive channel estimation in a multistage interference
canceller improved the accuracy of the channel estimation and hence gave
better BER, performance [70].

Due to the complexity of the multiuser or interference canceller detec-
tors, it is not feasible to implement them in the mobile station. Hence,
MUD or interference cancellation are optionally proposed for the uplink in
the base station at the time of writing.

10.4.3 Transmit Diversity

10.4.3.1 Time Division Transmit Diversity

In Time Division Transmit Diversity (TDTD), the dedicated downlink
transmit signal is switched between base stations. The transmitting base
station can be selected according to either a fixed pattern or based on the
quality of the signal received by the mobile station. The latter technique
is known as Selection Transmit Diversity (STD) [71], while the former is
known as Time Switched Transmission Diversity (TSTD) [72].

In TSTD, suppose there are several separate antennas involved in the
transmission. Each antenna transmits one timeslot of the downlink ded-
icated channel frame in turn, in a fixed pattern. Signals for other users
may have a different pattern. In STD, the transmitting antenna is dy-
namically selected based on a control signal transmitted from the mobile
station periodically, indicating the mobile station’s perceived preference.
Each antenna involved in the diversity will transmit a Primary CCPCH.
The control signal transmitted by the mobile station carries information
about the quality of the received Primary CCPCH signal at the mobile
station. The best received Primary CCPCH from the corresponding an-
tenna will then be invoked in order to transmit the user’s signal.



954 CHAPTER 10. THIRD-GENERATION SYSTEMS

10.4.3.2 Orthogonal Transmit Diversity [6]

In Orthogonal Transmit Diversity (OTD), the signal is transmitted using
two separate antennas. These signals are spread using different orthogonal
channelization codes, so that self-interference is eliminated in flat fading.

We have presented an overview of the terrestrial radio transmission
technology of 3G mobile radio systems proposed by ETSI, ARIB and TTA.
All three proposed systems are based on Wideband-CDMA. Despite the
call for a common global standard, there are some differences in the pro-
posed technologies, notably the chip rates and inter-cell operation. These
differences are partly due to the existing 2G infrastructure already in use
all over the world, specifically due to the heritage of the GSM and the IS-95
systems. Huge capital has been invested in these current 2G mobile radio
systems. Hence, the respective regional standard bodies have endeavoured
to ensure that the 3G systems are compatible with the 2G systems. Due
to the diversified nature of these 2G mobile radio systems, it is not an easy
task to reach a common 3G standard that can maintain perfect backwards
compatibility.
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