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Preface and Motivation
The Wireless Multimedia Communications Scene

Against the backcloth of the emerging third - generation wireless personal commu-
nications standards and broad-band access network standard proposals, this book is
dedicated to a range of topical wireless video communications aspects. The trans-
mission of multimedia information over wireline based links can now be considered
a mature area, where a range of interactive and distributive services are offered by
various providers right across the globe, such as Integrated Services Digital Network
(ISDN) based H.261/H.263 assisted video telephony, video on demand services using
the Motion Pictures Expert Group (MPEG) video compression standards, multime-
dia electronic mail, cable television and radio programmes, etc. A range of interactive
mobile multimedia communications services are also realistic in technical terms at the
time of writing and their variety, quality as well as market penetration is expected to
exceed that of the wireline oriented services during the next few years.

The wireless multimedia era is expected to witness a tremendous growth with the
emergence of the third-generation (3G) personal communications networks (PCN) and
wireless asynchronous transfer mode (WATM) systems, which constitute a wireless
extension of the existing ATM networks. All the three global 3G PCN standard pro-
posals, which originate from the USA, Europe and Japan are based on Code Division
Multiple Access (CDMA) and are capable of transmitting at bitrates in excess of 2
Mbps. Furthermore, the European proposal was also designed to support multiple
simultaneous calls and services. The WATM solutions often favour Orthogonal fre-
quency Division Multiple Access (OFDM) as their modulation technique and indeed,
the imminent so-called Broadband Access Network (BRAN) standard also advocates
OFDM. A range of WATM video aspects and mobile digital video broadcast (DVB)
issues are also reviewed in Part IV of the book.

Research is also well under way towards the definition of a whole host of new mod-
ulation and signal processing techniques and a further trend is likely to dominate this
new era, namely the merger of wireless multimedia communications, multi-
media consumer electronics and multimedia computer technologies. These
trends are likely to hallmark the community’s future research in the forthcoming years.
This book is naturally limited in terms of its coverage of these aspects, simply due
to space limitations. We endeavoured, however, to provide the reader with a broad
range of applications examples, which are pertinent to scenarios, such as transmitting
low-latency interactive video as well as distributive or broadcast video signals over
the existing second generation (2G) wireless systems, 3G arrangements and the forth-
coming fourth generation systems. We also characterised the video performance of a

1
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Figure 1: Contradictory system design requirements of various video communications sys-
tems

range of high bitrate Local Area Network (LAN) type systems as well as various video
broadcast systems, transmitting broad-cast quality video signals to mobile receivers
both within the home and farther afield - to demanding bussiness customers on the
move.

These enabling technologies facilitate a whole host of wireless services,
such as video telephony, electronic commerce, city guide, Internet access
for games, electronic mail and web browsing. Further attractive applica-
tions can be found in wireless in-home networks, DVB reception in busses,
trains, cars, on board of ships, etc - for example using multi-media laptop
PCs. Again, the books does not delve in the area of specific applications, it
rather offers a range of technical solutions, which are applicable to various
propagation and application environments.

We hope that the book offers you a range of interesting topics, sampling - ’hopefully
without gross aliasing errors’ - the current state-of-the-art in the associated enabling
technologies. In simple terms, finding a specific solution to a distributive or interac-
tive video communications problem has to be based on a compromise in terms of the
inherently contradictory constraints of video quality, bitrate, delay, robustness against
channel errors, and the associated implementational complexity, as suggested by Fig-
ure 1. Analysing these trade-offs and proposing a range of attractive solutions to
various video communications problems is the basic aim of this book. Below we at-
tempt to raise your interest in this book by providing a brief guided tour of its topics.

Video Over Wireless Systems

Over the past decade second generation (2G) wireless systems have been installed
right across the globe and in some countries about a third of the population possesses
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a mobile telephone. These systems typically exhibit a higher spectral efficiency than
their analogue counterparts and offer a significantly wider range of services, such as
data, fax, email, short messages, high-speed circuit switched data, etc. However, due
to their relatively low bitrates the provision of interactive wireless videotelephony has
been hindered. Potentially there are two different options for transmitting video over
the 2G systems, namely over their data channel, or - provided that the standards
can be amended accordingly - by allocating an additional spech channel for video
transmissions. Considering the latter option first, the low-rate speech channel of
the 2G systems constrains the achievable bitrate to such low values that the spatial
video resolution supported is limited to 174×144-pixel so-called Quarter Common
Intermediate Format (QCIF) or to the 128×96-pixel Sub-QCIF (SQCIF) at a 5-10
frames/s video frame scanning rate.

The range of standard video formats are summarised in Table 1, along with their
uncompressed bitrates at frame scanning rates of both at 10 and 30 frames/sec for
both grey and colour video signals. This table indicates the extremely wide range
of potential bitrate requirements. Clearly, the higher resolution formats can only be
realistically used for example in the context of high-rate WATM systems.

The so-called Cordless Telephone (CT) schemes of the second generation typically
have a 32 kbit/s speech rate, which is more readily amenable to interactive video tele-
phony. For the sake of supporting a larger video frame size, such as the 352x288-pixel
Common Intermediate Format (QCIF), higher bitrates must be supported, which is
possible over the DECT system upon linking a number of slots at a rate in excess of
500 kbps.

By contrast, the data channel of the 2G systems can often offer a higher data rate,
than that of the speech channel, for example by linking a number of time-slots, as it
was proposed in the so-called Digital European Cordless Telecommunications (DECT)
scheme or in the high-speed circuit switched data (HSCSD) mode of the Global System
of Mobile communications known as GSM. CT schemes typically refrain from invoking
channel coding, since they typically operate over benign channels and hence they do
not employ channel interleavers, which is advantageous in video delay terms, but
disadvantageous in terms of error resilience. The data transmission mode of cellular
systems, however, typically exhibits a high so-called interleaving delay, which assists
in increasing the system’s robustness against channel errors. This is advantageous
in terms of reducing the channel-induced video impairments, but may result in ’lip-
synchronisation’ problems between the speech and video output signals.

Both the speech and data channels of the 2G systems tend to support a fixed
constant bitrate. However, the existing standard video codecs, such as the H.263
and MPEG2 codecs, generate a time-variant bitrate. This is, because they endeavour
to reduce the bitrate to near the lowest possible bitrate constituted by the so-called
entropy of the source signal. Since this is achieved by invoking high-compression
variable-length coding schemes, their time-variant bitstream becomes very sensitive
against transmission errors. In fact a single transmission error may potentially render
the video quality of an entire video frame unacceptable. Hence the existing standard-
based video codecs, such as the H.263 and MPEG2 schemes require efficient system-
level transport solutions, in order to address the above mentioned deficiencies. This
issue will be discussed in more depth in Part IV of the book. An alternative solution
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is invoking constant-rate proprietary video codecs, which - to a degree - sacrifice
compression efficiency for the sake of an increased robustness against channel errors.
This philosophy was pursued in Part II of the book, which relies on much of the
compression and communications theory, as well as on the various error correction
coding and transmission soutions presented in Part I.

At the time of writing the standardisation of three third generation (3G) systems
is approaching completion in Europe, the United States and in Japan. These systems
- which are characterised in Part I of the book, along with their 2G counterparts - were
designed to further enrich the range of services supported and they are more amenable
to interactive wireless videotelephony, for example, than their 2G conterparts. This
book aims to propose a range of video system solutions bridging the evolutionary
avenue between the second and third generation systems.

Part I of the book provides an overview of the whole range of associated trans-
mission aspects of the various video systems proposed and investigated. Specifically,
Chapter 1 summarises the necessary background on information-, compression- and
communications theory. This is followed by Chapter 2, which is dedicated to the
characterisation of wireless channels. The impairments inflicted by these channels
can be counteracted by the channel codecs of Chapters 3 and 4. Various modulation
and transmission schemes are the topic of Chapter 5. We then provide a discourse on
video traffic modelling and evaluate the proposed model’s performance in the context
of various statistical multiplexing and multiple access schemes in Chapter 6. The
effects of co-channel interferences - which constitute the most dominant performance
limiting factor of multiple access based cellular systems - are characterised in Chap-
ter 7. Dynamic channel allocation schemes - which rely on the knowledge of the
co-channel interference and the multiple access scheme employed - are the topic of
Chapter 8. The video transmission capabilities of 2G wireless systems are discussed in
Chapter 9. These elaborations are followed by an indepth treatise on various CDMA
schemes in Chapter 10, including a variety of novel so-called residual number system
based CDMA schemes and on the global 3G CDMA proposals, which concludes Part I
of the book.

Part II is dedicated to a host of fixed, but arbitrarily programmable rate video
codecs based on fractal coding, on the discrete cosine transform (DCT), on vector
quantised (VQ) codecs and quad-tree based codecs. These video codecs and their
associated quadrature amplitude modulated (QAM) video systems are portrayed in
Chapters 11-14. Part III of the book is dedicated to high-resolution video coding,
encompassing Chapters 15 and 16.

Part IV is constituted by Chapters 17-21, which are dedicated to the characteri-
sation of the H.261 and H.263 video codecs, constituting one of the most important
representative of the family of state-of-the-art hybrid DCT codecs. Hence the associ-
ated findings of these chapters can be readily applied in the context of other hybrid
DCT codecs, such as the MPEG family, including the MPEG2 and MPEG4 codecs.
Chapters 17-21 also portray the interactions of these hybrid DCT video codecs with
reconfigurable multimode QAM transceivers. The book is concluded by Chapter 21,
which offers a range of system design studies related to wideband burst-by-burst
adaptive TDMA/TDD, OFDM and CDMA interactive as well as distributive mobile
video systems and their performance characterisation over highly dispersive transmis-
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Motivation

The rationale of this book was outlined above from a technical perspective. Another
important motivation of the book is to bring together two seemingly in-
dependent research communities, namely the video compression and the
wireless communications communities by bridging the philosophical dif-
ference between them. These philosophical differences are partially based on the
contradictory requirements portrayed and discussed in the context of Figure 1. Specif-
ically, whilst a range of exciting developments have taken place in both the image
compression and wireless communications communities, most of the video compres-
sion research was cast in the context of wire-line based communications systems, such
as ISDN and ATM links, for example. These communications systems typically ex-
hibit a low bit error rate (BER) and low so-called packet or cell loss rate. For example,
ATM systems aim for a cell-loss rate of 10−9. Hence the error resilience requirements
of the video codecs were extremely relaxed.

In the increasingly pervasive wireless era, however, such extreme transmission
integrity requirements are simply irrealistic, since they would impose unreasonable
constraints on the design of wireless systems, such as for example WATM systems.
For example, the ATM cell-loss rate of 10−9 could only be maintained over wireless
links at a high implementational cost, potentially invoking Automatic Repeat Re-
quests (ARQ). ARQs, however, would increase the system delay, potentially preclud-
ing real-time interactive video communications, unless innovative design principles
are invoked. Again, all these trade-offs are the subject of this book.

Part I of the book aims for providing sufficient background for readers requiring
an overview in wireless communications, potentially for example video compression
experts. Part II assumes a sound knowledge of the issues treated in Part I of the
book, whilest offering an effortless introduction to the associated video compression
aspects. Hence wireless experts may skip Part I and commence reading Part II of
the book. Part III is exclusively on video compression. Hopefully readers from both
the video compression and wireless communications communities will find Part IV of
the book informative and fun to read, since it integrates the knowledge base of both
fields, aiming to design improved video systems.

Again, it is our hope that the book underlines the range of contradictory system
design trade-offs in an unbiassed fashion and that you will be able to glean information
from it, in order to solve your own particular wireless video communications problem,
but most of all that you will find it an enjoyable and relatively effortless reading,
providing you with intellectual stimulation.

Lajos Hanzo
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Chapter 21
Adaptive Single-carrier,
Multi-carrier and CDMA
based Video Systems

P.J. Cherriman, L. Hanzo, T. Keller,
Ee-Lin Kuan, C.S. Lee, C.H. Wong

21.1 Wideband Burst-by-burst Adaptive
QAM-based Wireless Videophony1 2

21.1.1 Introduction

In contrast to our previous chapters, where we used statically reconfigurable narrow-
band multimode modems, in this chapter we will consider a range of dynamically
or near-instantaneously reconfigurable modems. These near-instantaneously recon-
figurable transceivers are also often referred to as burst-by-burst adaptive modems,
which were discussed in some depth in Chapter 5. Their philosophy is that a higher-
order modulation mode is invoked, when the channel quality is favourable, in order
to increase the system’s bits per symbol capacity and conversely, a more robust lower
order modulation scheme is employed, when the channel exhibits inferior channel
quality, in order to improve the mean Bit Error Ratio (BER) performance. A practi-
cal scenario, where adaptive modulation can be applied is, when a reliable, low-delay

1This section is based on
P. Cherriman, C.H. Wong, L. Hanzo: Wideband Burst-by-burst Adaptive H.263-assisted Wire-
less Video Telephony; submitted to IEEE Tr. on CSVT, 1999

2 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from IEEE.
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feedback path is created between the transmitter and receiver, for example by su-
perimposing the estimated channel quality perceived by the receiver on the reverse-
direction messages of a duplex interactive channel. The transmitter then adjusts its
modem mode according to this perceived channel quality.

Recent developments in adaptive modulation over a narrow-band channel environ-
ment have been pioneered by Webb and Steele [126], where the modulation adaptation
was utilized in a Digital European Cordless Telephone - like (DECT) system. The
concept of variable rate adaptive modulation was then further developed by Sampei et
al [564], showing promising advantages, when compared to fixed modulation in terms
of spectral efficiency, BER performance and robustness against channel delay spread.
In another paper, the numerical upper bound performance of adaptive modulation in
a slow Rayleigh flat-fading channel was evaluated by Torrance et al [101] and subse-
quently, the optimization of the switching threshold levels using Powell minimization
was proposed in order to achieve a targeted performance [102]. In addition, adaptive
modulation was also studied in conjunction with channel coding and power control
techniques by Matsuoka et al [585] as well as Goldsmith and Chua [130,586].

In the narrow-band channel environment, the quality of the channel was deter-
mined by the short term Signal to Noise Ratio (SNR) of the received burst, which
was then used as a criterion in order to choose the appropriate modulation mode for
the transmitter, based on a list of switching threshold levels, ln [101, 126, 564, 587].
However, in a wideband environment, this criterion is not an accurate measure for
judging the quality of the channel, where the existence of multi-path components
produces not only power attenuation of the transmission burst, but also intersymbol
interference. Subsequently, a new criterion has to be defined to estimate the wideband
channel quality in order to choose the appropriate modulation scheme.

In addition, the wideband channel-induced degradation is combated not only by
the employment of adaptive modulation but also by equalization. In following this line
of thought, we can formulate a two-step methodology in mitigating the effects of the
dispersive wideband channel. In the first step, the equalization process will eliminate
most of the intersymbol interference based on a Channel Impulse Response (CIR)
estimate derived using the channel sounding midamble and consequently, the signal
to noise and residual interference ratio at the output of the equalizer is calculated.

We found that the residual channel-induced inter-symbol-interference (ISI) at the
output of the decision feedback equaliser (DFE) is near-Gaussian distributed and that
if there are no decision feedback errors, the pseudo-SNR at the output of the DFE,
γdfe can be calculated as [588]:

γdfe =
Wanted Signal Power

Residual ISI Power + Effective Noise Power

=
E

[
|Sk

∑Nf−1
m=0 Cmhm|2

]

∑−1
q=−(Nf−1) E

[
|fqSk−q|2

]
+ No

∑Nf−1
m=0 |Cm|2

.

(21.1)

where Cm and hm denotes the DFE’s feed-forward coefficients and the channel im-
pulse response, respectively. The transmitted signal and the noise spectral density
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is represented by Sk and No. Lastly, the number of DFE feed-forward coefficients
is denoted by Nf . By utilizing the pseudo-SNR at the output of the equalizer, we
are ensuring that the system performance is optimised by employing equalization and
adaptive quadrature amplitude modulation [10] (AQAM)in a wideband environment
according to the following switching regime:

Modulation Mode =




BPSK if γDFE < f1

4QAM if f1 < γDFE < f2

16QAM if f2 < γDFE < f3

64QAM if γDFE > f3,

(21.2)

where fn, n = 1...3 are the pseudo-SNR thresholds levels, which are set according to
the system’s integrity requirements.

Having reviewed the background of burst-by-burst adaptive modems, we now fo-
cus our attention on video issues. Färber, Steinbach and Girod at Erlangen University
contrived various error-resilient H.263-based schemes [589], Sadka, Eryurtlu and Kon-
doz [590] from Surrey University proposed various improvements to the H.263 scheme.
The philosophy of our proposed schemes follows that of the narrowband, statically
configured multimode system introduced in [189], employing an adaptive rate control
and packetisation algorithm, supporting constant Baud-rate operation. In this sec-
tion we employed wideband burst-by-burst adaptive modulation, in order
to quantify the video performance benefits of such systems. It is an impor-
tant element of the system that when the BCH codes protecting the video stream
are overwhelmed by the plethora of transmission errors, we refrain from decoding the
video packet in order to prevent error propagation through the reconstructed frame
buffer [189]. Instead, these corrupted packets are dropped and the reconstructed frame
buffer will not be updated, until the next packet replenishing the specific video frame
area arrives. The associated video performance degradation is fairly minor for packet
dropping or frame error rates (FER) below about 5%. These packet dropping events
are signalled to the remote decoder by superimposing a strongly protected one-bit
packet acknowledgement flag on the reverse-direction packet, as outlined in [189].

This section is structured as follows. Subsection 21.1.2 introduces the video
transceiver parameters, which is followed by Subsection 21.1.3, focusing on the video
performance analysis of the proposed burst-by-burst adaptive system. Lastly, Sub-
section ch-switch characterises the effects of the adaptive modem mode switching
thresholds on the system’s video performance.

21.1.2 Adaptive Video Transceiver

In this section we used 176x144 pixel QCIF-resolution, 30 frames per sec scanned video
sequences encoded at bitrates resulting in high perceptual video quality. Table 21.1
shows the modulation- and channel parameters employed. The COST207 [324] four-
path typical urban (TU) channel model was used and its impulse response is portrayed
in Figure 21.1. We used the Pan-European FRAMES proposal [591] as the basis
for our wideband transmission system, the frame structure of which is shown in Fig-
ure 21.2. Employing the FRAMES Mode A1 (FMA1) so-called non-spread data burst
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Parameter Value
Carrier Frequency 1.9GHz
Vehicular Speed 30mph
Doppler frequency 85Hz
Norm. Doppler freq. 3.27× 10−5

Channel type COST 207 Typical Urban
(see Figure 21.1)

No. of imp. resp. taps 4
Data modulation Adaptive QAM

(BPSK, 4-QAM, 16-QAM, 64-QAM)
Decision Feedback Equalizer

Receiver type Number of Forward Filter Taps = 35
Number of Backward Filter Taps = 7

Table 21.1: Modulation and channel parameters
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Figure 21.1: Normalized channel impulse response for the COST 207 [324] four-path Typ-
ical Urban channel.

mode required a system bandwidth of 3.9MHz, when assuming a modulation excess
bandwidth of 50%. A range of other system parameters are shown in Table 21.2.

The proposed video transceiver is based on the H.263 video codec [182], which
was the subject of Chapters 18 and 19. The video coded bitstream was protected by
binary Bose-Chaudhuri-Hocquenghem (BCH) coding, as discussed in Chapter 4 [9]
combined with an intelligent burst-by-burst adaptive wideband multi-mode Quadra-
ture Amplitude Modulation (QAM) modem, which was considered in depth in Chap-
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Training
sequence

bits
Tailing

bits
Tailing

342 data symbols 49 symbols 342 data symbols

288 microseconds

Non-spread data burst

Data Data

3 3 11

Guard

Figure 21.2: Transmission burst structure of the FMA1 non-spread data burst mode of the
FRAMES proposal [591]

Features Value
Multiple access TDMA
No. of Slots/Frame 16
TDMA frame length 4.615ms
TDMA slot length 288µs
Data Symbols/TDMA slot 684
User Data Symbol Rate (KBd) 148.2
System Data Symbol Rate (MBd) 2.37
Symbols/TDMA slot 750
User Symbol Rate (KBd) 162.5
System Symbol Rate (MBd) 2.6
System Bandwidth (MHz) 3.9
Eff. User Bandwidth (kHz) 244

Table 21.2: Generic system features of the reconfigurable multi-mode video transceiver,
using the non-spread data burst mode of the FRAMES proposal [591] shown
in Figure 21.2.
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Features Multi-rate System
Mode BPSK 4QAM 16QAM 64QAM
Bits/Symbol 1 2 4 6
FEC Near Half-rate BCH
Transmission 148.2 296.4 592.8 889.3
bitrate (kbit/s)
Unprotected 75.8 151.7 303.4 456.1
bitrate (kbit/s)
Effective 67.0 141.7 292.1 446.4
Video-rate (kbit/s)
Video fr. rate (Hz) 30

Table 21.3: Operational-mode specific transceiver parameters

ter 5 [10]. The adaptive QAM scheme was configurable either under network control
or under transceiver control, in order to operate as a 1, 2, 4 and 6 bits/symbol scheme,
while maintaining a constant signalling rate. This allowed us to support an increased
throughput expressed in terms of the average number of bits per symbol, when the in-
stantaneous channel quality was high, leading ultimately to an increased video quality
in a constant bandwidth.

The transmitted bitrate for all four modes of operation is shown in Table 21.3.
The unprotected bitrate before approximately half-rate BCH coding is also shown
in the table. The actual useful bitrate available for video is slightly less, than the
unprotected bitrate due to the required strongly protected packet acknowledgement
information and packetisation information. The effective video bitrate is also shown
in the table.

21.1.3 Burst-by-Burst Adaptive Videophone Performance

The proposed burst-by-burst adaptive modem maximizes the system capacity avail-
able by using the most appropriate modulation mode for the current instantaneous
channel conditions. We found that the pseudo-SNR at the output of the channel
equaliser was an adequate channel quality measure in our burst-by-burst adaptive
wide-band modem. Figure 21.3 demonstrates how the burst-by-burst adaptive mo-
dem changes its modulation modes every transmission burst, ie every 4.615 ms, based
on the fluctuating pseudo-SNR. The right-hand-side vertical axis indicates the asso-
ciated number of bits per symbol.

By changing to more robust modulation schemes automatically, when the chan-
nel quality is reduced allows the packet loss ratio, or synonymously, the FER, to
be reduced, which results in increased perceived video quality. In order to judge
the benefits of burst-by-burst adaptive modulation we considered two scenarios. In
the first scheme the adaptive modem always chose the perfectly estimated AQAM
modulation mode, in order to provide a maximum upper bound performance. In the
second scenario the modulation mode was based upon the perfectly estimated AQAM
modulation mode for the previous burst, which corresponded to a delay of one Time
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Figure 21.3: Adaptive burst-by-burst modem in operation for an average channel SNR of
20dB, where the modulation mode switching is based upon the SNR esti-
mate at the output of the equaliser, using the channel parameters defined in
Table 21.1.

Division Multiple Access (TDMA) frame duration of 4.615ms. This second scenario
represents a practical burst-by-burst adaptive modem, where the one-frame channel
quality estimation latency is due to superimposing the receiver’s perceived channel
quality on a reverse-direction packet, for informing the transmitter concerning the
best mode to be used.

The probability of the adaptive modem using each modulation mode for a particu-
lar average channel SNR is portrayed in Figure 21.4 in terms of the associated modem
mode probability density functions (PDFs). It can be seen at high channel SNRs that
the modem mainly uses the 64QAM modulation mode, while at low channel SNRs
the BPSK mode is the most prevalent one.

Figure 21.5 shows the transmission FER (or packet loss ratio) versus channel SNR
for the 1, 2, 4 and 6 bit/symbol fixed modulation schemes, as well as for the ideal
and for the one-frame delayed realistic scenarios using the burst-by-burst adaptive
QAM (AQAM) modem. A somewhat surprising fact is [592] - which is not explicitly
shown here due to lack of space - that at low SNRs AQAM can maintain a lower
BER than BPSK, since under inferior instantaneous channel conditions it exhibits
the corresponding BPSK BER, but the average number of transmitted AQAM bits is
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$RCSfile: aqam-mode-pdf-10pcfer.gle,v $
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Figure 21.4: PDF of the adaptive modem being in a particular modulation mode versus
channel SNR.

higher than that of BPSK, resulting in a reduced average AQAM BER. At high SNRs
the AQAM BER curve asymptotically joins the 64QAM BER curve, since 64QAM
is the predominant mode used. The associated FER curve obeys similar tendencies
in terms of having the BPSK and 64QAM FER curves as asymptotes at low and
high SNRs, respectively. However - in contrast to the BER - the AQAM FER cannot
be lower than that of BPSK, since the same number of frames is transmitted in
both cases. The substantial advantage of AQAM is that due to its higher number of
bits/symbol the number bits transmitted per frame is higher, resulting in an increased
video quality. 3. The FER curves are portrayed on a logarithmic scale in Figure 21.6,
where - for the sake of comparison - we also showed the associated FER curve for
statically reconfigured modem modes switching at 5% transmission FER, as it will be
detailed below.

Explicitly, the statically reconfigured modem was invoked in Figure 21.6 as a
benchmarker, in order to indicate, how a system would perform, which cannot act on
the basis of the near-instantaneously varying channel quality. As it can be inferred

3We note here that the associated performance results typically degrade upon increasing the
Doppler frequency and improve upon reducing it, since the effects of channel estimation latency
become less significant. This phenomenon was quantified in [592]
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Figure 21.5: Transmission FER (or packet loss ratio) versus Channel SNR comparison
of the four fixed modulation modes (BPSK, 4QAM, 16QAM, 64QAM) and
that of the adaptive burst-by-burst modem (AQAM). AQAM is shown with
a realistic one TDMA frame delay between channel estimation and mode
switching, and also with a zero delay version for indicating the upper bound
performance. The channel parameters were defined in Table 21.1.

from Figure 21.6, such a statically reconfigured transceiver switches its mode of oper-
ation from a lower-order modem mode, such as for example BPSK to a higher-order
mode, such as 4QAM, when the channel quality has improved sufficiently for the
4QAM mode’s FER to become lower than 5 % upon reconfiguring the transceiver in
this 4QAM mode. Again - as seen also in Figure 21.5 earlier on a non-logarithmic
scale - Figure 21.6 clearly shows on a logarithmic scale that the ’one-frame channel
estimation delay’ AQAM modem manages to maintain a similar FER performance to
the fixed rate BPSK modem at low SNRs, although we will see in Figure 21.7 that
AQAM provides increasingly higher bitrates, reaching four times higher values than
BPSK for high channel SNRs, where the employment of 64QAM is predominant. In
this high SNR region the FER curve asymptotically approaches the 64QAM FER
curve for both the realistic and the ideal AQAM scheme, although this is not visible
in the figure for the ideal scheme, since this occures at SNRs outside the range of
Figure 21.6. Again, the reason for this performance discrepancy is the occasionally
misjudged channel quality estimates of the realistic AQAM scheme. Additionally,
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Figure 21.6: Transmission FER (or packet loss ratio) versus Channel SNR comparison
of the four fixed modulation modes (BPSK, 4QAM, 16QAM, 64QAM) with
5% FER switching and adaptive burst-by-burst modem (AQAM). AQAM is
shown with a realistic one TDMA frame delay between channel estimation
and mode switching, and a zero delay version is included as an upper bound.
The channel parameters were defined in Table 21.1.

Figure 21.6 indicates that the realistic AQAM modem exhibits a near-constant 3%
FER at medium SNRs. The issue of adjusting the switching thresholds in oder to
achieve the target FER will be addressed in detail in Section 21.1.4 and the thresholds
invoked will be detailed with reference to Table 21.4. Suffice to say at this stage that
the average number of bits per symbol - and potentially also the associated video
quality - can be increased upon using more aggressive switching thresholds. However,
this results in an increased FER, which tends to decrease the video quality, as it will
be discussed in Section 21.1.4.

A comparison of the effective video bitrate versus channel SNR is shown in Fig-
ure 21.7 for the four fixed modulation schemes, and the ideal and realistic AQAM
modems. The effective video bitrate is the average bitrate provided by all the success-
fully transmitted video packets. It should be noted that the realistic AQAM modem
has a slightly lower throughput, since sometimes the incorrect modulation mode is
chosen, which may result in packet loss. At very low channel SNRs the throughput
bitrate converges to that of the fixed BPSK mode, since the AQAM modem is almost
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channel estimation and mode switching, and also as a zero delay version
for indicating the upper bound. The channel parameters were defined in
Table 21.1.

always in the BPSK mode at these SNRs, as demonstrated in Figure 21.4.
Having shown the effect of the burst-by-burst adaptive modem on the transmission

FER and effective bitrate, let us now demonstrate these effects on the decoded video
quality, measured in terms of the Peak Signal-to-Noise Ratio (PSNR). Figure 21.8
shows the decoded video quality in terms of PSNR versus channel SNR for both
the ideal and realistic adaptive modem, and for the four modes of the statically
configured multi-mode modem. It can be seen that the ideal adaptive modem, which
always selects the perfect modulation modes, has a better or similar video quality for
the whole range of channel SNRs. For the statically configured multi-mode scheme
the video quality degrades, when the system switches from a higher-order to a lower-
order modulation mode. The ideal adaptive modem however smoothes out the sudden
loss of video quality, as the channel degrades. The non-ideal adaptive modem has a
slightly lower video quality performance, than the ideal adaptive modem, especially
at medium SNRs, since it sometimes selects the incorrect modulation mode due to the
estimation delay. This can inflict video packet loss and/or a reduction of the effective
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Figure 21.8: Decoded video quality (PSNR) versus channel SNR comparison of the four
fixed modulation modes (BPSK, 4QAM, 16QAM, 64QAM) with 5% transmis-
sion FER switching and that of the adaptive burst-by-burst modem (AQAM).
AQAM is shown with a realistic one TDMA frame delay between channel esti-
mation and mode switching, and a zero delay version for indicating the upper
bound. The channel parameters were defined in Table 21.1.

video bitrate, which in turn reduces the video quality.
The difference between the ideal burst-by-adaptive modem, using ideal channel

estimation and the non-ideal, realistic burst-by-burst adaptive modem, employing a
non-ideal delayed channel estimation can be seen more clearly in Figure 21.9 for a
range of video sequences. Observe that at high and low channel SNRs the video
quality performance is similar for the ideal and non-ideal adaptive modems. This is
because the channel estimation delay has little effect, since at low or high channel
SNRs the adaptive modem is in either BPSK or 64QAM mode for the majority of the
time. More explicitly, the channel quality of a transmission frame is almost always
the same as that of the next, and hence the delay has little effect at low and high
SNRs.

The video quality versus channel quality trade-offs can be more explicitly observed
in Figure 21.10. This figure portrays the decoded video quality in PSNR versus the
packet loss ratio or transmission FER. The ideal and practical adaptive modem per-
formance is plotted against that of the four fixed modulation schemes in the figure. It
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Figure 21.9: Decoded video quality (PSNR) versus channel SNR for the adaptive burst-
by-burst modem (AQAM). AQAM is shown with a realistic one TDMA frame
delay between channel estimation and mode switching, and a zero delay ver-
sion indicating the upper bound. Results are shown for three video sequences
using the channel parameters that were defined in Table 21.1.

can been seen that the adaptive modems’ video quality degrades from that achieved by
the error-free 64QAM modem towards the BPSK modem performance as the packet
loss ratio increases. The practical adaptive modems’ near constant FER performance
of 3% at medium SNRs can be clearly seen in the figure, which is associated with
the reduced PSNRs of the various modem modes, while having only minor chan-
nel error-induced impairments. In order to augment the interpretation of this figure
we note that although the objective video quality of the various fixed QAM modes
expressed in PSNR appears to be higher than that of the AQAM schemes, the associ-
ated perceived video quality of AQAM is significantly more pleasing. This is because
the channel-induced PSNR degradation is significantly more objectionable than the
PSNR reduction imposed by invoking the inherently lower-bitrate, lower-quality but
more robust AQAM modes. Again, the philosophy here was that the AQAM scheme
maintained the required near-constant target FER, which was necessary for high per-
ceived video quality at the cost of invoking reduced-rate, but more robust modem
modes under hostile channel conditions.
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Figure 21.10: Decoded video quality (PSNR) versus transmission FER (or packet loss ra-
tio) comparison of the four fixed modulation modes (BPSK, 4QAM, 16QAM,
64QAM) and that of the adaptive burst-by-burst modem (AQAM). AQAM
is shown with a realistic one TDMA frame delay between channel estimation
and mode switching, and a zero delay version indicating the upper bound.
The channel parameters were defined in Table 21.1.

BPSK 4QAM 16QAM 64QAM
Standard <10dB ≥10dB ≥18dB ≥24dB
Conservative <13dB ≥13dB ≥20dB ≥26dB
Aggressive <9dB ≥9dB ≥17dB ≥23dB

Table 21.4: SINR estimate at output of the equaliser required for each modulation mode
in the proposed burst-by-burst adaptive modem, ie. switching thresholds

21.1.4 Switching Thresholds

The burst-by-burst adaptive modem changes its modulation modes based on the
fluctuating channel conditions expressed in terms of the SNR at the equaliser’s output.
The set of switching thresholds used in all the previous graphs is the “Standard” set
shown in Table 21.4, which was determined on the basis of the required channel SINR
for maintaining the specific target video FER.

In order to investigate the effect of different sets of switching thresholds, we defined
two new sets of thresholds, a more conservative set, and a more aggressive set, em-
ploying less robust, but more bandwidth-efficient modem modes at lower SNRs. The
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Figure 21.11: Transmission FER (or packet loss ratio) versus Channel SNR comparison of
the fixed BPSK modulation mode and the adaptive burst-by-burst modem
(AQAM) for the three sets of switching thresholds described in Table 21.4.
AQAM is shown with a realistic one TDMA frame delay between channel
estimation and mode switching. The channel parameters were defined in
Table 21.1.

more conservative switching thresholds reduced the transmission FER at the expense
of a lower effective video bitrate. The more aggressive set of thresholds increased the
effective video bitrate at the expense of a higher transmission FER.

The transmission FER performance of the realistic burst-by-burst adaptive mo-
dem, which has a one TDMA frame delay between channel quality estimation and
mode switching is shown in Figure 21.11 for the three sets of switching thresholds
of Table 21.4. It can be seen that the more conservative switching thresholds reduce
the transmission FER from about 3% to about 1% for medium channel SNRs. The
more aggressive switching thresholds increase the transmission FER from about 3%
to 4-5%. However, since FERs below 5% are not objectionable in video quality terms,
this FER increase is an acceptable compromise for a higher effective video bitrate.
The effective video bitrate for the realistic adaptive modem with the three sets of
switching thresholds is shown in Figure 21.12. The more conservative set of switching
thresholds reduces the effective video bitrate but also reduces the transmission FER.
The aggressive switching thresholds, increase the effective video bitrate, but also in-
crease the transmission FER. Therefore the optimal switching thresholds should be
set such that the transmission FER is deemed acceptable in the range of channel
SNRs considered.
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Figure 21.12: Video bitrate versus channel SNR comparison for the adaptive burst-by-
burst modem (AQAM) with a realistic one TDMA frame delay between
channel estimation and mode switching for the three sets of switching thresh-
olds as described in Table 21.4. The channel parameters were defined in
Table 21.1.

We note that the switching thresholds can be adjusted for example using Powell’s
optimisation for uncoded transmissions [?], in order to achieve the required target
BER. However, the coded AQAM system’s BER/FER performance is not analytically
tractable and hence no closed-loop optimisation was invoked - the thresholds were
adjusted experimentally. We note furthermore that instead of the equaliser’s pseudo-
SNR we also investigated using the channel codec’s BER estimates for controlling
the switching process, which resulted in a similar system performance. Let us now
consider the performance improvements achievable, when employing powerful turbo
codecs.

21.1.5 Turbo-coded video performance

In this subsection we demonstrate the additional performance gains that are achiev-
able, when turbo coding is used in preference to BCH coding. The generic system
parameters of the turbo-coded reconfigurable multi-mode video transceiver are the
same as those used in the BCH-coded version summarised in Table 21.2. Turbo-
coding schemes are known to perform best in conjunction with square-shaped turbo
interleaver arrays and their performance is improved upon extending the associated
interleaving depth, since then the two constituent encoders are fed with more inde-
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Features Multi-rate System
Mode BPSK 4QAM 16QAM 64QAM
Bits/Symbol 1 2 4 6
FEC Half-Rate Turbo coding with CRC
Transmission 140.4 280.8 561.6 842.5
bitrate (kbit/s)
Unprotected 66.3 136.1 275.6 415.2
bitrate (kbit/s)
Effective 60.9 130.4 270.0 409.3
Video-rate (kbit/s)
Video fr. rate (Hz) 30

Table 21.5: Operational-mode specific turbo-coded transceiver parameters

pendent data. This ensures that the turbo decoder can rely on two quasi-independent
data streams in its efforts to make as reliable decisions, as possible. A turbo inter-
leaver size of 18×18 was chosen, requiring 324 bits for filling the interleaver. The
required so-called recursive systematic convolutional component codes had a coding
rate of 1/2 and a contraint length of K = 3. After channel coding the transmission
burst length became 648 bits, which allowed the decoding of all AQAM transmission
bursts independently. The operational-mode specific transceiver parameter are shown
in Table 21.5, and should be compared to the corresponding BCH-coded parameters
of Table 21.3.

The turbo-coded parameters result in a 10% lower effective throughput bitrate
compared to BCH-coding under error-free conditions. However, we will show that un-
der error-impaired conditions the turbo coding performance becomes better, resulting
in a reduced video packet loss ratio. This reduced video packet loss ratio results in an
increased effective throughput for a wide range of channel SNRs. Figure 21.13 shows
the effective throughput video bitrate versus channel SNR for the proposed AQAM
modem using either BCH or turbo coding, when the delay between the channel quality
estimate and mode switching of the AQAM modem was one TDMA frame duration.

At high channel SNRs and virtually error-free conditions the BCH-coded modem
slightly outperforms the turbo-coded modem in throughput bitrate terms, which were
446 and 409Kbps respectively. However as the channel quality degrades the lower
packet loss ratio performance of the turbo-coded AQAM modem results in a higher
effective throughput bitrate below channel SNRs of about 28dB.

The associated FER or video packet loss ratio (PLR) performance versus channel
SNR is shown in Figure 21.14.

The BCH-coded and turbo-coded AQAM modems exhibit similarly shaped FER
performance curves, both of which obey a similar FER performance curve to that of
the corresponding 64QAM modem mode at high SNRs, whilst at low SNRs the FER
curve follows that of the BPSK modem mode. For medium channel SNRs the FER
performance curve becomes near-constant, since the modem modes are adaptively
adjusted, in order to maintain the required target FER. Observe, however that the
turbo coded AQAM modem requires approximately a 3dB lower channel SNR for
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Figure 21.13: Effective throughput video bitrate versus channel SNR comparison of the
adaptive burst-by-burst modems (AQAM) using either BCH or turbo cod-
ing. The AQAM modems have a one TDMA frame delay between channel
estimation and mode switching. The channel parameters were defined in
Table 21.1.

achieving the required FER target. Hence, if the minimum acceptable video packet
loss ratio is shown by the 5% limit drawn in the figure, the turbo-coded modem can
maitain the required PLR for channel SNRs in excess of 8dB, while the BCH-coded
modem requires channel SNRs in excess of 11dB.

Having shown that the turbo-coded AQAM modem outperforms the BCH coded
modem in terms of video packet loss performance, which results in a higher effective
throughput video bitrate for all except very high channel SNRs, we demonstrate the
associated effects on the video quality expressed in terms of the PSNR. Figure 21.15
shows the PSNR video quality versus channel SNR for the AQAM modems using
either BCH or turbo coding. The higher throughput of the BCH coded modem at
high channel SNRs results in a slight advantage over the turbo coded modem in terms
of PSNR. However, the reduced video packet loss ratio of the turbo coded modem
below channel SNRs of 30dB resulted in a higher effective throughput, increasing the
video quality of the turbo coded modem. In conclusion, we have shown that the more
complex turbo coded AQAM modem outperformed the BCH coded modem, since it
reduced the video packet loss ratio and hence increased both the effective throughput
and the video quality for all but high channel SNRs.
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Figure 21.14: Transmission FER (or packet loss ratio) versus channel SNR comparison of
the adaptive burst-by-burst modem (AQAM) using the standard switching
thresholds of Table 21.4, and either BCH or turbo coding. The channel
parameters were defined in Table 21.1 and again, there was a one TDMA
frame delay between channel estimation and mode switching.

21.1.6 Conclusions

In this section we have proposed a wideband burts-by-burst adaptive modem, which
employs the mean squared error at the output of the the channel equaliser as the
quality measure for controlling the modem modes. Furthermore, we have quantified
the achievable video performance gains due to employing the proposed wideband
burts-by-burst adaptive modem. When our adaptive packetiser is used in conjunction
with the adaptive modem, it continually adjusts the video codec’s target bitrate, in
order to exploit the instantaneous bitrate capacity provided by the adaptive modem.

We have also shown that a burst-by-burst adaptive modem exhibits a better per-
formance, than a statically configured multi-mode scheme. The delay between the
channel estimation and modulation mode switching was shown to have a consider-
able effect on the performance achieved by the adaptive modem. This performance
penalty can be mitigated by reducing the modem mode switching latency. However,
at low vehicular speeds, i.e. at low Doppler frequencies the switching latency is less
crucial and the practical adaptive modem can achieve a performance that is close
to that of the ideal adaptive modem benefiting from instantaneous modem mode
switching, which we used to quantify the expected upper-bound performance. We
have also demonstrated, how the transmission FER performance is affected by chang-
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Figure 21.15: Decoded video quality (PSNR) versus transmission FER (or packet loss ra-
tio) comparison of the realistic adaptive burst-by-burst modems (AQAM)
using either BCH or turbo coding. The channel parameters were defined in
Table 21.1.

ing the switching thresholds. Therefore the system can be tuned to the required FER
performance using appropriate switching thresholds. Our future work will be concen-
trated on improving the system performance by invoking more complex turbo coding
schemes.

Motivated by the recent dominance of CDMA-based wireless systems - such as the
UMTS, IMT-2000 and cdma2000 systems - in the next section we embark on studying
the video performance of various joint-detection based multi-user wireless videophone
systems.
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21.2 A UMTS-like Video-phone System:
Turbo-coded Burst-by-burst Adaptive Joint -

detection CDMA/H.263 Based Videophony4 5

21.2.1 Motivation and Video Transceiver Overview

While the third-generation wireless communications standards are still evolving at
the time of writing, they became sufficiently mature for the equipment designers
and manufacturers to complete the design of prototype equipment. One of the most
important service tested in the field-trials of virtually all dominant players in the field
is interactive video telephony at various bitrates and video qualities. Motivated by
these events the goal of this section is to quantify the expected video performance of
a UMTS-like videophone scheme, whilst also providing an outlook to more powerful
burst-by-burst adaptive transceivers of the near-future.

In this study we transmitted 176x144 pixel Quarter Common Intermediate For-
mat (QCIF) and 128x96 pixel Sub-QCIF (SQCIF) video sequences at 10 frames/s
using a reconfigurable Time Division Multiple Access / Code Division Multiple Ac-
cess (TDMA / CDMA) transceiver, which can be configured as a 1, 2 or 4 bit/symbol
scheme. The H.263 video codec [182] exhibits an impressive compression ratio, al-
though this is achieved at the cost of a high vulnerability to transmission errors,
since a run-length coded stream is rendered undecodable by a single bit error. In
order to mitigate this problem, when the channel codec protecting the video stream
is overwhelmed by the transmission errors, we refrain from decoding the corrupted
video packet in order to prevent error propagation through the reconstructed video
frame buffer [189]. We found that it was more beneficial in video quality terms, if
these corrupted video packets were dropped and the reconstructed frame buffer was
not updated, until the next video packet replenishing the specific video frame area
was received. The associated video performance degradation was found perceptu-
ally unobjectionable for packet dropping- or transmission frame error rates (FER)
below about 5%. These packet dropping events were signalled to the remote de-
coder by superimposing a strongly protected one-bit packet acknowledgement flag
on the reverse-direction packet, as outlined in [189]. Bose-Chaudhuri-Hocquenghem
(BCH) [9] and turbo error correction codes [28] were used and again, the CDMA
transceiver was capable of transmitting 1, 2 and 4 bits per symbol, where each sym-
bol was spread using a low spreading factor (SF) of 16, as seen in Table 21.6. The
associated parameters will be addressed in more depth during our further discourse.
Employing a low spreading factor of 16 allowed us to improve the system’s multi-user
performance with the aid of joint-detection techniques [340]. We note furthermore
that the implementation of the joint detection receivers is independent of the num-
ber of bits per symbol associated with the modulation mode used, since the receiver

4This section is based on P. Cherriman, E.L. Kuan, L. Hanzo: Burst-by-burst Adaptive Joint-
detection CDMA/H.263 Based Video Telephony, submitted to IEEE Tr. on CSVT, 1999

5 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from IEEE.
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Figure 21.16: Transmission burst structure of the FMA1 spread speech/data mode 2 of
the FRAMES proposal [591]

simply inverts the associated system matrix and invokes a decision concerning the
received symbol, irrespective of how many bits per symbol were used. Therefore,
joint detection receivers are amenable to amalgamation with the above 1,
2 and 4 bit/symbol modem, since they do not have to be reconfigured each
time the modulation mode is switched.

In this performance study we used the Pan-European FRAMES proposal [591]
as the basis for our CDMA system. The associated transmission frame structure is
shown in Figure 21.16, while a range of generic system parameters are summarised in
Table 21.6. In our performance studies we used the COST207 [324] seven-path bad
urban (BU) channel model, whose impulse response is portrayed in Figure 21.17.

Our initial experiments compared the performance of a whitening matched filter
(WMF) for single user detection and the Minimum mean square error block decision
feedback equalizer (MMSE-BDFE) for joint multi-user detection. These simulations
were performed using 4-level Quadrature Amplitude Modulation (4QAM), invoking
both binary BCH [9] and turbo coded [28] video packets. The associated bitrates are
summarised in Table 21.7. The transmission bitrate of the 4QAM modem mode was
29.5Kbps, which was reduced due to the approximately half-rate BCH or turbo coding,
plus the associated video packet acknowledgement feedback flag error control [593]
and video packetisation overhead to produce effective video bitrates of 13.7Kbps and
11.1Kbps, respectively. A more detailed discussion on the video packet acknowledge-
ment feedback error control and video packetisation overhead will be provided in
Section 21.2.2 with reference to the convolutionally coded multi-mode investigations.

Figure 21.18 portrays the bit error ratio (BER) performance of the BCH coded
video transceiver using both matched filtering and joint detection for 2–8 users. The
bit error ratio is shown to increase, as the number of users increases, even upon em-
ploying the MMSE-BDFE multi-user detector (MUD). However, while the matched fil-
tering receiver exhibits an unacceptably high BER for supporting perceptually unim-
paired video communications, the MUD exhibits a far superior BER performance.

When the BCH codec was replaced by the turbo-codec, the bit error ratio per-
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Parameter
Multiple access TDMA/CDMA
Channel type C0ST 207 Bad Urban
Number of paths in chan-
nel

7

Normalised Doppler fre-
quency

3.7× 10−5

CDMA spreading factor 16
Spreading sequence Random
Frame duration 4.615 ms
Burst duration 577 µs
Joint detection CDMA re-
ceiver

Whitening matched fil-
ter (WMF) or Mini-
mum mean square er-
ror block decision feed-
back equalizer (MMSE-
BDFE)

No. of Slots/Frame 8
TDMA frame length 4.615ms
TDMA slot length 577µs
TDMA slots/Video packet 3
Chip Periods/TDMA slot 1250
Data Symbols/TDMA slot 68
User Data Symbol Rate
(kBd)

14.7

System Data Symbol Rate
(kBd)

117.9

Table 21.6: Generic system parameters using the Frames spread speech/data mode 2 pro-
posal [591]

Features BCH coding Turbo coding
Modulation 4QAM
Transmission bitrate
(kbit/s)

29.5

Video-rate (kbit/s) 13.7 11.1
Video framerate (Hz) 10

Table 21.7: FEC-protected and unprotected BCH and Turbo coded bitrates for the 4QAM
transceiver mode
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Figure 21.17: Normalized channel impulse response for the COST 207 [324] seven-path
Bad Urban channel.

formance of both matched filtering and the MUD receiver improved, as shown in
Figure 21.19. However, as expected, matched filtering was still outperformed by the
joint detection scheme for the same number of users. Furthermore, the matched
filtering performance degraded rapidly for more than two users.

Figure 21.20 shows the video packet loss ratio (PLR) for the turbo coded video
stream using matched filtering and joint detection for 2–8 users. The figure clearly
shows that the matched filter was only capable of meeting the target packet loss ratio
of 5% for upto four users, when the channel SNR was in excess of 11dB. However, the
joint detection algorithm guaranteed the required video packet loss ratio performance
for 2–8 users in the entire range of channel SNRs shown. Furthermore, the 2-user
matched-filtered PLR performance was close to the 8-user MUD PLR.

21.2.2 Multi-mode Video System Performance

Having shown that joint detection can substantially improve our system’s perfor-
mance, we investigated the performance of a multi-mode convolutionally coded video
system employing joint detection, while supporting two users. The associated convo-
lutional codec parameters are summarised in Table 21.8.

Below we now detail the video packetisation method employed. The reader is
reminded that the number of symbols per TDMA frame was 68 according to Ta-
ble 21.6. In the 4QAM mode this would give 136 bits per TDMA frame. However,
if we transmitted one video packet per TDMA frame, then the packetisation over-
head would absorb a large percentage of the available bitrate. Hence we assembled
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Figure 21.18: BER versus channel SNR 4QAM performance using BCH coded 13.7Kbps
video, comparing the performance of matched filtering and joint detection
for 2–8 users.

Features Multi-rate System
Mode BPSK 4QAM 16QAM
Bits/Symbol 1 2 4
FEC Convolutional Coding
Transmitted bits/packet 204 408 816
Total bitrate (kbit/s) 14.7 29.5 58.9
FEC-coded bits/packet 102 204 408
Assigned to FEC-coding
(kbit/s)

7.4 14.7 29.5

Error detection per packet 16 bit CRC
Feedback bits / packet 9
Video packet size 77 179 383
Packet header bits 8 9 10
Video bits/packet 69 170 373
Unprotected video-rate
(kbit/s)

5.0 12.3 26.9

Video framerate (Hz) 10

Table 21.8: Operational-mode specific transceiver parameters for the proposed multi-mode
system
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Figure 21.19: BER versus channel SNR 4QAM performance using turbo-coded 11.1Kbps
video, comparing the performance of matched filtering and joint detection
for 2–8 users.

larger video packets, thereby reducing the packetisation overhead and arranged for
transmitting the contents of a video packet over three consecutive TDMA frames, as
indicated in Table 21.6. Therefore each protected video packet consists of 68×3 = 204
modulation symbols, yielding a transmission bitrate of between 14.7 and 38.9 Kbps
for BPSK and 16QAM, respectively. However, in order to protect the video data we
employed half-rate, constraint-length nine convolutional coding, using octal generator
polynomials of 561 and 753. The useful video bitrate was further reduced due to the
16-bit Cyclic Redundancy Checking (CRC) used for error detection and the nine-bit
repetition-coded feedback error flag for the reverse link. This results in video packet
sizes of 77, 179 and 383 bits for each of the three modulation modes. The useful video
capacity was finally further reduced by the video packet header of between 8 and 10
bits, resulting in useful or effective video bitrates ranging from 5 to 26.9 Kbps in the
BPSK and 16QAM modes, respectively.

The proposed multi-mode system can switch amongst the 1, 2 and 4 bit/symbol
modulation schemes under network control, based upon the prevailing channel con-
ditions. As seen in Table 21.8, when the channel is benign, the unprotected video
bitrate will be approximately 26.9Kbps the 16QAM mode. However, as the channel
quality degrades, the modem will switch to the BPSK mode of operation, where the
video bitrate drops to 5Kbps, and for maintaining a reasonable video quality, the
video resolution has to be reduced to SQCIF (128x96 pels).
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Figure 21.20: Video packet loss ratio versus channel SNR for the turbo-coded 11.1 Kbps
video stream, comparing the performance of matched filtering and joint de-
tection for 2–8 users.

Figure 21.21 portrays the packet loss ratio for the multi-mode system, in each of
its modulation modes for a range of channel SNRs. It can be seen in the figure that
above a channel SNR of 14dB the 16QAM mode offers an acceptable packet loss ratio
of less than 5%, while providing an unprotected video rate of about 26.9Kbps. If the
channel SNR drops below 14dB, the multi-mode system is switched to 4QAM and
eventually to BPSK, when the channel SNR is below 9dB, in order to maintain the
required quality of service, which is dictated by the packet loss ratio. The figure also
shows the acknowledgement feedback error ratio (FBER) for a range of channel SNRs,
which has to be substantially lower, than the video PLR itself. This requirement is
satisfied in the figure, since the feedback errors only occur at extremely low channel
SNRs, where the packet loss ratio is approximately 50%, and it is therefore assumed
that the multi-mode system would have switched to a more robust modulation mode,
before the feedback acknowledgement flag can become corrupted.

The video quality is commonly measured in terms of the peak-signal-to-noise-ratio
(PSNR). Figure 21.22 shows the video quality in terms of the PSNR versus the channel
SNRs for each of the modulation modes. As expected, the higher throughput bitrate
of the 16QAM mode provides a better video quality. However, as the channel quality
degrades, the video quality of the 16QAM mode is reduced and hence it becomes
beneficial to switch from the 16QAM mode to 4QAM at an SNR of about 14dB,
as it was suggested by the packet loss ratio performance of Figure 21.21. Although
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Figure 21.21: Video packet loss ratio (PLR) and feedback error ratio (FBER) versus chan-
nel SNR for the three modulation schemes of the 2-user multi-mode system
using joint detection.

the video quality expressed in terms of PSNR is superior for the 16QAM mode in
comparison to the 4QAM mode at channel SNRs in excess of 12dB, however, due
to the excessive PLR the perceived video quality appears inferior in comparison to
that of the 4QAM mode, even though the 16QAM PSNR is higher for channel SNRs
in the range of 12–14dB. More specifically, we found that it was beneficial to switch
to a more robust modulation scheme, when the PSNR was reduced by about 1dB
with respect to its unimpaired PSNR value. This ensured that the packet losses did
not become subjectively obvious, resulting in a higher perceived video quality and
smoother degradation, as the channel quality deteriorated.

The effect of packet losses on the video quality quantified in terms of PSNR is
portrayed in Figure 21.23. The figure shows, how the video quality degrades, as the
PLR increases. It has been found that in order to ensure a seamless degradation of
video quality as the channel SNR reduced, it was the best policy to switch to a more
robust modulation scheme, when the PLR exceeded 5%. The figure clearly shows
that a 5% packet loss ratio results in a loss of PSNR, when switching to a more
robust modulation scheme. However, if the system did not switch until the PSNR of
the more robust modulation mode was similar, the perceived video quality associated
with the originally higher rate, but channel-impaired stream became inferior.
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Figure 21.22: Decoded video quality (PSNR) versus channel SNR for the modulation
modes of BPSK, 4QAM and 16QAM supporting 2-users with the aid of
joint detection. These results were recorded for the Miss-America video
sequence at SQCIF resolution (128x96 pels).

21.2.3 Burst-by-Burst adaptive videophone system

A burst-by-burst adaptive modem, maximizes the system’s throughtput by using the
most appropriate modulation mode for the current instantaneous channel conditions.
Figure 21.24 exemplifies, how a burst-by-burst adaptive modem changes its modula-
tion modes based on the fluctuating channel conditions. The adaptive modem uses
the SINR estimate at the output of the joint-detector to estimate the instantaneous
channel quality, and hence to set the modulation mode.

The probability of the adaptive modem using each modulation mode for a partic-
ular channel SNRs is portrayed in Figure 21.25. It can be seen at high channel SNRs
that the modem mainly uses the 16QAM modulation mode, while at low channel
SNRs the BPSK mode is most prevalent.

The advantage of dynamically reconfigured burst-by-adaptive modem over the
statically switched multi-mode system previously described, is that the video quality
is smoothly degraded as the channel conditions deteriorate. The switched multi-
mode system results in more sudden reductions in video quality, when the modem
switches to a more robust modulation mode. Figure 21.26 shows the throughput
bitrate of the dynamically reconfigured burst-by-burst adaptive modem, compared
to the three modes of the statically switched multi-mode system. The reduction of
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Figure 21.23: Decoded video quality (PSNR) versus video packet loss ratio for the mod-
ulation modes of BPSK, 4QAM and 16QAM, supporting 2-users with the
aid of joint detection. The results were recorded for the Miss-America video
sequence at SQCIF resolution (128x96 pels).

the fixed modem modes’ effective throughput at low SNRs is due to the fact that
under such channel conditions an increased fraction of the transmitted packets have
to be dropped, reducing the effective throughtput. The figure shows the smooth
reduction of the throughput bitrate, as the channel quality deteriorates. The burst-
by-burst modem matches the BPSK mode’s bitrate at low channel SNRs, and the
16QAM mode’s bitrate at high SNRs. The dynamically reconfigured burst-by-burst
adaptive modem characterised in the figure perfectly estimates the prevalent channel
conditions although in practice the estimate of channel quality is not perfect and it is
inherently delayed. However, we have shown in the previous section 21.1 on wideband
video transmission that non-perfect channel estimates result in only slightly reduced
performance, when compared to perfect channel estimation.

The smoothly varying throughput bitrate of the burst-by-burst adaptive modem
translates into a smoothly varying video quality as the channel conditions change.
The video quality measured in terms of the average peak signal to noise ratio (PSNR)
is shown versus the channel SNR in Figure 21.27 in contrast to that of the individual
modem modes. The figure demonstrates that the burst-by-burst adaptive modem
provides equal or better video quality over a large proportion of the SNR range shown
than the individual modes. However, even at channel SNRs, where the adaptive
modem has a slightly reduced PSNR, the perceived video quality of the adaptive
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Figure 21.24: Example of modem mode switching in a dynamically reconfigured burst-by-
burst modem in operation, where the modulation mode switching is based
upon the SINR estimate at the output of the joint-detector.

modem is better since the video packet loss rate is far lower, than that of the fixed
modem modes.

Figure 21.28 shows the video packet loss ratio versus channel SNR for the three
fixed modulation modes and the burst-by-burst adaptive modem with perfect channel
estimation. Again the figure demonstrates that the video packet loss ratio of the
adaptive modem is similar to that of the fixed BPSK modem mode, however the
adaptive modem has a far higher bitrate throughput, as the channel SNR increases.
The burst-by-burst adaptive modem gives an error performance similar to that of the
BPSK mode, but with the flexibity to increase the bitrate throughput of the modem,
when the channel conditions improve. If imperfect channel estimation is used, the
throughput bitrate of the adaptive modem is reduced slightly. Furthermore, the video
packet loss ratio seen in Figure 21.28 is slightly higher for the AQAM scheme due
to invoking higher-order modem modes, as the channel quality increases. However
we have shown in our previous report on wideband video transmission [594] that is
possible to maintain the video packet loss ratio within tolerable limits for the range
of channel SNRs considered.

The interaction between the video quality measured in terms of PSNR and the
video packet loss ratio can be more clearly seen in Figure 21.29. The figure shows
that the adaptive modem slowly degrades the decoded video quality from that of the
error free 16QAM fixed modulation mode, as the channel conditions deteriorate. The
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Figure 21.25: PDF of the various adaptive modem modes versus channel SNR.

video quality degrades from the error-free 41dB PSNR, while maintaining a near-zero
video packet loss ratio, until the PSNR drops below about 36dB PSNR. At this point
the further reduced channel quality inflicts an increased video packet loss rate and the
video quality degrades more slowly. The PSNR versus packet loss ratio performance
then tends toward that achieved by the fixed BPSK modulation mode. However the
adaptive modem achieved better video quality than the fixed BPSK modem even at
high packet loss rates.

21.2.4 Conclusions

In conclusion, the proposed joint-detection assisted burst-by-burst adaptive CDMA-
based video transceiver substantially outperformed the matched-filtering based transceiver.
The transceiver guaranteed a near-unimpaired video quality for channel SNRs in ex-
cess of about 5 dB over the COST207 dispersive Rayleigh-faded channel. The benefits
of the multimode video transceiver clearly manifest themselves in terms of supporting
un-impaired video quality under time-variant channel conditions, where a single-mode
transceiver’s quality would become severely degraded by channel effects. The dynami-
cally reconfigured burst-by-burst adaptive modem gave better perceived video quality
due to its more graceful reduction in video quality, as the channel conditions degraded,
than a statically switched multi-mode system.

Following our discussions on joint-detection assisted CDMA-based burst-by-burst
adaptive interactive video telephony, in the next two sections we will concentrate
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Figure 21.26: Throughput bitrate versus channel SNR comparision of the three fixed mod-
ulation modes (BPSK, 4QAM, 16QAM) and the adaptive burst-by-burst
modem (AQAM), both supporting 2 users with the aid of joint detection.

on a range multi-carrier modems, while the last section of this chapter will consider
distributive broadcast video transmission, based also on multi-carrier modems.

21.3 H.263/OFDM-based Video Systems

for Frequency-selective Wireless Networks6 7

21.3.1 Background

In our previous video systems, so-called single-carrier or serial modems were used.
In recent years the so-called multi-carrier orthogonal frequency division multiplex
(OFDM) or parallel modems have also received considerable attention, especially in
distributive, or synonymously, in broadcasting systems. In this section we will show
that OFDM systems are also attractive in interactive video telephony.

6This section is based upon: P. Cherriman, T. Keller, and L. Hanzo, “Orthogonal frequency
division multiplex transmission of H.263 encoded video over highly frequency-selective wireless net-
works.” IEEE Transactions on Circuits and Systems for Video Technology, Aug. 1999 [595].

7 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from IEEE.
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Figure 21.27: Average decoded video quality (PSNR) versus channel SNR comparision of
the fixed modulation modes of BPSK, 4QAM and 16QAM, and the burst-
by-burst adaptive modem. Both supporting 2-users with the aid of joint
detection. These results were recorded for the Miss-America video sequence
at SQCIF resolution (128x96 pels).

A rudimentary introduction to OFDM was provided in Chapter 5. OFDM was
originally proposed by Chang in 1966 [?], where instead of estimating the wide-band
dispersive channel’s impulse response, as in conventional equalised serial modems [10],
the channel is rendered non-dispersive by splitting the information to be transmitted
into a high number of parallel, low-rate, non-dispersive channels [10]. In this case,
there is no need to estimate the channel’s impulse response, since for the low-rate
subchannels it can be considered non-dispersive. Over the past three decades this
technique has been regularly revisited by a number of researchers [?,155,156,158,162,
596]. Despite its conceptual elegance, until recently its employment has been mostly
limited to military applications due to implementational difficulties. However, it has
recently been adopted as the new pan-European digital audio broadcasting (DAB)
standard [167], and digital terrestrial television broadcast DTTB standard [168] -
now known as (DVB-T) - as well as for a range of other high-rate applications, such
as 155 Mbps wireless Asynchronous Transfer Mode (WATM) local area networks.
These wide-ranging applications underline the significance of OFDM modems as an
alternative technique to conventional serial modems with channel equalisation, in
order to combat signal dispersion [?, 155, 156,158,162,596].

The outline of this section is as follows. In Section 21.3.2 the ability of the H.263
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Figure 21.28: Video packet loss ratio (PLR) versus channel SNR for the three modulation
schemes of the multi-mode system, compared to the burst-by-burst adaptive
modem. Both systems substain 2-users using joint detection.

codec to support a wide range of video services is analysed. Sections 21.3.2.1 and
21.3.2.2 provide an overview of the two proposed systems, while Section 21.3.3 char-
acterises the propagation environment of both our UMTS-like and WATM-oriented
systems. Section 21.3.4 is concerned with the system’s video aspects and the overall
system performance is evaluated in Section 21.3.5.

The image quality versus bitrate performance of the H.263 codec for various image
resolutions, frame rates and video sequences was analysed in the corresponding earlier
Sections. The video sequences used in this section are summarised in Table 21.9. We
note, however that for cellular and cordless systems only SQCIF and QCIF resolutions
are realistic in terms of their minimum required bitrates, while for higher-rate local
area networks CIF, 4CIF and 16CIF resolutions cater for substantially increased video
quality. Let us commence our discourse with a brief system overview.

21.3.2 System Overview

In order to explore the range of potential applications for our H.263 / OFDM system,
we will investigate two different schemes. Specifically, a higher-rate wireless asyn-
chronous transfer mode (WATM) system will be studied in Section 21.3.2.1 and a
lower-rate cellular type system will be investigated in Section 21.3.2.2.

Both proposed wireless system’s schematic follows the structure of Figure 21.30
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Figure 21.29: Decoded video quality (PSNR) versus video packet loss ratio comparision of
the fixed modulation modes of BPSK, 4QAM and 16QAM, and the burst-
by-burst adaptive modem. Both supporting 2-users with the aid of joint
detection. These results were recorded for the Miss-America video sequence
at SQCIF resolution (128x96 pels).

Video Clip Size Frame/s Colour

Miss America QCIF 10, 30 Grey
Miss America SQCIF, QCIF, CIF 10, 30 Colour
Carphone QCIF 10, 30 Colour
Suzie SQCIF, QCIF, 4CIF 10, 30 Colour
Football 4CIF 10, 30 Colour
Mall 16CIF 10, 30 Colour

CIF: 288 × 352 pixel Common Intermediate Format
QCIF: 144× 176 pixel Quarter CIF
SQCIF: 96× 128 pixel Sub-QCIF
4CIF: 576× 704 pixel 4×CIF
16CIF: 1152 × 1408 pixel 16×CIF

Table 21.9: Video sequences used for H.263 simulations
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Figure 21.30: H.263/OFDM Video Transceiver Schematic

and both support interactive videophone calls. The video signal is compressed using
the H.263 video compression standard [182]. As argued before, the H.263 standard
achieves high compression ratios, however the resulting bitstream is extremely sensi-
tive to channel errors. This sensitivity to channel errors is not a serious problem over
benign wireline-based channels, such as conventional ATM links, but it is an impedi-
ment, when used over wireless networks. There have been several solutions suggested
in the literature for overcoming this using Automatic Repeat Request (ARQ) [555],
dual-level coding [184] and the use of a feedback channel [185]. A range of further
robust video schemes were proposed in [188,189,473,501,597].

As seen in Figure 21.30, our system uses a feedback channel, in order to inform
the encoder of the loss of previous packets, as in the case of our single-carrier video
systems. As before, we do not retransmit the corrupted packets, since this would
reduce the system’s teletraffic capacity by occupying additional transmission slots,
while increasing the video delay. We have shown before that simply dropping the
corrupted packets at both the local and remote decoder results in an extremely high
error resilience, in particular in high frame-rate systems, where 30 frames/s high-
rate transmissions are facilitated. The rationale behind this is that un-updated video
frame segments can only persist at 30 fps for 33 ms. This allows for the reconstruc-
tion frame buffer contents of the local and remote decoders to remain identical, which
is essential for preventing error propagation through the reconstructed frame buffer.
Then, when the instantaneous channel quality improves, the corrupted picture seg-
ments of the reconstructed frame buffers are replenished with more up-to-date video
information. Similarly to our single-carrier videophone systems, the feedback channel
is implemented by superimposing the packet dropping request on the reverse link,
as shown in Figure 21.31. This figure shows, how the feedback acknowledgement is
implemented in the context of the proposed Time Division Multiple Access (TDMA),
Time Division Duplex (TDD) system using 32 timeslots, where one video packet was
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Figure 21.31: Transmission feedback timing diagram showing the feedback signalling su-
perimposed on the reverse channel video datastream. The tasks that need
to be performed in each time interval are shown for both the mobile station
and the basestation.

transmitted in each TDD frame. A number of further interesting details concerning
the system’s operation become explicit by studying the Figure in more depth, which
we have to refrain from here due to lack of space.

As demonstrated by Figure 21.30, the H.263 encoded bitstream is passed to the
packet assembly block, which was detailed in section 19.3.6. The packetiser’s function
is to assemble the video packets for transmission, taking into account the packet ac-
knowledgement feedback information. The packet disassembly block of Figure 21.30
ensures that always an error-free H.263 bitstream is output to the video decoder, dis-
carding any erronously received packet and using only error-free packets to update the
reconstructed frame buffer. Since the transmission packets contain typically fractions
of video macroblocks at the beginning and end of the packets, a corrupted packet
implies that the previously received partial macroblocks have to be discarded. The
loss of the packet is then signalled via the feedback channel to the video encoder and
packet assembly blocks.

The lost macroblocks are not re-transmitted, but strongly error protected ac-
knowledgement flags are inserted into the video bitstream to signify the macroblocks
that have not been updated. This requires one bit per lost macroblock in the next
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Figure 21.32: Typical expected video quality of the proposed video transceiver for 16Kbit/s
at 10fps, for a frame error rate (or packet dropping rate) of 5%. This figure
also shows the error recovery and concealment used in frames 26 and 27.

reverse-direction packet of the given user. The decoded video stream is error-free,
although certain parts of some video frames may be ’frozen’ for a frame duration due
to lost packets. These areas will usually be updated in the next video frame, and
the effect of the lost packet will be no longer visible. Again, this packet loss has a
prolonged effect for 100 ms at 10 fps, which is more preceivable than the losses at
30 fps. These operations were also indicated earlier in the context of Figure 21.31,
while aspects of the acknowledegement flag protection and the associated probability
of correct acknowledgement flag reception are quantified in Figure 19.22 on page 870
and in Figure 21.41, which will be discussed at a later stage. An example of a typical
scenario, portraying the error-free frame 25, a lost block in frame 26, which is not
updated during frame 27, but finally replenished in frame 28, as shown in Figure 21.32.

The packetised video stream is then Forward Error Correction (FEC) coded,
mapped to the allocated TDMA timeslot and transmitted using Differential Quar-
ternary Phase Shift Keying (D-QPSK) between adjacent sub-carriers of the Orthogo-
nal Frequency Division Multiplex (OFDM) scheme employed [10]. Again, it is impor-
tant to strongly protect the binary acknowledgement flag from transmission errors,
which prevents the remote decoder from updating the local reconstruction buffer, if
the received packet was corrupted. Following a range of considerations, we opted for
using a repetition-code, which was superimposed on the forthcoming reverse-direction
packet in the proposed Time Division Duplex (TDD) scheme of Table 21.10. The
repetition-coded flag is then Majority Logic Decision (MLD) decoded at the receiver.
The probability of correct decoding of the 5, 9, 18, and 27 bit majority logic codes
was numerically evaluated for the range of bit error rates 0% to 50% using a random
error distribution in Figure 19.22 on page 870. On the basis of the results we opted
for using the strongest MLD code of MLD(27,1,13), repeating the flag 27 times, which
was hence able to correct up to 13 transmission errors or a channel BER of about
50 %.

In the next Section we briefly consider the specific system parameters used, which
closely resemble those proposed by the Pan-European Wireless Asynchronous Transfer
Mode (WATM) consortium referred to as Median.
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Feature Value
TDMA/TDD frame length 171µs
Slots/Frame 64 (62 useable)
Slot length 2.667µs
OFDM carriers 512 (511 used)
Modulation Differential-QPSK
Coded Bits/slot 1022 bits
FEC (1/2 rate) BCH(255,131,18)
Pre-FEC bits/slot 524 bits
System Bandwidth 225MHz
System Symbol rate (symbols/sec) 186× 106

Normalised Doppler Frequency 1.235× 10−5

Table 21.10: Summary of the Median-like WATM System Parameters c©IEEE, Cherriman,
Keller, Hanzo, 1998, [595]

21.3.2.1 The WATM System

The system employed in our experiments resembles the ACTS MEDIAN WATM
proposal, operating in the 60GHz band utilising OFDM as modulation technique [10].
The MEDIAN-like WATM system parameters are listed in Table 21.10. Channel
access in the MEDIAN WATM system is based on Time Division Multiple Access /
Time Division Duplex (TDMA / TDD) frames having a duration of 170.7µs. This
frame is split into 64 time-slots of 2.667µs duration. Two of these time slots are
reserved for networking functions, leaving 62 for useful information transfer.

In order to avoid implementationally complex equalisation at the FEC-coded sam-
pling rate, OFDM is employed as the proposed baseband modulation technique [10].
Again, a rudimentary introduction to OFDM was provided in Chapter 5. Differen-
tial Quarternary Phase Shift Keying (D-QPSK) between adjacent sub-carriers is used
as frequency–domain modulation scheme. If all 512 sub-carriers are used, with one
subcarrier being used as phase reference, then 1022 bits can be transmitted using a
single OFDM symbol. Figure 21.33 portrays the Median WATM frame- and slot-
structure. Each time-slot contains one OFDM symbol, preceded by a cyclic extension
of 64 samples in order to combat interference in wideband channels [10]. The role of
the quasi-periodic cyclic extension of the time-domain OFDM symbol is to generate
a waveform, which appears to be periodic for the duration of the bandlimited chan-
nel’s memory. Although this time-domain signal-segment may become interfered due
to channel dispersion and transients, the useful information-related segment remains
intact. A cyclic post-amble is also appended to the OFDM data samples in order to
simplify symbol timing synchronisation [598]. For our simulations, all 512 sub-carriers
per OFDM symbol were actively used, resulting in the maximum throughput of 1022
bits per OFDM symbol.

Variable bit rate users can be accommodated by allocating groups of time-slots
per frame, as seen in Table 21.11 in case of high-rate users or by skipping time frames
in case of low-rate users. The shaded area of Figure 21.34 defines the ’payload’ of
a TDMA frame in the 4CIF scenario of the Table and hence this ’payload’ must be
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Figure 21.33: Schematic plot of the ACTS MEDIAN WATM frame structure. A time
frame contains 64 timeslots of 2.667µs duration. Each timeslot holds the
data samples of a 512 point IFFT OFDM symbol, 64 samples of the cyclic
extension and a cyclic postamble of 24 samples c©IEEE, Cherriman, Keller,
Hanzo, 1998, [595]

Rate of at least one BCH code in each TDMA timeslot/burst becomes overloaded is TDMA burst error rate.

TDMA Frame

BCH code

Video transmission packet

TDMA timeslot/burst

Rate of BCH code overloading is the BCH error rate.

Rate of at least one BCH code in each video transmission packet becomes overloaded is Frame error rate (FER) or packet error rate.

Figure 21.34: Stylised TDMA frame structure for the WATM system transmitting 4CIF
resolution video, where each video transmission packet is formed using 5
timeslots and 20 BCH codewords per active TDMA frame and each timeslot
contains 4 BCH codewords c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]

received error-freely. If it is corrupted, this event is defined as a TDMA frame error
and the relative frequency of these events defines the transmission frame error rate
(FER) of the system. As seen in Figure 21.34 and Table 21.11, in this case we need
five time-slots for supporting the associated 10.2 Mbps video rate, but other video
resolutions require a different number of time slots. Their FER is defined on the basis
of the success or failure of all the slots of a specific video user in a TDMA frame, since
in this regime we cannot selectively re-transmit the payload of each timeslot due to
having only one acknowledgement flag per TDMA frame per user. This results in
larger video frame sections remaining un-updated due to the increased payload per
TDMA frame at high video rates. Again, the required number of slots per TDMA
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Figure 21.35: PSNR degradation versus video packet loss rate or transmission frame error
rate for the scenarios described in Tables 21.11 and 21.12 c©IEEE, Cherri-
man, Keller, Hanzo, 1998, [595]

frame for each video mode was summarised for the various modes in Table 21.11,
while reference [599] proposed an efficient statistical multiplexing scheme for variable-
rate scenarios, where the number of slots can be varied on a frame-by-frame basis.
The associated PSNR degradation of the various user scenarios of Table 21.11 were
quantified in Figure 21.35, where the more dramatic PSNR degradation of the larger
video frame sizes becomes explicit for any given transmission frame error rate.

21.3.2.2 The UMTS-type Framework

The alternative transmission scheme used in our investigations was partially inspired
by the ACTS FRAMES [600,601] Mode 1 Universal Mobile Telecommunications Sys-
tem (UMTS) proposal, which entails a time frame structure of 4.615ms, split into
eight timeslots of 577µs duration each. However, instead of using the originally pro-
posed Direct Sequence Code Division Multiple Access (DS–CDMA) scheme with a
chip–rate of 2.17Mchips/s, we have employed 1024-subcarrier OFDM, as is it shown
in Figure 21.36. Hence we refer to this system as a Frames-like scheme. The modified
timeslot contains a 1024-sample OFDM symbol, which is preceded by a cyclic exten-
sion of 168 samples length and followed by a guard interval of 60 samples. In order to
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Figure 21.36: Schematic plot of the ACTS FRAMES Mode 1-like frame structure as used
in this paper. A timeslot of 4.615ms duration is split into eight timeslots of
577µs. Each timeslot holds a 1024 point IFFT OFDM symbol with a cyclic
extension of 168 samples c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]

maintain the Frames UMTS bandwidth of 1.6MHz, the 1024 subcarrier OFDM symbol
contains 410 unused, so-called virtual subcarriers and 614 information bearer subcar-
riers, therefore reducing the bandwidth to 1.3MHz and allowing for a modulation
excess bandwidth within the band of 1.6MHz. Let us now consider the corresponding
channel models in the next section.

21.3.3 The Channel Model

The channel model employed for the WATM system experiments was a five–path,
Rayleigh fading indoors channel. The impulse response shown in Figure 21.37 was
obtained by ray–tracing for a 100× 100m2 hall or warehouse environment and every
path in the impulse response was faded independently according to a Rayleigh fading
narrow band channel with a normalised Doppler frequency of f ′d = 1.235 · 10−5,
corresponding to the 60 GHz propagation frequency and a worst-case indoor speed
of 30 mph. We note that normalisation of f ′d was carried out with respect to the
OFDM symbol duration, which was constituted by 1024 transmitted samples, rather
than relative to the 1024 times shorter original sample duration.

A transmission rate of 155 Mbps was used, which is applicable to Wireless Asyn-
chronous Transfer Mode (WATM) systems. A 7-path channel, corresponding to the
four walls, ceiling and floor plus the line-of-sight (LOS) path was employed. The LOS
path and the two reflections from the floor and ceiling were combined into one single
path in the impulse response. The worst-case impulse response associated with the
highest path length and delay spread was experienced in the farthest corners of the
hall, which was determined using inverse second power law attenuation and the speed
of light for the computation of the path delays. The corresponding frequency response
was plotted in Figure 21.38 for our 512-channel system, as a function of both the time-
domain OFDM symbol index and frequency-domain subchannel index. Observe the
very hostile frequency selective fading in the figure, which is efficiently combated by
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Figure 21.37: WATM five-path impulse response c©IEEE, Cherriman, Keller, Hanzo, 1998,
[595]

the OFDM modem, since for each of the 512 narrow subchannels the channel can
be considered more or less flat fading. The residual frequency-domain subchannel
transfer function ’tilt’ or distortion can be equalised using a simple frequency-domain
pilot-assisted equaliser, where known pilot symbols are inserted periodically in the
OFDM spectrum and the channel’s frequency domain transfer function is linearly
interpolated and equalised between them.

The channel model used for the UMTS-type system experiments was based on
a COST 207 [324] Bad Urban conformant seven–path impulse response shown in
Figure 21.39. Again, each of the impulses was faded independently according to a
Rayleigh narrow band fading channel with a normalised Doppler frequency of f ′d =
89.39Hz/2.17MHz = 4.12 · 10−5, where the carrier frequency and vehicular velocity
were set to 2 GHz and 30 mph, respectively.

21.3.4 Video-related System Aspects

21.3.4.1 Video parameters of the WATM system

Our high-rate WATM system constitutes an ideal medium for high resolution video
transmission. In order to assess the system’s ability to support various application
scenarios, we investigated four different resolution video systems, ranging from QCIF
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Figure 21.38: Frequency response of the 512-subcarrier WATM OFDM system at 155 Mbps
c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]

to 16CIF frame formats, as seen in Table 21.11. The video packetizer operated most
efficiently, when the transmission packet generation rate per TDMA frame was nei-
ther too high nor too low. If the packet-generation rate per TDMA frame is too
high, each packet may contain less than a whole macroblock, leading to an increased
buffering in the de-packetizer [189]. If the packet generation rate is too low, then
each packet contains a high number of macroblocks, and therefore when a transmis-
sion packet is corrupted, a large proportion of the video frame is lost. Therefore the
packet generation rate for each video resolution was adjusted experimentally, taking
into account that as the video resolution was increased four-fold, corresponding to
increasing the video resolution for example from QCIF to CIF, the number of macro-
blocks per TDMA frame or per time unit was increased by the same factor, resulting
in a corresponding increase in terms of the packet generation rate. These aspects
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Feature Video Resolution
QCIF CIF 4CIF 16CIF

Luminance resolution (pixels) 176x144 352x288 704x576 1408x1152
Chrominance Resolution (pixels) 88x72 176x144 352x288 704x576
Packet separation (in No. of TDMA frames) 30 6 1.5 1
Packet rate (packets/s) 195 975 3900 5448
Bits/Timeslot 1022 1022 1022 1022
Timeslots per active TDMA frame 5 2 5 7
Bits per active TDMA frame (packet size) 5110 2044 5110 7154
Channel Bitrate 1Mbps 2Mbps 20Mbps 41.8Mbps
FEC 20×BCH(255,131,18) 8×BCH(. . . ) 20×BCH(. . . ) 28×BCH(. . . )
Pre-FEC Bits per active TDMA frame 2620 1048 2620 3668
Pre-FEC Bitrate 511Kbps 1Mbps 10.2Mbps 21.5Mbps
Feedback control bits 26 24 26 29
H.263 Packetisation header bits 13 12 13 14
Video bits per active TDMA frame 2581 1012 2581 3625
Useful Video Bitrate 503Kbps 1Mbps 10Mbps 21.2Mbps

Table 21.11: Summary of video parameters for the WATM system c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]
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Figure 21.39: COST 207 Bad Urban compliant impulse response, used for the UMTS [324]

were discussed in the context of defining the FER at the end of Section 21.3.2.1. The
multiplier factor associated with the BCH codewords in Table 21.11 indicates the
number of the BCH codewords per TDMA frame, which are jointly acknowledged by
one protected feedback flag bit.

Again, the packet generation rate for each of the four video resolutions used is
shown in Table 21.11 in terms of both the number of TDMA frames between video
packets or, synonymously, the TDMA packet separation, as well as in terms of packets
per second, which are matched to the bitrate requirement of each mode. For example,
for QCIF resolution video, the packet generation rate is 195 per second, which cor-
responds to one packet every 30 TDMA frames. After setting the packet generation
rates for each video mode, the video target bitrates were set to give high quality video
for the majority of video sequences. As mentioned previously, the OFDM system can
transmit 1022 bits in every timeslot. Hence for the QCIF mode, with one times-
lot every 30 TDMA frames, the channel bitrate would be 1022 × 195 = 200Kbit/s.
Upon using half-rate channel coding, the video bitrate is constrained to 100Kbit/s.
Since we required around 500Kbit/s for high quality QCIF video for a wide range of
video sequences, we decided to use 5 timeslots once every 30 TDMA frames, which
corresponded to 20 BCH(255,131,18) codewords, as seen in Table 21.11. The corre-
sponding 4CIF frame structure was illustrated in Figure 21.34. Therefore the channel
bitrate became 5× 1022× 195 = 1Mbit/s, providing a bitrate of 500Kbit/s for video
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source coding. The interested reader is referred to our web page8 for some examples
of coded sequences, which can be viewed using an MPEG player.

For the WATM investigations we decided to use binary Bose-Chaudhuri-Hocquenghem
(BCH) block coding [602], since it is capable of both error correction and error de-
tection. For all the modes we used the near half-rate code of BCH(255,131,18). The
corresponding pre-FEC bitrates for the various modes are shown in Table 21.11. In
conjunction with this channel coding scheme, the pre-FEC bitrate for the QCIF mode
is 511Kbit/s.

The videophone system requires some additional overhead for its operation, since
the feedback information for the reverse link is concatenated with the information
packet, requiring a maximum of 29 additional bits/packet. In addition, the H.263
packetisation adds a header to each packet [189], which is dependent on the number
of bits in each packet and for our system, this header was between 12-14 bits per
packet. Therefore, the number of useful video source bits in each packet used for
video transmission was about 40 bits less than the actual number of bits/packet. The
corresponding useful video source bitrate for each of the modes is shown in Table 21.11,
which was 503Kbit/s for QCIF resolution video, when taking into account the above-
mentioned transmission overheads.

21.3.4.2 Video parameters of the UMTS scheme

Our UMTS-type scheme was also designed for a range of bitrates and services. We
opted for using the so-called high bitrate slot type, of which there can be a maximum
of eight in each TDMA frame, since 8 × 577µs = 4.615ms. The OFDM system de-
signed for this scenario contained 614 active information subcarriers and 410 passive
virtual subcarriers and after allocating one subcarrier as the reference for the differ-
ential decoder, it conveyed 1224 bits per timeslot. This yields a channel bitrate of
265Kbit/s or approximately 130Kbit/s before half rate FEC coding. This bitrate is
suitable for high-quality QCIF video or lower quality CIF video. Hence we limited
our investigations to QCIF resolution. Additionally, we invoked two different types
of channel coding, BCH blocks codes [602], and turbo coding [28], which were also
specified in Table 21.12. Since our system also required an error detection facility,
the use of block codes is convenient due to their inherent error correction and de-
tection capabilities. The parameters for the UMTS-type scheme are summarised in
Table 21.12. Since turbo coding cannot provide error detection, to this effect a 16-bit
Cyclic Redundancy Checking (CRC) code was used. Given the 1224 bits/slot ’pay-
load’ per TDMA frame, before channel coding the number of bits per TDMA frame
was constrained to 618 for BCH coding and 594 for turbo coding. Half-rate turbo
coding was used, however, two termination bits per slot were required for the con-
volutional encoders. Therefore the number of pre-FEC bits per transmission packet
was 1224/2 − 2(termination) − 16(CRC) = 594. This led to a pre-FEC bitrate
of 134Kbit/s for BCH coding and 129Kbit/s for turbo coding. The additional sys-
tem overhead required 27 bits per packet for the reverse link’s acknowledgement flag
and 11 bits for the H.263 packetisation header [189]. This led to a video bitrate
of 126Kbit/s for BCH coding and 120Kbit/s for turbo coding. Having highlighted

8http://www-mobile.ecs.soton.ac.uk/peter/robust-h263/robust.html
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Feature Value
BCH coding Turbo Coding

Modulation Differential-QPSK
TDMA frame length 4.615ms
Slots/Frame 8
Slot length 577µs

OFDM carriers 1024 (612 used + 2 pilots)
System Bandwidth 1.6MHz
System Symbol rate (symbols/sec) 2.17 × 106

Normalised Doppler Frequency 4.267 × 10−5

Coded Bits/slot 1224 bits
Feedback control bits 27
H.263 Packetisation header bits 11
Channel Coding 4 × BCH(255,131,18) + Turbo Coding
(≈ 1/2 rate) 2 × BCH(127,64,10) + using 612 bit random interleaver

BCH(63,30,6) + 16bit CRC
Pre-FEC Bits per timeslot 618 594
Pre-FEC Bitrate 134Kbit/s 129Kbit/s
Video bits per timeslot (FEC) 580 556
Useful Video Bitrate (FEC) 126Kbit/s 120Kbit/s

Table 21.12: Summary of UMTS-like Parameters c©IEEE, Cherriman, Keller, Hanzo, 1998,
[595]

the salient video-specific system features, let us now consider the achievable system
performance in the next section.

21.3.5 System Performance

Figure 21.40 portrays the bit error rate (BER) performance of both candidate sys-
tems over the wideband channels characterised by the impulse responses shown in
Figures 21.37 and 21.39, respectively. It is interesting to observe that since the num-
ber of subcarriers was sufficiently high in both systems for narrow-band subchannel
conditions to prevail, the modem BER curves are fairly similar, irrespective of the
different Doppler frequencies. Nevertheless, the slightly lower uncoded BER of the
UMTS-type scheme manifested itself in a further improved FEC-decoded BER. Lastly,
as expected, the similar-rate turbo codec outperformed the BCH codec in terms of
BER.

Figure 21.41 portrays the FER and the acknowledgement flag Feed-back Error
Rate (FBER) performance of both systems. Despite the BER differences of the sys-
tems, their FER performances are fairly similar. This indicates that the UMTS-like
scheme’s lower average BER actually results in a similar FER, despite its lower in-
burst BER, when a BCH codeword was overwhelmed by an excessive number of
channel errors. However, the lowest in-burst BER of the turbo codec translated in a
substantially reduced acknowledgement flag feedback error rate after MLD decoding.

Figure 21.42 shows the video quality in terms of the average Peak-Signal-to-Noise-
Ratio (PSNR) versus the channel SNR for QCIF resolution video transmitted over the
WATM scheme. The figure shows the video quality of a range of video sequences from
the highly motion active “Foreman” and “Carphone” sequences to the lower-activity
“Miss America” sequence, which is more amenable to compression. For all the video
sequences the PSNR starts to drop, when the channel SNR falls below about 20dB.
Due to lack of space the frame error rate (FER) versus channel Signal-to-Noise Ratio
(CSNR) performance of the system is not explicitly characterised in this treatise, but
our records show that the frame error rate around this CSNR value is about 3%.
The corresponding visual quality appears unimpaired and the effects of transmission
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Figure 21.40: Uncoded channel BER and channel-decoded BER of the WATM and UMTS
systems over the wideband channels characterised by the impulse responses
shown in Figures 21.37 and 21.39, respectively c©IEEE, Cherriman, Keller,
Hanzo, 1998, [595]

packet dropping do not become evident for CSNRs in excess of 16dB. At a channel
SNR of 16dB the frame error rate is 17%. However, the effects of this packet loss are
only becoming ’just noticeable’ at a CSNR of 16dB. The effect of the packet loss is
that parts of the picture are ’frozen’, but usually for only one video frame duration of
about 30ms at 30 frames/s, which is not sufficiently long for these artifacts to become
objectionable. However, if the part of the picture that was lost contains a moving
object, the effect of the loss of the packet becomes more obvious. Therefore, for more
motion active sequences, the effect of packet loss is more pronounced.

In order to portray the expected system performance in other application scenar-
ios, where higher video quality is expected, in Figure 21.43 we portrayed the average
PSNR versus channel SNR performance for a range of video resolutions from CIF to
16xCIF HDTV quality. At CIF resolution the ’Miss America’ sequence was encoded
at both 500kbps and 1Mbps. For 4CIF resolution the ’Suzie’ sequence was encoded
at 2 and 10Mbps, while for 16CIF resolution the ’Mall’ video clip was transmitted
at 3 and 21 Mbps. This figure shows results for using multiple timeslots per active
TDMA frame, as suggested by Table 21.11, down to just a single timeslot per active
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TDMA frame. Notice that the high and low bitrate modes for each resolution seem
to converge to a similar PSNR, when the channel SNR is low, which is a consequence
of the higher PSNR degradations inflicted by a given FER in high-resolution modes
due to their larger packet size, as seen in Table 21.11 and Figure 21.35.

The 16CIF scenarios seem to be more vulnerable to packet loss. This is because the
packet generation rate is not four times that of the 4CIF simulations and therefore
each 16CIF video packet contains approximately 2.5 times more macroblocks per
transmission packet than the CIF and 4CIF resolution video packets. Hence the
effect of packet loss is more noticable and this is manifested in the faster reduction of
the PSNR, as the channel SNR degrades.

Focusing our attention on the UMTS-like scheme, since the FER of the turbo
coded scheme in Figure 21.41 was not substantially lower than that of the BCH coded
arrangement, the corresponding video PSNR performances are also quite similar, as
evidenced by Figures 21.44 and 21.45. This is a consequence of the system’s high
error resilience. Hence in practical systems the added complexity of turbo coding may
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Figure 21.42: QCIF video quality in PSNR versus channel SNR at 500Kbit/s and 30fps
over the WATM System, for various video sequences, using the impulse
response of Figure 21.37 c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]

not be justified. A similar-rate WATM performance curve is also shown in the figure.

21.3.6 Conclusions

In this section the expected video performance of a WATM and that of a UMTS-
type system was quantified in a variety of applications scenarios, using a range of
video resolutions and bitrates. The high-efficiency H.263 video codec was employed
to compress the video signal. The video formats used were summarised in Table 21.11
along with their associated target bitrate figures. The proposed system ensures robust
video communications using the WATM and the UMTS-type framework in a highly
dispersive Rayleigh-fading environment. Even at a vehicular speed of 30mph, the
system requires channel SNRs in excess of only about 16dB for near-unimpaired video
transmission. Despite the different propagation conditions, the BER and FER modem
performance of both systems was quite similar. Furthermore, due to the high error-
resilience of the video system, the increased complexity of the turbo codec was not
justified in video performance terms, although the acknowledgement flag FBER was
significantly reduced.
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21.4 Subband-adaptive Turbo-coded OFDM-based
Interactive Video Telephony9 10 11

21.4.1 Motivation and Background

In Sections 21.1 and 21.2 a wideband burst-by-burst adaptive QAM and a CDMA
based video system was proposed, while the previous section considered the trans-
mission of interactive video using OFDM transceivers in various propagation environ-
ments. In this section burst-by-burst adaptive OFDM is proposed and investigated

9This section is based on P.J. Cherriman, T. Keller, L. Hanzo: Subband-adaptive Turbo-
coded OFDM-based Interactive Video Telephony, submitted to IEEE Tr. on CSVT, July 1999

10Acknowledgement: The financial support of the Mobile VCE, EPSRC, UK in the framework
of the contract GR/K 74043 that of the European Commission is gratefully acknowledged.

11 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from IEEE.
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Figure 21.44: Video quality in PSNR versus channel SNR for the QCIF “Miss America”
video sequence at 30fps, using both the WATM system, and the UMTS-type
system with turbo-coding and CRC or BCH coding, using the impulse re-
sponses shown in Figures 21.37 and 21.39, respectively c©IEEE, Cherriman,
Keller, Hanzo, 1998, [595]

in the context of interactive video telephony.

As mentioned, burst-by-burst adaptive quadrature amplitude modulation [10]
(AQAM) was contrived by Steele and Webb [10, 125], in order for the transceiver
to cope with the time-variant channel quality of narrowband fading channels. Fur-
ther related research was conducted at the University of Osaka by Sampei and his
colleagues, investigating variable coding rate concatenated coded schemes [585], at the
University of Stanford by Goldsmith and her team, studying the effects of variable-
rate, variable-power arrangements [129] and at Southampton University in the UK,
investigating a variety of practical aspects of AQAM [592,603]. The channel’s quality
is estimated on a burst-by-burst basis and the most appropriate modulation mode is
selected in order to maintain the required target bit error rate (BER) performance,
whilst maximizing the system’s Bit Per Symbol (BPS) throughput. Using this re-
configuration regime the distribution of channel errors becomes typically less bursty,
than in conjunction with non-adaptive modems, which potentially increases the chan-
nel coding gains [604]. Furthermore, the soft-decision channel codec metrics can be
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Figure 21.45: Video quality in PSNR versus channel SNR for a variety of QCIF resolution
video sequences at 30fps over the UMTS-type system with turbo-coding and
CRC or BCH coding using the COST 207 Bad Urban impulse response of
Figure 21.39 c©IEEE, Cherriman, Keller, Hanzo, 1998, [595]

also invoked in estimating the instantaneous channel quality [604], irrespective of the
type of channel impairments.

A range of coded AQAM schemes were analysed by Matsuoka et al [585], Lau
et al [605] and Goldsmith et al [130]. For data transmission systems, which do not
necessarily require a low transmission delay, variable–throughput adaptive schemes
can be devised, which operate efficiently in conjunction with powerful error correction
codecs, such as long block length turbo codes [28]. However, the acceptable turbo
interleaving delay is rather low in the context of low-delay interactive speech. Video
communications systems typically require a higher bitrate than speech systems and
hence they can afford a higher interleaving delay.

The above principles - which were typically investigated in the context of narrow-
band modems - were further advanced in conjunction with wideband modems, employ-
ing powerful block turbo coded wideband Decision Feedback Equaliser (DFE) assisted
AQAM transceivers [143, 604]. A neural-network Radial Basis Function (RBF) DFE
based AQAM modem design was proposed in [606], where the RBF DFE provided
the channel quality estimates for the modem mode switching regime. This modem
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was capable of removing the residual BER of conventional DFEs, when linearly non-
separable received phasor constellations were encountered.

The above burst-by-burst adaptive principles can also be extended to Adap-
tive Orthogonal Frequency Division Multiplexing (AOFDM) schemes [607] and to
adaptive joint-detection based Code Division Multiple Access (JD-ACDMA) arrange-
ments [608]. The associated AQAM principles were invoked in the context of parallel
AOFDM modems also by Czylwik et al [609], Fischer [610] and Chow et al [611].
Adaptive subcarrier selection has been advocated also by Rohling et al [612] in order
to achieve BER performance improvements. Due to lack of space without complete-
ness, further significant advances over benign, slowly varying dispersive Gaussian
fixed links - rather than over hostile wireless links - are due to Chow, Cioffi and Bing-
ham [611] from the USA, rendering OFDM the dominant solution for asymmetric
digital subscriber loop (ADSL) applications, potentially up to bitrates of 54 Mbps.
In Europe OFDM has been favoured for both Digital Audio Broadcasting (DAB) and
Digital Video Broadcasting [613, 614] (DVB) as well as for high-rate Wireless Asyn-
chronous Transfer Mode (WATM) systems due to its ability to combat the effects of
highly dispersive channels [615]. The idea of ’water-filling’ - as allocating different
modem modes to different subcarriers was referred to - was proposed for OFDM by
Kalet [162] and later further advanced by Chow et al [611]. This approached was
rendered later time-variant for duplex wireless links for example in [607]. Lastly, var-
ious OFDM-based speech and video systems were proposed in References [616, 617],
while the co-channel interference sensitivity of OFDM can be mitigated with the aid
of adaptive beam-forming [618,619] in multi-user scenarios.

The remainder of this contribution is structured as follows. Section 21.4.2 out-
lines the architecture of the proposed video transceiver, while Section 21.4.6 quantifies
the performance benefits of AOFDM transceivers in comparison to conventional fixed
transceivers. Section 21.4.7 endeavours to highlight the effects of more ’aggressive’
loading of the subcarriers in both BER and video quality terms, while Section 21.4.8
proposed time-variant, rather than constant rate AOFDM as a means of more ac-
curately matching the transceiver to the time-variant channel quality fluctuations,
before concluding in Section 21.4.9.

21.4.2 Burst-by-burst Adaptive Video Transceiver

21.4.3 AOFDM Modem Mode Adaptation and Signalling

The proposed duplex AOFDM scheme operates on the following basis:

• Channel quality estimation is invoked upon receiving an AOFDM symbol, in
order select the modem mode allocation of the next AOFDM symbol.

• The decision concerning the modem modes for the next AOFDM symbol is based
on the prediction of the expected channel conditions. Then the transmitter has
to select the appropriate modem modes for the groups or subbands of OFDM
subcarriers, where the subcarriers were grouped into subbands of identical mo-
dem modes, in order reduce the required number of signalling bits.
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• Explicit signalling or blind detection of the modem modes is used to inform the
receiver as to what type of demodulation to invoke.

More explicitly, if the channel is reciprocal, then the channel quality estimate
for the uplink can be extracted from the downlink and vice versa. We refer to this
regime as open–loop adaptation. In this case, the transmitter has to convey the
modem modes to the receiver, or the receiver can attempt blind detection of the
transmission parameters employed. By contrast, if the channel cannot be considered
reciprocal, then the channel quality estimation has to be performed at the receiver
and the receiver has to instruct the transmitter as to what modem modes have to
be used at the transmitter, in order to satisfy the target integrity requirements of
the receiver. We refer to this mode as closed–loop adaptation. Blind modem mode
recognition was invoked for example in [607] - a technique, which results in bitrate
savings due to refraining from dedicating bits to explicit modem mode signalling at the
cost of increased complexity. Let us address the issues of channel quality estimation
on a subband-by-subband basis in the next subsection.

21.4.4 AOFDM Subband BER Estimation

A reliable channel quality metric can devised by calculating the expected overall bit
error probability for all available modulation schemes Mn in each sub–band, which
is denoted by p̄e(n) = 1/Ns

∑
j pe(γj , Mn). For each AOFDM sub–band the modem

mode having the highest throughput, while exhibiting an estimated BER below the
target value is then chosen. While the adaptation granularity is limited to the sub–
band width, the channel quality estimation is quite reliable, even in interference-
impaired environments.

Against this background in our forthcoming discussions the design trade-offs of
turbo-coded Adaptive Orthogonal Frequency Division Multiplex (AOFDM) wideband
video transceivers are presented. We will demonstrate that AOFDM provides a con-
venient framework for adjusting the required target integrity and throughput both
with and without turbo channel coding and lends itself to attractive video system
construction, provided that a near-instantaneously programmable rate video codec -
such as the H.263 scheme highlighted in the next section - can be invoked.

21.4.5 Video Compression and Transmission Aspects

In this study we investigate the transmission of 704x576 pixel Four-times Common
Intermediate Format (4CIF) high-resolution video sequences at 30 frames/s using
subband-adaptive turbo-coded Orthogonal Frequency Division Multiplex (AOFDM)
transceivers. The transceiver can modulate 1, 2 or 4 bits onto each AOFDM sub-
carrier, or simply disable transmissions for sub-carriers which exhibit a high attenu-
ation or phase distortion due to channel effects.

The H.263 video codec [593] exhibits an impressive compression ratio, although
this is achieved at the cost of a high vulnerability to transmission errors, since a
run-length coded bitstream is rendered undecodable by a single bit error. In or-
der to mitigate this problem, when the channel codec protecting the video stream
is overwhelmed by the transmission errors, we refrain from decoding the corrupted
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video packet, in order to prevent error propagation through the reconstructed video
frame buffer [189]. We found that it was more beneficial in video quality terms, if
these corrupted video packets were dropped and the reconstructed frame buffer was
not updated, until the next video packet replenishing the specific video frame area
was received. The associated video performance degradation was found perceptually
unobjectionable for packet dropping- or transmission frame error rates (FER) below
about 5%. These packet dropping events were signalled to the remote video decoder
by superimposing a strongly protected one-bit packet acknowledgement flag on the
reverse-direction packet, as outlined in [189]. Turbo error correction codes [28] were
used. The associated parameters will be discussed in more depth during our further
discourse.

21.4.6 Comparison of subband-adaptive OFDM and fixed mode
OFDM transceivers

In order to show the benefits of the proposed subband-adaptive OFDM transceiver,
we compare its performance to that of a fixed modulation mode transceiver under
identical propagation conditions, while having the same transmission bitrate. The
subband-adaptive modem is capable of achieving a low bit error ratio (BER), since
it can disable transmissions over low quality sub-carriers and compensate for the
lost throughput by invoking a higher modulation mode, than that of the fixed-mode
transceiver over the high-quality sub-carriers.

Table 21.13 shows the system parameters for the fixed BPSK and QPSK transceivers,
as well as for the corresponding subband-adaptive OFDM (AOFDM) transceivers.
The system employs constraint length three, half-rate turbo coding, using octal gen-
erator polynomials of 5 and 7 as well as random turbo interleavers. Therefore the
unprotected bitrate is approximately half the channel coded bitrate. The protected to
unprotected video bitrate ratio is not exactly half, since two tailing bits are required
to reset the convolutional encoders’ memory to their default state in each transmis-
sion burst. In both modes a 16-bit Cyclic Redundancy Checking (CRC) is used for
error detection and 9 bits are used to encode the reverse link feedback acknowledge-
ment information by simple repetition coding. The feedback flag decoding ensues
using majority logic decisions. The packetisation requires a small amount of header
information added to each transmitted packet, which is 11 and 12 bits per packet for
BPSK and QPSK, respectively. The effective or useful video bitrates for the BPSK
and QPSK modes are then 3.4 and 7.0 Mbps.

The fixed mode BPSK and QPSK transceivers are limited to one and two bits per
symbol, respectively. By contrast, the proposed AOFDM transceivers operate at the
same bitrate, as their corresponding fixed modem mode counterparts, although they
can vary their modulation mode on a sub-carrier by sub-carrier basis between 0, 1, 2
and 4 bits per symbol. Zero bits per symbol implies that transmissions are disabled
for the sub-carrier concerned.

The “micro-adaptive” nature of the subband-adaptive modem is characterised by
Figure 21.46, portraying at the top a contour plot of the channel Signal-to-Noise Ratio
(SNR) for each subcarrier versus time. At the centre and bottom of the figure the
modulation mode chosen for each 32-subcarrier subband is shown versus time for the
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Figure 21.46: The micro-adaptive nature of the subband-adaptive OFDM modem. The
top graph is a contour plot of the channel SNR for all 512 subcarriers versus
time. The bottom two graphs show the modulation modes chosen for all 16
32-subcarrier subbands for the same period of time. The middle graph shows
the performance of the 3.4Mbps subband-adaptive modem, which operates
at the same bitrate as a fixed BPSK modem. The bottom graph represents
the 7.0Mbps subband-adaptive modem, which operated at the same bitrate
as a fixed QPSK modem. The average channel SNR was 16dB.
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BPSK mode QPSK mode
Packet rate 4687.5 Packets/s
FFT length 512
OFDM symbols/packet 3
OFDM symbol duration 2.6667µs
OFDM time frame 80 Timeslots = 213µs
Normalised Doppler frequency, f ′d 1.235× 10−4

OFDM symbol normalised Doppler fre-
quency, FD

7.41× 10−2

FEC coded bits/packet 1536 3072
FEC-coded video bitrate 7.2Mbps 14.4Mbps
Unprotected Bits/Packet 766 1534
Unprotected bitrate 3.6Mbps 7.2Mbps
Error detection CRC (bits) 16 16
Feedback error flag bits 9 9
Packet header bits/packet 11 12
Effective video bits/packet 730 1497
Effective video bitrate 3.4Mbps 7.0Mbps

Table 21.13: System parameters for the fixed QPSK and BPSK transceivers, as well as
for the corresponding subband-adaptive OFDM (AOFDM) transceivers for
Wireless Local Area Networks (WLANs).

3.4 and 7.0 Mbps target-rate subband-adaptive modems, respectively. The channel
SNR variation versus both time and frequency is also shown in a three-dimensional
form in Figure 21.47, which maybe more convenient to visualise. This was recorded for
the channel impulse response of Figure 21.48. It can be seen that when the channel is
of high quality – like for example at about frame 1080 – the subband-adaptive modem
used the same modulation mode, as the equivalent fixed rate modem in all subcarriers.
When the channel is hostile – like around frame 1060 – the subband-adaptive modem
used a lower-order modulation mode in some subbands, than the equivalent fixed
mode scheme, or in extreme cases disabled transmission for that subband. In order
to compensate for the loss of throughput in this subband a higher-order modulation
mode was used in the higher quality subbands.

One video packet is transmitted per OFDM symbol, therefore the video packet
loss ratio is the same, as the OFDM symbol error ratio. The video packet loss ra-
tio is plotted versus the channel SNR in Figure 21.49. It is shown in the graph
that the subband-adaptive transceivers – or synonymously termed as microscopic-
adaptive (µAOFDM), in contrast to OFDM symbol-by-symbol adaptive transceivers
– have a lower packet loss ratio (PLR) at the same SNR compared to the fixed modu-
lation mode transceiver. Note in Figure 21.49 that the subband-adaptive transceivers
can operate at lower channel SNRs, than the fixed modem mode transceivers, while
maintaining the same required video packet loss ratio. Again, the figure labels the
subband-adaptive OFDM transceivers as µAOFDM, implying that the adaption is
not noticeable from the upper layers of the system. A macro-adaption could be ap-
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Figure 21.47: Instantaneous channel SNR for all 512 subcarriers versus time, for an average
channel SNR of 16dB over the channel characterised by the channel impulse
response (CIR) of Figure 21.48.

plied in addition to the microscopic adaption by switching between different target
bitrates, as the longer-term channel quality improves and degrades. This issue is the
subject of Section 21.4.8.

Having shown that the subband-adaptive OFDM transceiver achieved a reduced
video packet loss, in comparison to fixed modulation mode transceivers under identical
channel conditions, we now compare the effective throughput bitrate of the fixed and
adaptive OFDM transceivers in Figure 21.50. The figure shows that when the channel
quality is high, the throughput bitrate of the fixed and adaptive transceivers are iden-
tical. However, as the channel degrades, the loss of packets results in a lower through-
put bitrate. The lower packet loss ratio of the subband-adaptive transceiver results
in a higher throughput bitrate than that of the fixed modulation mode transceiver.

The throughput bitrate performance results translate to the decoded video qual-
ity performance results evaluated in terms of PSNR in Figure 21.51. Again, for
high channel SNRs the performance of the fixed and adaptive OFDM transceivers is
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Figure 21.48: Indoor three-path WATM channel impulse response.

identical. However, as the channel quality degrades, the video quality of the subband-
adaptive transceiver degrades less dramatically, than that of the corresponding fixed
modulation mode transceiver.

21.4.7 Subband-adaptive OFDM transceivers having different
target bitrates

As mentioned before, the subband-adaptive modems employ different modulation
modes for different subcarriers, in order to meet the target bitrate requirement at
the lowest possible channel SNR. This is achieved by using a more robust modu-
lation mode or eventually by disabling transmissions over subcarriers having a low
channel quality. By contrast, the adaptive system can invoke less robust, but higher
throughput modulation modes over subcarriers exhibiting a high channel quality. In
the examples we have previously considered we chose the AOFDM target bitrate to
be identical to that of a fixed modulation mode transceiver. In this section we com-
paratively study the performance of various µAOFDM systems having different target
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Figure 21.49: Frame Error Rate (FER) or video packet loss ratio (PLR) versus channel
SNR for the BPSK and QPSK fixed modulation mode OFDM transceivers
and for the corresponding subband-adaptive µAOFDM transceiver, operat-
ing at identical effective video bitrates, namely at 3.4 and 7.0 Mbps, over
the channel model of Figure 21.48 at a normalised Doppler frequency of
FD = 7.41 × 10−2.

bitrates.
The previously described µAOFDM transceiver of Table 21.13 exhibited a FEC-

coded bitrate of 7.2Mbps, which provided an effective video bitrate of 3.4Mbps. If the
video target bitrate is lower than 3.4Mbps, then the system can disable transmission
in more of the subcarriers, where the channel quality is low. Such a transceiver would
have a lower bit error rate, than the previous BPSK-equivalent µAOFDM transceiver,
and therefore could be used at lower average channel SNRs, while maintaining the
same bit error ratio target. By contrast, as the target bitrate is increased, the system
has to employ higher-order modulation modes in more subcarriers, at the cost of an
increased bit-error ratio. Therefore high target bitrate µAOFDM transceivers can
only perform within the required bit error ratio constraints at high channel SNRs,
while low target bitrate µAOFDM systems can operate at low channel SNRs without
inflicting excessive BERs. Therefore a system, which can adjust its target bitrate, as
the channel SNR changes, would operate over a wide range of channel SNRs, providing
the maximum possible average throughput bitrate, while maintaining the required bit
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Figure 21.50: Effective throughput bitrate versus channel SNR for the BPSK and QPSK
fixed modulation mode OFDM transceivers and that of the corresponding
subband-adaptive or µAOFDM transceiver operating at identical effective
video bitrates of 3.4 and 7.0 Mbps, over the channel of Figure 21.48 at a
normalised Doppler frequency of FD = 7.41× 10−2.

error ratio.
Hence below we provide a performance comparison of various µAOFDM transceivers

having four different target bitrates, of which two are equivalent to that of the BPSK
and QPSK fixed modulation mode transceivers of Table 21.13. The system parame-
ters for all four different bitrate modes are summarised in Table 21.14. The modes
having effective video bitrates of 3.4 and 7.0Mbps are equivalent to the bitrates of a
fixed BPSK and QPSK mode transceiver, respectively.

Figure 21.52 shows the Frame Error Rate (FER) or video packet loss ratio (PLR)
performance versus channel SNR for the four different target bitrates of Table 21.14,
demonstrating – as expected – that the higher target bitrate modes require higher
channel SNRs in order to operate within given PLR constraints. For example, the
mode having an effective video bitrate of 9.8Mbps can only operate for channel SNRs
in excess of 19dB under the constraint of a maximum PLR of 5%. However, the mode
having an effective video bitrate of 3.4Mbps can operate at channel SNRs of 11dB
and above, whilst maintaining the same 5% PLR constraint, albeit at about half the
throughput bitrate and hence at a lower video quality.
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Figure 21.51: Average video quality expressed in PSNR versus channel SNR for the BPSK
and QPSK fixed modulation mode OFDM transceivers and for the corre-
sponding µAOFDM transceiver operating at identical channel SNRs over
the channel model of Figure 21.48 at a normalised Doppler frequency of
FD = 7.41 × 10−2.

The tradeoffs between video quality and channel SNR for the various target bi-
trates can be judged from Figure 21.53, suggesting – as expected – that the higher
target bitrates result in a higher video quality, provided that channel conditions are
sufficiently favorable. However, as the channel quality degrades, the video packet
loss ratio increases, thereby reducing the throughput bitrate, and hence the associ-
ated video quality. The lower target bitrate transceivers operate at an inherently
lower video quality, but they are more robust to the prevailing channel conditions
and hence can operate at lower channel SNRs, while guaranteeing a video quality,
which is essentially unaffected by channel errors. It was found that the perceived
video quality became impaired for packet loss ratios in excess of about 5%.

The tradeoffs between video-quality, packet loss ratio and the target bitrate are
further augmented with reference to Figure 21.54. The figure shows the video quality
measured in PSNR versus video frame index at a channel SNR of 16dB and also for
an error free situation. At the bottom of each graph the packet loss ratio per video
frame is shown. The three figures indicate the tradeoffs to be made in chosing the
target bitrate for the specific channel conditions experienced – in this specific example
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Packet rate 4687.5 Packets/s
FFT length 512
OFDM Symbols/Packet 3
OFDM Symbol Duration 2.6667µs
OFDM Time Frame 80 Timeslots = 213µs
Normalised Doppler frequency, f ′d 1.235× 10−4

OFDM symbol normalised Doppler
frequency, FD

7.41× 10−2

FEC Coded Bits/Packet 858 1536 3072 4272
FEC-coded video bitrate 4.0Mbps 7.2Mbps 14.4Mbps 20.0Mbps
No. of unprotected bits/packet 427 766 1534 2134
Unprotected bitrate 2.0Mbps 3.6Mbps 7.2Mbps 10.0Mbps
No. of CRC bits 16 16 16 16
No. of feedback error flag bits 9 9 9 9
No. of packet header bits/packet 10 11 12 13
Effective video bits/packet 392 730 1497 2096
Effective video bitrate 1.8Mbps 3.4Mbps 7.0Mbps 9.8Mbps
Equivalent modulation mode BPSK QPSK
Minimum channel SNR for 5% PLR
(dB)

8.8 11.0 16.1 19.2

Minimum channel SNR for 10%
PLR (dB)

7.1 9.2 14.1 17.3

Table 21.14: System parameters for the four different target bitrates of the various
subband-adaptive OFDM (µAOFDM) transceivers

for a channel SNR of 16dB. Note that under error free conditions the video quality
improved upon increasing the bitrate.

Specifically, video PSNRs of about 40, 41.5 and 43dB were observed for the ef-
fective video bitrates of 1.8, 3.4 and 7.0Mbps. The figure shows that for the target
bitrate of 1.8Mbps, the system has a high grade of freedom in chosing, which sub-
carriers to invoke and therefore it is capable of reducing the number of packets that
are lost. The packet loss ratio remains low and the video quality remains similar to
that of the error free situation. The two instances, where the PSNR is significantly
different from the error free performance correspond to video frames, in which video
packets were lost. However, the system recovers in both instances in the following
video frame.

As the target bitrate of the subband-adaptive OFDM transceiver is increased to
3.4Mbps, the subband modulation mode selection process has to be more “aggressive”,
resulting in increased video packet loss. Observe in the figure that the transceiver
having an effective video bitrate of 3.4Mbps, exhibits increased packet loss, and in
one frame as much as 5% of the packets transmitted for that video frame were lost,
although the average PLR was only 0.4%. Due to the increased packet loss the video
PSNR curve diverges from the error-free performance curve more often. However, in
almost all cases the effects of the packet losses are masked in the next video frame,
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Figure 21.52: FER or video packet loss ratio (PLR) versus channel SNR for the subband-
adaptive OFDM transceivers of Table 21.14 operating at four different target
bitrates, over the channel model of Figure 21.48 at a normalised Doppler
frequency of FD = 7.41 × 10−2.

indicated by the re-merging PSNR curves in the figure, maintaining a close to error-
free PSNR. The subjective effect of this level of packet loss is almost imperceivable.

When the target bitrate is further increased to 7.0Mbps, the average PLR is about
5% under the same channel conditions, and the effects of this packet loss ratio are
becoming objectionable in perceived video quality terms. At this target bitrate, there
are several video frames, where at least 10% of the video packets have been lost. The
video quality measured in PSNR terms rarely reaches its error-free level, due to the
fact that every video frame contains at least one lost packet. The perceived video
quality remains virtually unimpaired, until the head movement in the “Suzie” video
sequence around frames 40–50, where the effect of lost packets becomes obvious, and
the PSNR drops to about 30dB.

21.4.8 Time-variant target bitrate OFDM transceivers

By using a high target bitrate, when the channel quality is high, while a reduced
target bitrate, when the channel quality is poor, an adaptive system is capable of
maximising the average throughput bitrate over a wide range of channel SNRs, while
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Figure 21.53: Average video quality expressed in PSNR versus channel SNR for the
subband-adaptive OFDM transceivers of Table 21.14, operating at four dif-
ferent target bitrates, over the channel model of Figure 21.48 at a normalised
Doppler frequency of FD = 7.41× 10−2.

maintaining a given quality constraint. This quality constraint for our video system
could be a maximum packet loss ratio.

However, there is a substantial processing delay associated with evaluating the
packet loss information and therefore modem mode switching based on this metric
would be less efficient due to this latency. Therefore we decided to invoke an estimate
of the bit error ratio (BER) for mode switching, which can be estimated as follows.
Since the noise energy in each subcarrier is independent of the channel’s frequency
domain transfer function Hn, the local Signal–to–Noise Ratio SNR in subcarrier n
can be expressed as

γn = |Hn|2 · γ, (21.3)

where γ is the overall SNR. If no signal degradation due to Inter–Subcarrier Interfer-
ence (ISI) or interference from other sources appears, then the value of γn determines
the bit error probability for the transmission of data symbols over the subcarrier n.
Given γj across the Ns subcarriers in the j-th sub–band, the expected overall BER
for all available modulation schemes Mn in each sub–band can be estimated, which
is denoted by p̄e(n) = 1/Ns

∑
j pe(γj , Mn). For each sub–band, the scheme with the
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Figure 21.55: Illustration of mode switching for the switched subband adaptive modem.
The figure shows the estimate of the bit error ratio for the four possible
modes. The large square and the dotted line indicate the modem mode cho-
sen for each time interval by the mode switching algorithm. At the bottom
of the graph the bar chart specifies the bitrate of the switched subband adap-
tive modem on the right-hand axis versus time when using the channel model
of Figure 21.48 at a normalised Doppler frequency of FD = 7.41× 10−2.

highest throughput, whose estimated BER is lower than a given threshold, is then
chosen.

We decided to use a quadruple-mode switched subband-adaptive modem, using
the four target bitrates of Table 21.14. The channel estimator can then estimate the
expected bit error ratio of the four possible modem modes. Our switching scheme
opted for the modem mode, whose estimated BER was below the required threshold.
This threshold could be varied in order to tune the behaviour of the switched subband-
adaptive modem for a high or a low throughput. The advantage of a higher throughput
was a higher error-free video quality at the expense of increased video packet losses,
which could reduce the perceived video quality.

Figure 21.55 demonstrates, how the switching algorithm operates for a 1% esti-
mated BER threshold. Specifically, the figure portrays the estimate of the bit error
ratio for the four possible modem modes versus time. The large square and the dotted
line indicates the mode chosen for each time interval by the mode switching algorithm.
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Figure 21.56: The micro-adaptive nature of the time-variant target bitrate subband-
adaptive (TVTBR-AOFDM) modem. The top graph is a contour plot of
the channel SNR for all 512 subcarriers versus time. The bottom graph
shows the modulation mode chosen for all 16 subbands for the same pe-
riod of time. Each subband is comprised of 32 subcarriers. The TVTBR
AOFDM modem switches between target bitrates of 2, 3.4, 7 and 9.8Mbps,
while attempting to maintain an estimated BER of 0.1% before channel cod-
ing. Average Channel SNR is 16dB over the channel of Figure 21.48 at a
normalised Doppler frequency of FD = 7.41× 10−2.

The algorithm attempts to use the highest bitrate mode, whose BER estimate is less
than the target threshold namely, 1% in this case. However, if all the four modes’
estimate of the BER is above the 1% threshold, then the lowest bitrate mode is cho-
sen, since this will be the most robust to channel errors. An example of this is shown
around frames 1035–1040. At the bottom of the graph a bar chart specifies the bitrate
of the switched subband adaptive modem versus time, in order to emphasise, when
the switching occurs.

An example of the algorithm, when switching amongst the target bitrates of 1.8,
3.4, 7 and 9.8Mbps is shown in Figure 21.56. The upper part of the figure portrays
the contour plot of the channel SNR for each subcarrier versus time. The lower part
of the figure displays the modulation mode chosen for each 32-subcarrier subband
versus time for the time-variant target bitrate (TVTBR) subband adaptive modem.
It can be seen at frames 1051–1055 that all the subbands employ QPSK modulation,
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therefore the TVTBR-AOFDM modem has an instantaneous target bitrate of 7Mbps.
As the channel degrades around frame 1060, the modem has switched to the more
robust 1.8Mbps mode. When the channel quality is high around frames 1074-1081, the
highest bitrate 9.8Mbps mode is used. This demonstrates that the TVTBR-AOFDM
modem can reduce the number of lost video packets by using reduced bitrate but
more robust modulation modes, when the channel quality is poor. However, this is
at the expense of a slightly reduced average throughput bitrate. Usually a higher
throughput bitrate results in a higher video quality, however a high bitrate is also
associated with a high packet loss ratio, which is usually less attractive in terms of
perceived video quality than a lower bitrate, lower packet loss ratio mode.

Having highlighted, how the time-domain mode switching algorithm operates, we
will now characterise its performance for a range of different BER switching thresh-
olds. A low BER switching threshold implies that the switching algorithm is cautious
about switching to the higher bitrate modes, and therefore the system performance
is characterised by a low video packet loss ratio and a low throughput bitrate. A
high BER switching threshold results in the switching algorithm attempting to use
the highest bitrate modes in all but the worst channel conditions. This results in a
higher video packet loss ratio. However, if the packet loss ratio is not excessively high,
a higher video throughput is achieved.

Figure 21.57 portrays the video packet loss ratio or FER performance of the
TVTBR-AOFDM modem for a variety of BER thresholds, compared to the mini-
mum and maximum rate un-switched modes. It can be seen that for a conservative
BER switching threshold of 0.1% the time-variant target bitrate subband adaptive
(TVTBR-AOFDM) modem has a similar packet loss ratio performance to that of the
1.8Mbps non-switched or constant target bitrate (CTBR) subband adaptive modem.
However, as we will show, the throughput of the switched modem is always better or
equal to that of the un-switched modem, and becomes far superior, as the channel
quality improves. Observe in the figure that the “aggressive” switching threshold
of 10% has a similar packet loss ratio performance to that of the 9.8Mbps CTBR-
AOFDM modem. We found that in order to maintain a packet loss ratio of below
5%, the BER switching thresholds of 2 and 3% offered the best overall performance,
since the packet loss ratio was fairly low, while the throughput bitrate was higher,
than that of an un-switched CTBR-AOFDM modem.

A high BER switching threshold results in the switched subband adaptive modem
transmitting at a high average bitrate. However, we have shown in Figure 21.57 how
the packet loss ratio increases, as the BER switching threshold is increased. Therefore
the overall useful or effective throughput bitrate - ie. the bitrate excluding lost packets
- may in fact be reduced in conjunction with high BER switching thresholds. Fig-
ure 21.58 demonstrates how the transmitted bitrate of the switched TVTBR-AOFDM
modem increases with higher BER switching thresholds. However, when this is com-
pared to the effective throughput bitrate, where the effects of packet loss are taken
into account, the tradeoff between the BER switching threshold and the effective bi-
trate is less obvious. Figure 21.59 portrays the corresponding effective throughput
bitrate versus channel SNR for a range of BER switching thresholds. The figure
demonstrates that for a BER switching threshold of 10% the effective throughput
bitrate performance was reduced incomparison to some of the lower BER switching
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Figure 21.57: FER or video packet loss ratio versus channel SNR for the TVTBR-AOFDM
modem for a variety of BER switching thresholds. The switched modem uses
four modes, with target bitrates of 1.8, 3.4, 7 and 9.8Mbps. The un-switched
1.8 and 9.8Mbps results are also shown in the graph as solid markers using
the channel model of Figure 21.48 at a normalised Doppler frequency of
FD = 7.41 × 10−2.

threshold scenarios. Therefore the BER=10% switching threshold is obviously too
aggressive, resulting in a high packet loss ratio, and a reduced effective throughput
bitrate. For the switching thresholds considered, the BER=5% threshold achieved the
highest effective throughput bitrate. However, even though the BER=5% switching
threshold produces the highest effective throughput bitrate, this is at the expense of
a relatively high video packet loss ratio, which – as we will show – has a detrimental
effect on the perceived video quality.

We will now demonstrate the effects associated with different BER switching
thresholds on the video quality represented by the peak-signal-to-noise ratio (PSNR).
Figure 21.60 portrays the PSNR and packet loss performance versus time for a range
of BER switching thresholds. The top graph in the figure indicates that for a BER
switching threshold of 1% the PSNR performance is very similar to the corresponding
error-free video quality. However, the PSNR performance diverges from the error-free
curve, when video packets are lost, although the highest PSNR degradation is limited
to 2dB. Furthermore, the PSNR curve typically reverts to the error-free PSNR perfor-
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Figure 21.58: Transmitted bitrate of the switched TVTBR-AOFDM modem for a variety
of BER switching thresholds. The switched modem uses four modes, hav-
ing target bitrates of 1.8, 3.4, 7 and 9.8Mbps, over the channel model of
Figure 21.48 at a normalised Doppler frequency of FD = 7.41 × 10−2.

mance curve in the next frame. In this example about 80% of the video frames have
no video packet loss. When the BER switching threshold is increased to 2%, as shown
in the center graph of Figure 21.60, the video packet loss ratio has increased, such that
now only 41% of video frames have no packet loss. The result of the increased packet
loss is a PSNR curve, which diverges from the error-free PSNR performance curve
more regularly, with PSNR degradations of upto 7dB. It is worth noting that when
there are video frames with no packet losses, the PSNR typically recovers, achieving a
similar PSNR performance to the error-free case. When the BER switching threshold
was further increased to 3% - which is not shown in the figure - the maximum PSNR
degradation increased to 10.5dB, and the number of video frames without packet
losses was reduced to 6%.

The bottom graph of Figure 21.60 portrays the PSNR and packet loss performance
for a BER switching threshold of 5%. The PSNR degradation in this case ranges from
1.8 to 13dB and all video frames contain at least one lost video packet. Even though
the BER=5% switching threshold provides the highest effective throughput bitrate,
the associated video quality is poor. The PSNR degradation in most video frames is
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Figure 21.59: Effective throughput bitrate of the switched TVTBR-AOFDM modem for a
variety of BER switching thresholds. The switched modem uses four modes,
with target bitrates of 1.8, 3.4, 7 and 9.8Mbps. The channel model of Fig-
ure 21.48 is used at a normalised Doppler frequency of FD = 7.41 × 10−2.

about 10dB. Clearly, the highest effective throughput bitrate does not guarantee the
best video quality. We will now demonstrate that the switching threshold of BER=1%
provides the best video quality, when using the average PSNR as our performance
metric.

Figure 21.61(a) compares the average PSNR versus channel SNR performance
for a range of switched (TVTBR) and un-switched (CTBR) AOFDM modems. The
figure compares the four un-switched, ie. CTBR subband adaptive modems with
switching, ie. TVTBR subband adaptive modems, which switch between the four
fixed-rate modes, depending on the BER switching threshold. The figure indicates
that the switched TVTBR subband adaptive modem having a switching threshold of
BER=10% results in similar PSNR performance to the un-switched CTBR 9.8Mbps
subband adaptive modem. When the switching threshold is reduced to BER=3%,
the switched TVTBR AOFDM modem outperforms all of the un-switched CTBR
AOFDM modems. A switching threshold of BER=5% achieves a PSNR performance,
which is better than the un-switched 9.8Mbps CTBR AOFDM modem, but worse than
that of the un-switched 7.0Mbps modem, at low and medium channel SNRs.
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Figure 21.61: Average PSNR versus channel SNR performance for switched- and un-
switched subband adaptive modems. Figure (a) compares the four un-
switched CTBR subband adaptive modems with switched TVTBR subband
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A comparison of the switched TVTBR AOFDM modem employing all six switch-
ing thresholds that we have used previously is shown in Figure 21.61(b). This fig-
ure suggests that switching thresholds of BER=0.1, 1 and 2% perform better than
the BER=3% threshold, which outperformed all of the un-switched CTBR subband
adaptive modems. The best average PSNR performance was achieved by a switch-
ing threshold of BER=1%. The more conservative BER=0.1% switching threshold
results in a lower PSNR performance, since its throughput bitrate was significantly
reduced. Therefore the best tradeoff in terms of PSNR, throughput bitrate and video
packet loss ratio was achieved with a switching threshold of about BER=1%.

21.4.9 Summary and Conclusions

A range of AOFDM video transceivers have been proposed for robust, flexible and
low-delay interactive video telephony. In order to minimize the amount of signalling
required we divided the OFDM subcarriers into subbands and controlled the modu-
lation modes on a subband-by-subband basis. The proposed constant target bitrate
AOFDM modems provided a lower BER, than the corresponding conventional OFDM
modems. The slightly more complex switched TVTBR-AOFDM modems can provide
a balanced video quality performance, across a wider range of channel SNRs than the
other schemes investigated.

21.5 MPEG2 / OFDM-based Turbo–Coded Digital
Video Broadcasting to Mobile Receivers12 13

21.5.1 Background and Motivation

Commencing with a brief overview of the section, the MPEG-2 codec is subjected
to a rigorous bit error sensitivity investigation, in order to assist in contriving vari-
ous error protection schemes for wireless broadcast video transmission. Turbo-coded
performance enhancement of the terrestrial Digital Video Broadcast (DVB) systems
is proposed for transmission over mobile channels to receivers on the move. The
turbo codec is shown to provide substantial performance advantages over conven-
tional convolutional coding both in terms of bit error rate and video quality terms.
Our experiments suggested that multi-class data partitioning did not result in error
resilience improvements, since a high proportion of relatively sensitive video bits had
to be relegated to the lower integrity subchannel, when invoking a powerful low-rate
channel codec in the high-integrity protection class. We demonstrate that DVB trans-
mission to mobile receivers is feasible, when using turbo-coded OFDM transceivers at
realistic power-budget requirements under the investigated highly dispersive fading
channel conditions.

12This section is based on C. S. Lee, T. Keller and L. Hanzo: Turbo-coded Hierarchical and
Non-hierarchical Mobile Digital Video Broadcasting, submitted to IEEE Tr. on Broadcasting, 1999

13 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from IEEE.
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Following the standardization of the Pan-European Digital Video Broadcasting
(DVB) systems, we have begun to witness the arrival of digital television services to
the home. However, for a high proportion of bussiness and leasure travellers it is
desirable to have access to DVB services, while on the move. Although it is feasible
to receive these services with the aid of dedicated DVB receivers, these receivers may
also find their way into the laptop computers of the near future. These intelligent
laptops may also become the portable DVB receivers of wireless in-home networks.

In recent years three DVB standards have emerged in Europe for terrestrial [620],
cable-based [621] and satellite-oriented [622] delivery of DVB signals. The more hos-
tile propagation environment of the terrestrial system requires concatenated Reed-
Solomon [4,9] (RS) and rate compatible punctured convolutional coding [4,9] (RCPCC)
combined with Orthogonal Frequency Division Multiplexing (OFDM) based modu-
lation [10]. By contrast, the more benign cable and satellite based media facilitates
the employment of blind-equalised multi-level modems using upto 256 quadrature
amplitude modulation (QAM) levels [10]. These schemes are capable of delivering
high-definition video at bitrates of upto 20 Mbits/s in stationary broadcast-mode
distributive wireless scenarios.

Recently, there has been a range of DVB system performance studies in the lit-
erature [623–626]. Against this background in this section we have proposed turbo-
coding based improvements to the terrestrial DVB system [620] and investigated its
performance under hostile mobile channel conditions. We have also studied various
partitioning and channel coding schemes both in the so-called hierarchical and non-
hierarchical transceiver modes and compared their performance.

The rest of this section is divided into the following subsections. In Section 21.5.2
the bit error sensitivity of the MPEG-2 coding parameters [627] is characterised. A
brief overview of the turbo-coded and standard DVB terrestrial scheme is presented
in Section 21.5.3, while the channel model is described in Section 21.5.4. Following
this, in Section 21.5.5 the reader is introduced to the MPEG-2 data partitioning
scheme [628] used to split the input MPEG-2 video bitstream into two error protection
classes, which can then be protected either equally or unequally. These two protection
classes of data can then be communicated to the receiver using the so-called DVB
terrestrial hierarchical transmission format. The performance of the data partitioning
scheme was investigated by corrupting either the high or low priority data using
randomly distributed errors for a range of system configurations in Section 21.5.6 and
their effects on the overall reconstructed video quality was evaluated. Following this,
the performance of the improved DVB terrestrial system employing the so-called
non-hierarchical and hierarchical format was examined in a mobile environment in
Sections 21.5.7 and 21.5.7, before our conclusions and future work areas were presented
in Section 21.5.9. Let us now commence our discourse by quantifying the sensitivity
of the MPEG-2 video parameters in the next section.

21.5.2 MPEG-2 Bit Error Sensitivity

In this section, we assume familiarity with the MPEG-2 standard [627]. The aim of our
MPEG-2 error resilience study was to quantify the average PSNR degradation inflicted
by each video codec parameter in the bitstream, so that appropriate protection can
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Figure 21.62: PSNR degradation profile for different bits encoding the so-called in-
tra dc precision parameter in different corrupted video frames.

be assigned to them.
Most MPEG-2 parameters are encoded by several bits and they may occur in

different positions in the video sequence. Furthermore, different encoded bits of the
same parameter may exhibit different sensitivity to channel errors. Figure 21.62 shows
such an example for the parameter known as intra dc precision [627], which is coded
under the so-called Picture Coding Extension. In this example, the PSNR degradation
profiles due to bit errors at Frame 28 showed that the degradation is dependent on
the significance of the bit, where errors in the most significant bit (MSB) inflicted
approximately 3 dB higher PSNR degradation, than the least significant bit (LSB)
errors. Furthermore, the PSNR degradation due to MSB errors in Frame 75 is similar
to the PSNR degradation profile for the MSB of the intra dc precision parameter
around Frame 30. Due to the variation of the PSNR degradation profile for the
different significance bits of a particular parameter, as well as for the same parameter
at its different occurences in the bitstream, it is necessary to determine the average
PSNR degradation for each parameter in the MPEG-2 bitstream.

Our approach in obtaining the average PSNR degradation was similar to that
suggested in References [32] and [473]. The average measure used here takes into
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Figure 21.63: Average PSNR degradation for the various MPEG-2 parameters in the Pic-
ture Header Information

account the significance of the bits corresponding to the parameter concerned, as well
as the occurence of the same parameter at different locations in the encoded video
bitstream. In order to acquire the average PSNR degradation for each MPEG-2
bitstream parameter, the different bits encoding the parameter, as well as the bits of
the same parameter but occuring at different locations in the bitstream were corrupted
and the associated PSNR degradation profile versus frame index was registered. The
observed PSNR degradation profile for each case was then used to compute the average
PSNR degradation. As an example, we shall use the PSNR degradation profile shown
in Figure 21.62. In the figure there are three degradation profiles. The average PSNR
degradation for each profile is first computed in order to produce three average PSNR
degradation values. The mean of these three averages will then form the final average
PSNR degradation for the intra dc precision parameter. The same process is repeated
for all parameters from the Picture Layer up to the Block Layer. The difference with
respect to the approach adopted in [32, 473] was that whilst in [32, 473] the average
PSNR degradation was acquired for each bit of the output bitstream, due to the large
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Figure 21.64: Average PSNR degradation for the various MPEG-2 parameters in the Pic-
ture Coding Extension

number of different parameters within the MPEG-2 bitstream in this contribution a
simpler approach was adopted. Figures 21.63 - 21.65 show the typical average PSNR
degradation of the various parameters of the Picture Header Information, Picture Co-
ding Extension, Slice Layer, Macroblock Layer and Block Layer, respectively, which
was obtained using the QCIF Miss America video sequence at 30 frames/s and an
average bitrate of 1.15 Mbits/s.

However, the different MPEG2 codewords occur with different probability and
they are allocated different number of bits. Therefore, the average PSNR degradation
registered in Figures 21.63 - 21.65 for each parameter was multiplied with the long-
term probability of this parameter occuring in the bitstream and with the relative
probability of bits being allocated to that parameter. Figure 21.66 and Figure 21.67
show the probability of occcurence of the various MPEG-2 parameters characterised in
Figures 21.63 - 21.65 and the probability of bits allocated to the parameters in Picture
Header Information, Picture Coding Extension, Slice-, Macroblock- and Block-Layers,
respectively.
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Figure 21.65: Average PSNR degradation for the various MPEG-2 parameters in the Slice-,
Macroblock- and Block-Layers.

We shall concentrate first on Figure 21.66(a). It is observed that all parameters -
except for full pel forward vector, forward f code, full pel backward vector and back-
ward f code - have the same probability of occurence, since they appear once for every
coded video frame. The parameters full pel forward vector and forward f code have
a higher probability of occurence than full pel backward vector and backward f code,
since the former two appear in both P-frames and B-frames, while the latter two only
occur in B-frames and for every P-frame, there are two B-frames. However, when
compared with the parameters from the Slice-Layer, Macroblock-Layer and Block-
Layer, which is portrayed by the bar chart of Figure 21.66(b), the parameters of the
Picture Header Information and Picture Coding Extension appeared less often.

If we compare the frequency of occurence of the parameters in the Slice-Layer
with those in the Macroblock- and Block-Layers, the former appeared less often since
there were 11 macroblocks and 44 blocks per slice. The parameter having the highest
probability of occurence was constituted by the AC coefficients, having a probability
of occurence exceeding eighty percent.
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(a) Picture Header Information and Picture Coding Extension
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(b) Slice, Macroblock and Block Layers

Figure 21.66: Probability of occurence of the various MPEG-2 parameters characterised
in Figures 21.63 - 21.65 (a) Picture Header Information and Picture Coding
Extension (b) Slice-, Macroblock- and Block-Layers.
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(a) Picture Header Information and Picture Coding Extension
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(b) Slice, Macroblock and Block Layers

Figure 21.67: Probability of bits being allocated to parameters in (a) Picture Header In-
formation and Picture Coding Extension (b) Slice-, Macroblock- and Block-
Layers.



VIDEO-BO
1999/11/15
page 1002

1002 CHAPTER 21. ADAPTIVE VIDEO SYSTEMS

probability_of_bits_being_allocated_to_a_particular_parameter2-no-ac-coeff.gle

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

B
its

al
lo

ca
tio

n
pe

r
co

de
w

or
d

(in
%

)

st
ar

tc
od

e
pr

efi
x

sl
ic

e
ve

rt
ic

al
po

si
tio

n
qu

an
tiz

er
_-

sc
al

e_
co

de
ex

tr
a_

bi
t_

sl
ic

e
m

ac
ro

bl
oc

k_
ad

-
dr

es
s_

in
cr

em
en

t
m

ac
ro

bl
oc

k_
ty

pe
qu

an
tiz

er
_-

sc
al

e_
co

de
m

ot
io

n_
co

de

m
ot

io
n_

re
si

du
al

co
de

d_
bl

o-
ck

_p
at

te
rn

dc
t_

dc
_s

iz
e

dc
_d

ct
_d

iff
er

en
tia

l

es
ca

pe
co

de ru
n

si
gn

ed
le

ve
l

en
d-

of
-b

lo
ck

al
ig

nm
en

tb
its

Figure 21.68: Probability of bits being allocated to the various MPEG-2 Slice-,
Macroblock- and Block-Layer parameters, as seen in Figure 21.67(b), where
the probability of bits allocated to the AC coefficients was omitted, in order
to show the allocation of bits to the other parameters more clearly.

Figure 21.67 shows the probability of bits being allocated to the various parame-
ters in the Picture Header Information, Picture Coding Extension, Slice-, Macroblock-
and Block-Layers. Figure 21.68 was invoked in order to better illustrate the probabil-
ity of bit allocation seen in Figure 21.67(b), with the probability of allocation of bits
to the AC coefficients being omitted from the bar-chart. Considering Figure 21.67(a),
the two dominant parameters which require the most encoding bits are the picture
start code (PSC) and the picture coding extension start code (PCESC). However,
comparing these probabilities with the probability of bits being allocated to the var-
ious parameters in the Slice-, Macroblock- and Block-Layers, the percentage of bits
allocated can still be considered minimal. In the Block-Layer, the AC coefficients
require in excess of 85 percent of the bits available for the whole video sequence.
However, at lower bitrates the proportion of AC-coefficient encoding bits was signifi-
cantly reduced, as illustrated by Figure 21.69. At 30 frames/s and 1.15 Mbits/s the
average number of bits per video frame is about 38 000 and a given proportion of
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Figure 21.69: Profile of bits allocated to the DCT coefficients, when the Miss America
video sequence is coded at (a) 1.15 Mbits/s (top) and (b) 240 kbits/s (bot-
tom).
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these bits is allocated to the control header information, motion information and to
the DCT coefficients. Upon reducing the total bitrate budget - since the number of
control header bits is more or less independent of the target bitrate - the proportion
of bits allocated to the DCT coefficients is substantially reduced.

The next process, as discussed earlier, was to normalise the measured average
PSNR degradation according to the probability of occurence of the respective param-
eters in the bitstream and the probability of bits being allocated to this parameter.
The normalised average PSNR degradation inflicted by corrupting the parameters of
the Picture Header Information and Picture Coding Extension is portrayed in Fig-
ure 21.70(a). Similarly, the normalised average PSNR degradation for the parameters
of the Slice-, Macroblock- and Block-Layers is shown in Figure 21.70(b). In order to
visually enhance Figure 21.70(b), the normalised average PSNR degradation for the
AC coefficients was omitted in the bar-chart shown in Figure 21.71.

The highest PSNR degradation was inflicted by the AC coefficents, since these
parameters occur most frequently and are allocated the highest number of bits. When
a bit error occurs in the bitstream, the AC coefficients have a high probability of being
corrupted. The other parameters, such as the DC DCT size and DC DCT differen-
tial, though exhibited high average PSNR degradations when corrupted, registered
low normalised average PSNR degradations since their occurence in the bitstream is
confined to intra-coded frames.

The end-of-block parameter exhibited the second highest normalised average PSNR
degradation in this study. Although the average number of bits used for the end-of-
block is approximately 2.17 bits, the probability of occurence and the probability of
bits being allocated to it is higher than those of other parameters, with the excep-
tion of the AC coefficients. Furthermore, in general, the parameters of the Slice-,
Macroblock- and Block-Layers exhibit higher average normalised PSNR degradations
due to their more frequent occurence in the bitstream than that due to the Picture
Header Information and Picture Coding Extension. This also implies that the per-
centage of bits allocated to these parameters is higher.

If the comparison of the normalised average PSNR degradations is conducted in
the context of the parameters in the Picture Header Information and Picture Co-
ding Extension, the picture start code exhibits the highest normalised average PSNR
degradation. Although most of the parameters here occur with equal probability as
seen in Figure 21.66(b), the picture start code requires a higher portion of the bits
compared to the other parameters here, with the exception of the extension start
code. Despite having the same probability of occurence and the same allocation of
bits, the extension start code exhibits a lower normalised PSNR degradation than
the picture start code, since its average un-normalised degradation is lower, as it was
shown in Figures 21.63 - 21.65.

From Figures 21.70 and 21.71, we observed that the video PSNR degradation was
dominated by the erroneous decoding of the AC DCT coefficients, which appeared in
the MPEG-2 video bitstream in the form of variable length codewords. This suggested
invoking unequal error protection techniques for protecting the MPEG-2 parameters
during transmission. In a low complexity implementation, two protection classes
may be envisaged. The higher priority class would contain all the important header
information and some of the more important low-frequency variable-length coded
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(a) Picture Header Information and Picture Coding Extension
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(b) Slice, Macroblock and Block Layers

Figure 21.70: Normalised average PSNR degradation for the various parameters in (a)
Picture Header Information and Picture Coding Extension (b) Slice-,
Macroblock- and Block-Layers, normalised to the probability of occurence of
the respective parameters in the bitstream and the probability of bits being
allocated to the parameter.
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Figure 21.71: This bar chart is the same as Figure 21.70(b), although the normalised
average PSNR degradation for the AC coefficients was omitted in order to
show the average PSNR degradation of the other parameters.

DCT coefficients. The lower priority class would then contain the remaining less
important, higher frequency variable length coded DCT coefficients. This partitioning
process will be detailed in Section 21.5.5 together with its associated performance in
the context of the hierarchical digital video broadcasting (DVB) [620] transmission
scheme in Section 21.5.8.

21.5.3 DVB Terrestrial Scheme

The block diagram of the DVB terrestrial (DVB-T) transmitter [620] is shown in
Figure 21.72, which is constituted by an MPEG-2 video encoder, channel coding
modules and an Orthogonal Frequency Division Multiplex (OFDM) modem [10,629].
Due to the poor error resilience of the MPEG-2 video codec, strong concatenated
channel coding is employed, consisting of a shortened Reed-Solomon RS(204,188)
outer code [9], which corrects up to eight erroneous bytes in a block of 204 bytes,
and a half-rate inner convolutional encoder with a constraint length of 7 [4, 9]. The
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Figure 21.72: Schematic of the DVB terrestrial transmitter functions.

overall code rate can be adapted by the variable puncturer, which supports code
rates of 1/2 (no puncturing) as well as 2/3, 3/4, 5/6, and 7/8. The parameters of
the convolutional encoder are summarised in Table 21.15. If only one of the two
branches of the transmitter in Figure 21.72 is utilised, the DVB-T modem is said to
be operating in its non-hierarchical mode. In this mode, the modem can have a choice
of QPSK, 16-QAM or 64-QAM modulation constellations.

Rate 1/2
Constraint Length 7
k 1
n 2
Polynomials (octal) 171,133

Table 21.15: Parameters of the CC(n,k,K) convolutional inner encoder in the DVB-T mo-
dem.

A second video bitstream can also be multiplexed with the first one by the inner
interleaver, when the DVB modem is in its so-called hierarchical mode [620]. The
choice of modulation constellations in this mode is between 16-QAM and 64-QAM.
We shall be employing this transmission mode, when the so-called data partitioning
scheme is used to split the incoming MPEG-2 video bitstream into two classes of
data, as proposed in Section 21.5.5, with one class having a higher priority than the
other one. The higher priority data will be multiplexed to the most significant bits
(MSBs) of the modulation constellation points and the lower priority data to the least
significant bits [10] (LSBs). For 16-QAM and 64-QAM, the upper 2 bits of each 4-
or 6-bit symbol will contain the more important video data. The lower priority data
will then be multiplexed to the lower significance 2 bits and 4 bits of 16-QAM and
64-QAM, respectively.

Beside implementing the standard DVB-T system as a benchmarker, we have
improved the system by replacing the convolutional coder by a turbo codec [28]. The
turbo codec’s parameters used in the experiment are displayed by Table 21.16.

In this section, we have given an overview of the DVB-T system which we have
used in our experiments. Readers interested in the details of the DVB-T system
are referred to the DVB-T standard [620]. The performance of the standard DVB-
T system and the turbo coded system is characterised in Section 21.5.7 and 21.5.8
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Rate 1/2
Input block length 17952 bits
Interleaver random
Number of iterations 8
Constraint Length 3
k 1
n 2
Polynomials 7,5

Table 21.16: Parameters of the inner turbo encoder used to replace the DVB-T system’s
convolutional coder.
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Figure 21.73: COST 207 hilly terrain (HT) type impulse response.

for non-hierarchical and hierarchical transmissions, respectively. Let us now briefly
consider the multipath channel model used in our experiments.

21.5.4 Channel Model

In the system characterised here, we have used a carrier frequency of 500MHz and a
sampling rate of 7/64µs. The channel model employed in this study was the twelve-
path COST 207 [630] hilly terrain (HT) type impulse response, with a maximal rel-
ative path delay of 19.9 µs. Each of the paths was faded independently obeying a
Rayleigh fading distribution, according to a normalised Doppler frequency of 10−5.
This corresponds to a worst-case vehicular velocity of about 200 km/h. The unfaded
impulse response is depicted in Figure 21.73. In order to facilitate un-equal error
protection, let us now consider, how to partition the video data stream.
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Figure 21.74: Block diagram of the data partitioner and rate controller.

21.5.5 Data Partitioning Scheme

As portrayed in Figures 21.70 and 21.71, the corrupted variable-length coded DCT
coefficients inflict a high video PSNR degradation. Assuming that all header informa-
tion is received correctly, the fidelity of the reconstructed images at the receiver side is
dependent on the number of correctly decoded DCT coefficients. However, the effect
of the loss of higher spatial frequency DCT coefficients are less dramatic compared
to lower spatial frequency DCT coefficients. The splitting of the video bitstream
into two different integrity bitstreams is termed as data partitioning [628]. Recall
from Section 21.5.3 that the hierarchical DVB-T transmission scheme can enable us
to multiplex two un-equal protected input bitstreams for transmission. This section
describes the details of our proposed data partitioning scheme.

Figure 21.74 shows the block diagram of the data partitioning scheme, which
splits a constant bitrate video bitstream into two resultant bitstreams. The position
in which the input is split is based on a variable referred to here as the priority
breakpoint (PBP). The PBP can be adjusted at the beginning of the encoding of every
image slice, based on the buffer occupancy or ’fullness’ of the two output buffers. For
example, if the high priority buffer is 80 % full and the low priority buffer is only 40
% full, the rate control module would have to adjust the PBP such that more data
is directed to the low priority partition. This measure is taken in order to avoid high
priority buffer overflow and low priority buffer underflow events. The valid values for
the PBP are summarized in Table 21.17 [628].

There are two main stages in updating the PBP. The first stage involves the rate
control module in order to decide on the preferred new PBP value for each partition
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PBP Syntax elements in high priority partition
0 Low priority partition always has its PBP set to 0.
1 Sequence, GOP, Picture and Slice layer information upto extra

bit slice.
2 Same as above and upto macroblock address increment.
3 Same as above plus including macroblock syntax elements but

excluding
coded block pattern.

4 . . . 63 Reserved for future use.
64 Same as above plus including DC coefficient and the first run-

length coded
DCT coefficient.

65 Same as above and up to the second runlength coded DCT
coefficient.

64 + x Same as above and up to x runlength coded DCT coefficient.
127 Same as above and up to 64 runlength coded DCT coefficient.

Table 21.17: Priority breakpoint values and the associated syntax elements that will be
directed to the high priority partition [628].

based on their individual buffer fullness and on the current value of the PBP. The
second stage then combines the two desired PBPs based on the buffer occupancy of
both buffers in order to produce a new PBP.

The updating of the PBP in the first stage of the rate control module is based on
a heuristic approach, similar to that suggested by Aravind et.al. [631]. The update
procedure is detailed in Algorithm 1, which is discussed below and augmented by a
numerical example at the end of this section.

The variable ‘sign’ is used in Algorithm 1, in order to indicate how the PBP has
to be adjusted in the high- and low-priority partitions, so as to arrive at the required
target buffer fullness. More explicitly, the variable ‘sign’ in Algorithm 1 is necessary,
because the PBP values shown in Table 21.17 indicate the amount of information,
which should be directed to the high priority partition. Therefore, if the low priority
partition requires more data, then the new PBP must be lower than the current PBP,
which is contrary to the requirements of the high priority partition, where a higher
PBP implies obtaining more data.

Once the desired PBPs for both partitions have been acquired with the aid of
Algorithm 1, Algorithm 2 is invoked, in order to compute the final PBP for the
current image slice. The inner working of these algorithms will be augmented by a
numerical example at the end of this section. There are two main cases to consider.
The first one occurs, when both partitions have a buffer occupancy of less than 50%.
By using the reciprocal of the buffer occupancy in Algorithm 2 as a weighting factor,
the algorithm will favour the new PBP decision of the less occupied buffer, in order
to fill the buffer with more data in the current image slice. This assists in preventing
the particular buffer from under-flowing. On the other hand, when both buffers
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Algorithm 1 Computes the desired PBP update for the high- and low-priority partitions which is
then passed to Algorithm 2, in order to determine the PBP to be set for the current image slice.

Step 1: Initialize parameters

if High Priority Partition then

sign := +1

else

sign := �1
end if

Step 2:

if bu�er occupancy � 80% then

di� := 64� PBP
end if

if bu�er occupancy � 70% and bu�er occupancy < 80% then

if PBP � 100 then
di� := �9

end if

if PBP � 80 and PBP < 100 then

di� := �5
end if

if PBP � 64 and PBP < 80 then
di� := �2

end if

end if

if bu�er occupancy � 50% and bu�er occupancy < 70% then

di� := +1
end if

if bu�er occupancy < 50% then

if PBP � 80 then

di� := +1
end if

if PBP � 70 and PBP < 80 then

di� := +2
end if

if PBP � 2 and PBP < 70 then
di� := +3

end if

end if

Step 3:

di� := sign� di�
Return di�
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Algorithm 2 Compute new PBP for the current image slice based on current bu�er occupancy of
both partitions

Step 1:

if OccupancyHighPriority < 50% and OccupancyLowPriority < 50%

or OccupancyHighPriority = 50% and OccupancyLowPriority < 50%

or OccupancyHighPriority < 50% and OccupancyLowPriority = 50%

or OccupancyHighPriority < 25% and 50% < OccupancyLowPriority < 70%

or 50% < OccupancyHighPriority < 70% and OccupancyLowPriority < 25%

then

delta :=
Occupancy�1HighPriority � di�HighPriority +Occupancy�1LowPriority � di�LowPriority

Occupancy�1HighPriority +Occupancy�1LowPriority

else

delta :=
OccupancyHighPriority � di�HighPriority +OccupancyLowPriority � di�LowPriority

OccupancyHighPriority +OccupancyLowPriority

end if

Step 2:

New PBP := Previous PBP + ddeltae where de means rounding up to the nearest integer

Return New PBP

experience a buffer fullness of more than 50%, the buffer occupancy itself is used as a
weighting factor instead. Now, the algorithm will instruct the buffer having a higher
fullness to have its desired PBP adjusted such that less data is inserted into it in the
current image slice. Hence, the buffer overflow problems are prevented.

The new PBP value is then compared to its legitimate range tabulated in Ta-
ble 21.17. Furthermore, we restricted the minimum PBP value such that I-, P- and
B-pictures have minimum PBP values of 64, 3 and 2, respectively. Since B-pictures
are not used for future predictions, it was decided that its data need not be pro-
tected as strongly as that of the I- and P-pictures. As for P-pictures, Ghanbari
and Seferidis [566] showed that correctly decoded motion vectors can still provide a
subjectively pleasing reconstruction of the image, even if the DCT coefficients were
discarded. Hence, the minimum splitting location or PBP for P-pictures has been set
to be just before the coded block pattern parameter, which would then ensure that
the motion vectors would be mapped to the high priority partition. For I-pictures, the
fidelity of the reconstructed image is dependent on the number of DCT coefficients
that can be decoded successfully. Therefore, the minimum splitting location or PBP
was set to include at least the first runlength coded DCT coefficient. The MPEG-2
syntax does not allow the split to be made after the first DC coefficient alone, which
could lead to start code emulation, should decoding errors occur.

Below we demonstrate the operation of Algorithm 1 and Algorithm 2 with the aid
of a simple numerical example. We shall assume that the PBP prior to the update is
75 and the buffer fullness for the high- and low-priority partition buffers is 40% and
10%, respectively. Considering the high priority partition, Algorithm 1 will set the
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Figure 21.75: Video partitioning scheme for the DVB-T system operating in hierarchical
mode.

desired update for PBP to +2 and this desired update is referred to as diffHighPriority

in Algorithm 2. For the low priority partition, Algorithm 1 will set the desired update
for PBP to −2. The desired PBP update for the low priority partition is referred to
as diffLowPriority in Algorithm 2. Since both partition buffers’ occupancy is less than
50%, Algorithm 2 will use the reciprocal of the buffer occupancy as the weighting
factor, which will then favour the desired update of the low priority partition due to
its 10 % occupancy. The final update value - which is denoted by delta in Algorithm 2
- is equal to -2 (after being rounded up). Hence, the new PBP is 73. This means that
for the current image slice, more data will be directed into the low priority partition
in order to prevent buffer underflow.

Apart from adjusting the PBP values from one image slice to another, in order
to avoid buffer underflow or overflow, the output bitrate of each partition buffer has
to be adjusted, such that the input bitrate of the inner interleaver and modulator in
Figure 21.72 is properly matched between the two partitions. Hence, it is imperative
to take into account the redundancy added by forward error correction (FEC), es-
pecially when the two partition’s FECs operate at different code rate. Figure 21.75
shows a stylised block diagram of the DVB-T system operating in the hierarchical
mode and receiving its input from the video partitioner. The FEC module represents
the concatenated coding system, constituted by a Reed-Solomon codec and a convo-
lutional codec. The modulator can invoke both 16-QAM and 64-QAM. We shall now
use an example to illustrate the choice of the various partitioning ratios tabulated in
Table 21.18.

We shall assume that 64-QAM is selected and the high- and low-priority partitions
employ rate 1/2 and 3/4 convolutional codes, respectively. We do not have to take
the Reed-Solomon code rate into account, since both partitions invoke the same Reed-
Solomon codec. Based on these facts and upon referring to Figure 21.75, the input
bitrates B3 and B4 of the modulator will have to obey the ratio 1:2 since the two
MSBs of the 64-QAM constellation are assigned to the high priority partition and the
remaining four bits to the low priority partition.

At the same time, the ratio of B3 to B4 is related to the ratio of B1 to B2 with
the FEC redundancy taken into account, requiring:
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Figure 21.76: (a) Histogram of the probability of occurence for various priority breakpoints
and (b) average PSNR degradation versus BER for rate-1/2 convolutional
coded high and low priority data in Scheme 1.
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Figure 21.77: (a) Histogram of the probability of occurence for various priority break-
points and (b) average PSNR degradation versus BER for the rate-1/3 con-
volutional coded high priority data and rate-2/3 convolutional coded low
priority data in Scheme 2.
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Figure 21.78: (a) Histogram of the probability of occurence for various priority break-
points and (b) average PSNR degradation versus BER for the rate-2/3 con-
volutional coded high priority data and rate-1/3 convolutional coded low
priority data in Scheme 3.
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Modulation Conv. Code Rate Conv. Code Rate Bitrate Ratio
(High Priority) (Low Priority) (High Priority):

Low Priority)
16-QAM 1/2 1/2 1 : 1

1/2 2/3 3 : 4
1/2 3/4 2 : 3
1/2 5/6 3 : 5
1/2 7/8 4 : 7
2/3 1/2 4 : 3

64-QAM 1/2 2/3 1 : 2
1/2 2/3 3 : 8
1/2 3/4 1 : 3
1/2 5/6 3 : 10
1/2 7/8 2 : 7
2/3 1/2 2 : 3

Table 21.18: The partitioning ratios for the high- and low-priority partition’s output bi-
trate based on the modulation mode and code rates selected for the DVB-T
hierarchical mode.

B3
B4

= 2×B1
4
3×B2

= 1
2

= 3
2 · B1

B2
= 1

2
B1
B2

= 1
2 × 2

3

= 1
3

(21.4)

If, for example, the input video bitrate to the data partitioner module is 1 Mbit/s,
the output bitrate of the high- and low-priority partition would be B1 = 250 kbit/s
and B2 = 750 kbit/s respectively, according to the ratio indicated by Equation 21.4.

In this section, we have outlined the data partitioning scheme, which we used in the
DVB-T hierarchical transmission scheme. Its performance in the overall system will
be characterised in Section 21.5.8. Let us however first evaluate the BER-sensitivity
of the partitioned MPEG-2 bitstream to randomly distributed bit errors using various
partitioning ratios.

21.5.6 Performance of Data Partitioning Scheme

Let us refer to the equally split rate-1/2 convolutional coded high and low priority
scenario as Scheme 1. Furthermore, the rate-1/3 convolutional coded high prior-
ity data and rate-2/3 convolutional coded low priority data based scenario is re-
ferred to here as Scheme 2. Lastly, the rate-2/3 convolutional coded high priority
data and rate-1/3 coded low priority data based partitioning scheme is termed as
Scheme 3. We then programmed the partitioning scheme of Figure 21.75 for main-
taining the required splitting ratio. This was achieved by continuously adjusting
the PBP using Algorithm 1 and Algorithm 2. The associated PBP histograms are
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Figure 21.79: Evolution of the probability of occurence of PBP values from one picture to
another for Scheme 1.
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Figure 21.80: Evolution of the probability of occurence of PBP values from one picture to
another for Scheme 2.
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Figure 21.81: Evolution of the probability of occurence of PBP values from one picture to
another for Scheme 3.
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shown in Figures 21.76(a), 21.77(a) and 21.78(a). Comparing the histograms in Fig-
ure 21.76(a), 21.77(a) and Figure 21.78(a), we observed that as expected, Scheme 3
had the most data in the high priority partition, followed by Schemes 1 and 2.

We then embarked on quantifying the error sensitivity of the partitioning Schemes
1 to 3, when subjected to randomly distributed bit errors. Specifically, the previously
defined average PSNR degradation was evaluated for given error probabilities inflict-
ing random errors imposed on one of the partitions, while keeping the other partition
error-free. These results are portrayed in Figures 21.76(b), 21.77(b) and 21.78(b),
for Schemes 1 to 3. More explicitly, when aiming for B3 = B4 in Figure 21.75, the
coding rate of the partitions predetermines the proportion of unprotected video data
in the two partitions, i.e. the bitrates B1 and B2, as quantified by Equation 21.4. If
instead of a 1/2-rate code we assume a strong 1/3-rate code for the high-sensitivity
video partition, which we refer to as C1, more video data is directed to the lower
sensitivity C2 subchannel, as in Scheme 2. Therefore the most error-sensitive 1/3 of
the video data is expected to result in a higher PSNR degradation at a given BER,
than the most sensitive rate-1/2 case. Furthermore, when assigning 2/3 of the bits to
the less sensitive partition - again, as in Scheme 2 - the overall sensitivity is expected
to increase in comparison to allocating only 1/2 of the bits to this class, since now
a larger proportion of the higher-sensitivity bits belongs to this partition. We note
however that the expected trends are strongly ameliorated by the fact that bit errors
of any of the sensitivity classes influence the PSNR degradation of the reconstructed
video through the reconstructed frame buffer of the remote decoder, while the en-
coder’s local reconstructed frame buffer contains the error-free reconstructed video
frames. Schemes 1 and 3 exhibited a higher PSNR degradation, when the high pri-
ority partitions were corrupted compared to corruption of the low priority partition
only. The opposite was observed for Scheme 2. This showed that the average PSNR
degradation was dependent on the amount of data in the partitions. In Scheme 2,
there was more data in the low priority partition, inevitably increasing its sensitivity.
Hence, when the low priority stream was corrupted, the amount of data left in the
high priority partition was insufficient for concealing the effect of errors. Hence in
Scheme 2 the dominant contributor to the average PSNR degradation was the low
priority partition containing a large fraction of sensitive bits.

Furthermore, for Schemes 1 and 3 at BERs less than 10−3, the PSNR degradation
experienced by corrupting either the high or low priority partition was similar. These
findings will assist us in explaining our observations in the context of the hierarchical
transmission scheme of Section 21.5.8, suggesting that the data partitioning scheme
did not provide overall gain in terms of error resilience over the non-partitioned case.

Figures 21.79, 21.80 and 21.81 show the evolution of the probability of occurence
of the PBP values, as the video encoder progressed in encoding one picture after
another for the ”Football” HDTV video sequence. These figures again illustrate that
Scheme 3 had the most data in the high priority partition, followed by Scheme 1 and
Scheme 2.
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Figure 21.82: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-T
scheme over stationary, non-dispersive AWGN channels for non-hierarchical
transmission.
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(b) Turbo CodeFigure 21.83: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-
T scheme over the wideband channel of Figure 21.73 for non-hierarchical
transmission.
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Figure 21.84: BER after (a) RS and convolutional decoding and (b) RS and turbo decoding
for the DVB-T scheme over the wideband channel of Figure 21.73 for non-
hierarchical transmission.
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Figure 21.85: Average PSNR versus channel SNR of the DVB scheme [620] over non-
dispersive AWGN channels for non-hierarchical transmission.

21.5.7 Performance of the DVB Terrestrial Scheme Employing
Non-hierarchical Transmission

In this section we shall elaborate on our findings, when replacing the convolutional
code used in the standard DVB scheme [620] with a turbo code. We will invoke a
range of standard-compliant schemes as benchmarkers. The ”Football” HDTV video
sequence was used in our experiments. In Figures 21.82(a) and 21.82(b) the bit error
rate (BER) performance of the various modem modes in conjunction with the diverse
channel coding schemes are portrayed over stationary, narrowband Additive White
Gaussian Noise (AWGN) channels, where the turbo codec exhibits a significantly
steeper BER reduction in comparison to the convolutionally coded arrangements.

Specifically, comparing the performance of the various turbo and convolutional
codes for QPSK and 64-QAM at a BER of 10−4, the turbo code exhibited an ad-
ditional coding gain of about 2.24 dB and 3.7 dB respectively, when using half-rate
codes in Figures 21.82(a) and 21.82(b). Hence the Peak Signal to Noise Ratio (PSNR)
versus channel Signal to Noise Ratio (SNR) graphs in Figure 21.85 demonstrate that
approximately 2 dB and 3.5 dB lower channel SNRs are required in conjunction with
the rate 1/2 turbo codec for QPSK and 64-QAM, respectively, than for convolutional
coding, in order to maintain error free video performance.

Comparing the BER performance of the 1/2-rate convolutional decoder in Fig-
ure 21.83(a) and the so-called Log-Map turbo decoder using eight iterations in Fig-
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Figure 21.86: Average PSNR versus channel SNR of the DVB scheme [620] over the wide-
band fading channel of Figure 21.73 for non-hierarchical mobile transmission.

ure 21.83(b) for QPSK modulation over the worst-case fading mobile channel of Fig-
ure 21.73 we observe that the turbo code provided an additional coding gain of 6 dB
in comparison to the convolutional code at a BER of about 10−4. By contrast, for
64QAM using similar codes, a 5 dB coding gain was observed at this BER.

Similar observations were also made with respect to the average Peak Signal to
Noise Ratio (PSNR) versus channel Signal to Noise Ratio (SNR) plots of Figure 21.86.
For example, for the QPSK modulation mode and a 1/2 coding rate, the turbo code
required an approximately 5.5 dB lower channel SNR, than the convolutional code
for maintaining error free video transmission.

In conclusion, Tables 21.19 and 21.20 summarize the system performance in terms
of the required channel SNR (CSNR) in order to maintain less than 2 dB PSNR video
degradation. It was observed that at this PSNR degradation decoding errors were still
perceptually unnoticable to the viewer due to the 30 frames/s refresh-rate, although
the still-frame shown in Figure 21.87 exhibits some degradation. In the next section,
we shall present the results of our experiments employing the DVB-T system [620] in
a hierarchical transmission scenario.
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Figure 21.87: Frame 79 of ”Football” sequence, which illustrates the visual effects of minor
decoding errors at a BER of 2.10−4 after convolutional decoding. The PSNR
degradation observed is approximately 2 dB. The sequence was coded using
a rate-7/8 convolutional code and transmitted emplying QPSK modulation.

Mod. Code CSNR Eb/N0 BER
(dB)

QPSK Turbo (1/2) 1.02 -1.99 6·10−6

64QAM Turbo (1/2) 9.94 2.16 2·10−3

QPSK Turbo (7/8) 8.58 5.57 1.5·10−4

64QAM Turbo (7/8) 21.14 13.36 4.3·10−4

QPSK Conv (1/2) 2.16 -0.85 1.1·10−3

64QAM Conv (1/2) 12.84 5.06 6·10−4

QPSK Conv (7/8) 6.99 3.98 2·10−4

64QAM Conv (7/8) 19.43 11.65 3·10−4

Table 21.19: Summary of performance results over non-dispersive AWGN channels toler-
ating a PSNR degradation of 2dB.
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Mod. Code CSNR Eb/N0 BER
(dB)

QPSK Turbo (1/2) 6.63 3.62 2.5·10−4

64QAM Turbo (1/2) 15.82 8.03 2·10−3

QPSK Turbo (7/8) 28.47 25.46 10−6

QPSK Conv (1/2) 10.82 7.81 6·10−4

64QAM Conv (1/2) 20.92 13.14 7·10−4

QPSK Conv (7/8) 20.92 17.91 3·10−4

Table 21.20: Summary of performance results over fading wideband channels tolerating a
PSNR degradation of 2dB.

21.5.8 Performance of the DVB Terrestrial Scheme Employing
Hierarchical Transmission

Below we will invoke the DVB-T hierarchical scheme in a mobile broadcasting sce-
nario. We shall also show the improvements which turbo codes offer, when replacing
the convolutional code in the standard scheme. Hence, the convolutional codec in
both the high and low priority partitions was replaced by the turbo codec. We have
also investigated replacing only the high priority convolutional codec with the turbo
codec, pairing the 1/2-rate turbo codec in the high priority partition with the con-
volutional codec in the low priority partition. Such a hybrid arrangement would
constitute a reduced-complexity compromise scheme. Again, the ”Football” sequence
was used in these experiments. Partitioning was carried out using the schematic of
Figure 21.75 as well as Algorithms 1 and 2.

Referring to Figure 21.88 and comparing the performance of the 1/2-rate convolu-
tional code and turbo code at a BER of 10−4 for the low priority partition, the turbo
code, employing 8 iterations, exhibited a coding gain of about 6.6 dB and 5.97 dB
for 16-QAM and 64-QAM, respectively. When the number of iterations was reduced
to 4, the coding gains offered by the turbo code over that of the convolutional code
were 6.23 dB and 5.7 dB for 16-QAM and 64-QAM respectively. We observed that by
reducing the number of iterations to 4 halved the associated complexity but the turbo
code exhibited a coding loss of only about 0.37 dB and 0.27 dB in comparison to the
8-iteration scenario for 16-QAM and 64-QAM, respectively. Hence, the computational
complexity of the turbo codec can be halved by sacrificing only a small amount of
coding gain. The substantial coding gain provided by turbo coding is also reflected in
the PSNR versus channel SNR graphs of Figure 21.90. In order to achieve error free
transmission, Figure 21.90 demonstrated that approximately 5.72 dB and 4.56 dB
higher channel SNRs are required by the standard scheme compared to the scheme
employing turbo coding, using 4 iterations in both partitions. We have only shown
the performance of turbo coding for the low priority partition in Figures 21.88(b)
and 21.89(b), since the high priority partition experienced error-free reception after
Reed-Solomon decoding for the range of SNRs used.

We also observed that the rates 3/4 and 7/8 convolutional codes in the low priority
partition were unable to provide sufficient protection to the transmitted data, as it
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Figure 21.88: BER after (a) convolutional decoding and (b) turbo decoding for the DVB-T
hierarchical scheme over the wideband fading channel of Figure 21.73 using
the schematic of Figure 21.75 as well as Algorithms 1 and 2.
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Figure 21.89: BER after (a) RS and convolutional decoding and (b) RS and turbo decoding
for the DVB-T hierarchical scheme over the wideband fading channel of
Figure 21.73 using the schematic of Figure 21.75 as well as Algorithms 1
and 2.
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Figure 21.90: Average PSNR versus channel SNR for (a) standard DVB scheme [620] and
(b) system with turbo coding employed in both partitions, for transmission
over the wideband fading channel of Figure 21.73 for hierarchical transmis-
sion using the schematic of Figure 21.75 as well as Algorithms 1 and 2.
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Figure 21.91: Average PSNR versus channel SNR of the DVB scheme, employing turbo
coding in the high priority partition and convolutional coding in the low
priority partition, over the wideband fading channel of Figure 21.73 for hi-
erarchical transmission using the schematic of Figure 21.75 as well as Algo-
rithms 1 and 2.

becomes evident in Figures 21.88(a) and 21.89(a). Due to the presence of residual
errors even after the Reed-Solomon decoder, the decoded video always exhibited some
decoding errors, which is shown by the flattening of the PSNR versus channel SNR
curves in Figure 21.90(a), before reaching the error free PSNR.

A specific problem faced, when using the data partitioning scheme in conjunction
with the high priority partition being protected by the rate 1/2 code and the low
priority partition protected by the rate 3/4 and 7/8 codes was that when the low
priority partition data was corrupted, the error-free high priority data available was
insufficient for concealing the errors. We have also experimented with the combination
of rate 2/3 convolutional coding and rate 1/2 convolutional coding, in order to protect
the high and low priority data, respectively. From Figure 21.90(a) we observed that
the performance of this combination approached that of the rate 1/2 convolutional
code in both partitions. This was expected, since now more data can be inserted into
the high priority partition. Hence, in the event of decoding errors in the low priority
data we had more error-free high priority data that can be used to reconstruct the
received image.

Our last combination investigated involved using rate 1/2 turbo coding and con-
volutional coding for the high- and low-priority partitions, respectively. Comparing
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Figures 21.91 and 21.90(a), the channel SNR required for achieving error free trans-
mission in both cases were similar. This was expected, since the turbo-convolutional
combination’s performance is dependent on the convolutional code’s performance in
the low priority partition.

Lastly, comparing Figures 21.90 and 21.86, we found that the error-free condition
was achieved at similar channel SNRs suggesting that the data partitioning scheme
had not provided sufficient performance improvements in the context of the mobile
DVB scheme, in order to justify its added complexity.

21.5.9 Conclusions and Future Work

In this section we have investigated the performance of a turbo-coded DVB system
in a mobile environment. A range of system performance results was presented based
on the standard scheme as well as on a turbo-coded scheme. The convolutional code
specified in the standard system was substituted with turbo coding, which resulted in
a substantial coding gain of around 5 dB. We have also applied data partitioning to
the MPEG-2 video stream in order to gauge its effectiveness in increasing the error
resilience of the video codec. However, from these experiments we found that the data
partitioning scheme did not provide substantial improvements compared to the non-
partitioned video transmitted over the non-hierarchical DVB-T system. Our future
work in this field will be focused on improving the system’s robustness by invoking a
range of so-called maximum-minimum distance Redundant Residue Number System
(RRNS) codes and turbo BCH codes. Let us now in the next section consider a
variety of satellite-based turbo-coded blind-equalised multi-level modulation assisted
video broadcasting schemes.

21.6 Satellite Based Turbo-coded, Blind-equalised
4-QAM and 16-QAM Digital Video Broadcast-

ing 14 15

21.6.1 Background and Motivation

In recent years three harmonised Digital Video Broadcasting (DVB) standards have
emerged in Europe for terrestrial [620], cable-based [621] and satellite-oriented [622]
delivery of video signals. The dispersive wireless propagation environment of the ter-
restrial system requires concatenated Reed-Solomon [4, 305] (RS) and rate compati-
ble punctured convolutional coding [4,305] (RCPCC) combined with Orthogonal Fre-
quency Division Multiplexing (OFDM) based modulation. The satellite-based system
employs the same concatenated channel coding arrangement, as the terrestrial schem,

14This section is based on C. S. Lee, S. Vlahoyiannatos and L. Hanzo: Satellite Based Turbo-
coded, Blind-equalised 4-QAM and 16-QAM Digital Video Broadcasting, submitted to IEEE Tr. on
Broadcasting, 1999

15 c©1999 IEEE. Personal use of this material is permitted. However, permission to
reprint/republish this material for advertising or promotional purposes or for creating new collective
works for resale or redistribution to servers or lists, or to refuse any copyrighted component of this
work in other works must be obtained from the IEEE.
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Figure 21.92: Schematic of the DVB satellite transmitter functions.

while the cable-based system refrains from using concatenated channel coding, opting
for RS coding only. Both of the latter schemes employ furthermore blind-equalised
multi-level modems. Lastly, the video codec in all three systems is the Motion Pic-
tures Expert Group’s MPEG-2 codec. These standardisation activities were followed
by a variety of system performance studies in the open literature [632–635]. Against
this backcloth, in this treatise we suggested turbo-coding based improvements to the
satellite-based DVB system [622] and studied the performance of the proposed sys-
tem under dispersive channel conditions in conjunction with a variety of blind chan-
nel equalisation algorithms. The transmitted power requirements of the standard
convolutional codecs can be reduced upon invoking the more complex turbo codec.
Alternatively, the standard system’s bit error rate (BER) versus signal-to-noise-ratio
(SNR) performance can be almost matched by a turbo-coded 16-level quadrature am-
plitude modulation (16QAM) based scheme, whilst doubling the achievable bit rate
within the same bandwidth and hence improving the associated video quality. This
is achieved at the cost of an increased system complexity.

The remainder of this section is organised as follows. A terse overview of the
turbo-coded and standard DVB satellite scheme is presented in Subsection 21.6.2,
while our channel model is described in Section 21.6.3. A brief digest of the blind
equaliser algorithms employed is presented in Subsection 21.6.4. Following this, the
performance of the improved DVB satellite system was examined over a dispersive
two-path channel in Subsection 21.6.5, before our conclusions and future work areas
were presented in Subsection 21.6.6.

21.6.2 DVB Satellite Scheme

The block diagram of the DVB satellite (DVB-S) transmitter [622] is shown in Fig-
ure 21.92, which is constituted by an MPEG-2 video encoder, channel coding modules
and a QPSK modem. Due to the poor error resilience of the MPEG-2 video codec,
strong concatenated channel coding is employed, consisting of a shortened Reed-
Solomon RS(204,188) outer code [305], which corrects up to eight erroneous bytes in
a block of 204 bytes, and a half-rate inner convolutional encoder with a constraint
length of 7 [4, 305]. The overall code rate can be adapted by a variable puncturer,
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not shown in the figure, which supports code rates of 1/2 (no puncturing) as well as
2/3, 3/4, 5/6 and 7/8. The parameters of the convolutional encoder are summarised
in Table 21.21.

Rate 1/2
Constraint Length 7
k 1
n 2
Polynomials (octal) 171,133

Table 21.21: Parameters of the CC(n,k,K) convolutional inner encoder in the DVB-S mo-
dem.

Rate 1/2
Input block length 17952 bits
Interleaver random
Number of iterations 8
Constraint Length 3
k 1
n 2
Polynomials (octal) 7,5

Table 21.22: Parameters of the inner turbo encoder used to replace the DVB-S system’s
convolutional coder.

In addition to implementing the standard DVB-S system as a benchmarker, we
have improved the system upon replacing the convolutional codec by a turbo codec [28].
The turbo codec’s [636] parameters used in our studies are displayed in Table 21.22.

Readers interested in further details of the DVB-S system are referred to the DVB-
S standard [622]. The performance of the standard DVB-S system and that of the
turbo coded 16QAM system is characterised in Section 21.6.5. Let us now briefly
consider the multipath channel model used in our investigations.

21.6.3 Channel Model

The properties of the satellite channel have been characterised for example by Vogel
and his colleagues [637–640]. The channel model employed in this study was the
two-path (nT )-symbol spaced impulse response, where T is the symbol-duration and
in our studies we used n = 1 and n = 2. This corresponds to a stationary dispersive
transmission channel. Our channel model assumed that the receiver had a direct line-
of-sight with the satellite as well as a second path caused by a single reflector. In our
work, we studied the ability of a range of 4QAM/16QAM blind equaliser algorithms
to converge under various path delay conditions. In the next section we provide a
brief overview of the various blind equalisers employed in our experiments, noting
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Figure 21.93: Two-path satellite channel model with either a one-symbol or two-symbol
delay.

that readers mainly interested in the system’s performance may proceed directly to
our performance analysis section, namely to Section 21.6.5.

In the following section, we will present the performance results of our satellite-
based DVB system.

21.6.4 The blind equalisers

In this section the blind equalisers used in the system are presented. The following
blind equalisers have been studied:

• The Modified Constant Modulus Algorithm (or Modified CMA) [641]

• The Benveniste-Goursat Algorithm (or B-G) [642]

• The Stop-and-Go algorithm [643]

• The Per-Survivor Processing (PSP) Algorithm [644]

We will now briefly introduce these algorithms.
The Modified CMA (MCMA) is an improved version of Godard’s well-known

constant modulus algorithm [645] which was proposed by Wesolowsky [641]. This
algorithm, unlike the CMA, equalises both the real and imaginary parts of the complex
signal, according to the equaliser tap update equation of [641]:

c(n+1) = c(n) − λ · y∗(n) · (Re[z(n)] · ((Re[z(n)])2 − R2,R

)
+

+j · Im{z(n)} · ((Im{z(n)})2 − R2,I

)
)
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where c(n) is the equaliser tap vector at the nth iteration, y(n) is the received signal
vector at time n, z(n) is the equalised signal at time n, λ is the step-size parameter
and R2,R, R2,I are constant parameters of the algorithm, the values of which depend
on the QAM signal constellation.

The Benveniste-Goursat (B-G) algorithm [642] is an amalgam of Sato’s algo-
rithm [646] and the decision-directed algorithm. The decision-directed algorithm is
not a blind equalisation technique, since its convergence is highly dependent on the
channel. The B-G algorithm combines the above two algorithms into one using the
following equaliser coefficient update equations:

c(n+1) = c(n) − λ · y∗(n) · εG(n) (21.5)

where
εG(n) = k1 · ε(n) + k2 · |ε(n)| · εS(n) (21.6)

is the B-G error term, which consists of the combination of the decision-directed error

ε(n) = z(n)− ẑ(n), (21.7)

(ẑ(n) is the estimated symbol) and the Sato-type error

εS(n) = z(n) − γ · csgn(z(n), (21.8)

γ being a constant Sato-algorithm parameter and csgn(x) = sign(Re{x}) + j ·
sign(Im{x}) is the complex sign function. The two error terms are suitably weighted
by the constant parameters k1 and k2 in Equation (21.6).

The Stop-and-Go (S-a-G) algorithm [643] is a variant of the decision-directed
algorithm, where at each equaliser coefficient adjustment iteration the update is en-
abled or disabled, depending on whether the update is likely to be correct. The update
equations of this algorithm are given by:

c(n+1) = c(n) − λy∗(n)(fn,RRe{ε(n)}+ jfn,IIm{ε(n)}) (21.9)

where ε(n) is the decision-directed error as in Equation (21.7) and the functions fn,R,
fn,I enable or disable the update of the equaliser according to the following rule: if the
sign of the Sato-error (the real or the imaginary part independently) is the same as
the sign of the decision-directed error, then the update takes place, otherwise it does
not. In a blind equaliser, this condition provides us with a measure of the probability
of the coefficient update being correct.

The PSP algorithm [644] is a sequence estimation technique, in which the chan-
nel is not known “a priori”. Hence, an iterative channel estimation technique is
employed in order to estimate the channel jointly with the symbol estimation. In
this sense, an initial channel estimation is used and the estimation is updated at each
new symbol’s arrival. Each of the surviving paths in the trellis carries not only its
own signal estimation, but also its own channel estimation. Moreover, convolutional
decoding can take place jointly with this procedure, leading to an improved Bit Error
Rate (BER) performance.

The summary of the equalisers’ parameters is given in Table 21.23.
Following the above brief overview of the blind equaliser algorithms studied, let

us now consider the overall system performance.
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Step- No. of Initial
size Equal. Tap–
λ Taps Vector

Benveniste-Goursat 5 · 10−4 10 (1.2, 0, · · · , 0)
Modified-CMA 5 · 10−4 10 (1.2, 0, · · · , 0)
Stop-and-Go 5 · 10−4 10 (1.2, 0, · · · , 0)
PSP (1 sym delay) 10−2 2 (1.2, 0)
PSP (2 sym delay) 10−2 3 (1.2, 0, 0)

Table 21.23: Summary of the equaliser parameters used in the simulations. The tap–vector
(1.2, 0, · · · , 0) indicates that the first equaliser coefficient is initialised to the
value of 1.2, while the others to 0.

21.6.5 Performance of the DVB Satellite Scheme

In this section, the performance of the DVB-S system was evaluated by means of
simulations. Two modulation types were used, i.e. QPSK and 16-QAM, and the
channel model of Figure 21.93 was employed. The first channel model had a one-
symbol second-path delay, while in the second one the path-delay corresponded to the
period of two symbols. The average BER versus SNR per bit performance is presented
after the equalisation and demodulation process, as well as after Viterbi [305] or turbo
decoding [636]. The SNR per bit is defined as follows:

SNR per bit = 10log10
S̄

N̄
+ δ, (21.10)

where S̄ is the average received signal amplitude, N̄ is the average received noise
amplitude and δ is the adjustment required to transform average signal-to-noise ra-
tio into bit energy or SNR per bit. The adjustment is dependent on the type of
modulation and channel code rate used in the system. In Figure 21.94, the linear
equalisers’ performance was quantified and compared for QPSK modulation over the
one-symbol delay two-path channel model of Figure 21.93. Since all the equalisers’
BER performance is similar, only the Modified CMA results are shown in the figure.

The equalised performance was inferior to that over the non-dispersive AWGN
channel. However, as expected, it was better than without any equalisation. Another
observation for Figure 21.94 was that the different punctured channel coding rates
appeared to give slightly different bit error rates after equalisation. This is because the
linear blind equalisers require uncorrelated input bits in order to converge. However,
the input bits were not entirely random, when convolutional coding was used. The
consequences of violating the zero-correlation constraint are not generally known.
Nevertheless, two potential problems are apparent. Firstly, the equaliser may diverge
from the desired equaliser equilibrium [647].

Secondly, the performance of the equaliser is expected to degrade, owing to the
violation of the randomness requirement, which is imposed on the input bits in order
to ensure that the blind equalisers will converge.

Since the channel used in our investigations was static, the first problem was
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Figure 21.94: Average BER versus SNR per bit performance after equalisation and de-
modulation but before channel decoding employing QPSK modulation and
one-symbol delay channel (NE:Non-Equalised).

not encountered. Instead, the second problem was what we actually observed. Fig-
ure 21.95 quantifies the equalisers’ performance degradation due to the correlation
introduced by convolutional coding. We can observe a 0.1 dB SNR degradation,
when the convolutional codec creates correlation among the bits for this specific case.

The average BER curves after equalisation and demodulation are shown in Fig-
ure 21.96(a). In this figure, the average BER over the non-dispersive AWGN channel
after turbo decoding constitutes the best performance, while the average BER of
the one-symbol delay two-path unequalised channel after turbo decoding exhibits the
worst performance. Again, in this figure only the Modified-CMA was featured for
simplicity. The performance of the remaining equalisers was characterised in Figure
21.96(b). Clearly, the performance of the linear equalisers is similar.

It is observed in Figure 21.96(a) that the combination of the MCMA-based blind
equaliser with turbo decoding exhibited the best SNR performance. The only com-
parable alternative was the PSP algorithm. Although the performance of the PSP
algorithm is better at low SNRs, the associated curves cross over and the PSP algo-
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Figure 21.95: Average BER versus SNR per bit performance after equalisation and de-
modulation but before channel decoding employing QPSK modulation and
the one-symbol delay two-path channel of Figure 21.93, for the Benveniste-
Goursat algorithm, where the input bits are random (No CONV) or corre-
lated (CONV 7/8) as a result of convolutional coding having a coding rate
of 7/8.

rithm’s performance becomes inferior after the average BER becomes approximately
10−3. Although not shown in Figure 21.96, the Reed-Solomon decoder, which was
concatenated to either the convolutional or the turbo decoder, gave an error-free out-
put after the average BER of its input reached approximately 10−4. In this case, the
PSP algorithm’s performed worse by at least 1 dB in the area of interest, which is at
an average BER of 10−4.

A final observation in the context of Figure 21.96(a) is that when convolutional
decoding was used, the associated Eb/N0 performance of rate 1/2 convolutional coding
appears inferior to that of the rate 3/4 and the rate 7/8 scenarios beyond certain
Eb/N0 values.

In Figure 21.97, the corresponding BER curves are given for 16-QAM, under the
same channel and equaliser conditions. Again, for simplicity, only the Modified CMA
results are given. In this case the ranking order of the different coding rates follows
our expectations more closely in the sense that the lowest coding rate of 1/2 is the
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(a) PSP and linear equalisers
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Figure 21.96: Average BER versus SNR per bit performance after convolutional or turbo
decoding but before RS(204,188) decoding for QPSK modulation over the
one-symbol delay channel (NE:Non-Equalised B-G:Benveniste-Goursat S-
a-G:Stop-and-Go MCMA:Modified Constant Modulus Algorithm PSP:Per-
Survivor-Processing).
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(a) After equalisation and demodulation
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Figure 21.97: Average BER versus SNR per bit (a) after equalisation and demodulation
but before channel decoding and (b) after Viterbi or turbo decoding but
before RS(204,188) decoding for 16-QAM modulation over the one-symbol
delay two-path channel of Figure 21.93.
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best performer, followed by the rate 3/4 codec, in turn followed by the weakest rate
7/8 codec.

The Stop-and-Go algorithm has not been included in these results. The reason is
that this algorithm does not converge for high SNR values. This happens because this
procedure is only activated when there is a high probability of correct update. In our
case, the equaliser is initialised far from its convergence point and hence the decision–
directed updates are unlikely to provide correct updates. In the absence of noise this
leads to the algorithm being permanently de-activated. If noise is present though,
then some random perturbations from the point of the equaliser’s initialization can
activate the algorithm and can lead to convergence. This is what we observe at
medium SNR values. For high SNR values though, the algorithm does not converge.

It is also interesting to compare the performance of the system for the QPSK
and 16-QAM schemes. When the one-symbol delay two-path channel model of Fig-
ure 21.93 was considered, the system was capable of supporting the use of 16-QAM
with the provision of an additional SNR per bit of 5 dB. Although the original DVB-
Satellite system only employs QPSK modulation, our simulations had shown that
16-QAM can be employed equally well for the range of blind equalisers that we have
used in our work. This allows us to double the video bitrate and hence to substan-
tially improve the video quality. The comparison of Figures 21.96 and 21.97 also
reveals that the extra SNR requirement of 5 dB of 16QAM over 4QAM can be elimi-
nated by employing turbo coding at the cost of a higher implementational complexity.
This allowed us to accommodate a doubled bitrate within a given bandwidth, which
improved the video quality.

In Figures 21.98 (only for Benveniste-Goursat for simplicity) and 21.99 the corre-
sponding BER results for the two-symbol delay two-path channel of Figure 21.93 are
given for QPSK. They are similar to Figures 21.94 and 21.96 in terms of their trends,
although we observed some differences:

• The “cross-over point”, beyond which the performance of the PSP algorithm
becomes worse than that of the Modified CMA in conjunction with turbo de-
coding is now at 10−4, which is in the area where the RS decoder provides an
error-free output.

• The rate 1/2 convolutional decoding is now the best performer, while the rate
3/4 scheme exhibited the worst performance.

Finally, in Figure 21.100, the associated 16-QAM results are presented. Notice
that the Stop-and-Go algorithm was again excluded from the results. We can observe
a high performance difference between the B-G and the Modified CMA.

In the previous cases we did not observe such a significant difference. The differ-
ence in this case is that the channel exhibits an increased delay spread. In fact, what
we observe here is the capability of the equalisers to cope with more wide–spread
multipaths, while keeping their length constant. The Benveniste-Goursat equaliser is
more efficient, than the Modified CMA in this case.

It is interesting to note that in this case, the performance of the different coding
rates is again in the expected order, the rate 1/2 being the best, followed by the rate
3/4 and then the rate 7/8 scheme.
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Figure 21.98: Average BER versus SNR per bit performance after equalisation and de-
modulation but before channel decoding for QPSK modulation over the
two-symbol delay two-path channel of Figure 21.93.

If we compare the performance of the system employing QPSK and 16-QAM under
the two-symbol delay two-path channel model of Figure 21.93, we again observe that
16-QAM can be incorporated into the DVB system if an extra 5 dB of SNR per bit
is affordable in power budget terms. However, only the B-G algorithm is worthwhile
considering here out of the three linear equalisers used in our work.

Figure 21.101 portrays the corresponding reconstructed video performance in
terms of the average PSNR versus channel SNR for the one-symbol delay and two-
symbol delay two-path channel model of Figure 21.93.

Tables 21.24 and 21.25 provide a summary of the DVB-Satellite system’s perfor-
mance tolerating a PSNR degradation of 2 dB, which was deemed to be imperceptible
in terms of subjective video degradations. The average BER values quoted in the ta-
bles refer to the average BER achieved after Viterbi or turbo decoding. The channel
SNR (CSNR) is quoted in association with the 2 dB average PSNR degradation since
the viewer will begin to perceive video degradations due to erroneous decoding of the
received video at this threshold, as noted in [648].

Table 21.28 provides an approximation of the convergence speed of each blind
equalisation algorithm for each case. It is clear that PSP converges significantly
faster than any of the other techniques. On the other hand, the Benveniste-Goursat
algorithm is the fastest of the other techniques. In our simulations the convergence
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(a) PSP and linear equalisers
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Figure 21.99: Average BER versus SNR per bit performance after convolutional or turbo
decoding but before RS(204,188) decoding for QPSK modulation over the
two-symbol delay two-path channel of Figure 21.93.



VIDEO-BO
1999/11/15
page 1046

1046 CHAPTER 21. ADAPTIVE VIDEO SYSTEMS

0 5 10 15 20
SNR per bit (dB)

10-4
2

5
10-3

2

5
10-2

2

5
10-1

2

5
B

E
R

R7/8
R3/4
R1/2
AWGN
MCMA
B-G

(a) After equalisation and demodulation
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Figure 21.100: Average BER versus SNR per bit performance (a) after equalisation and de-
modulation but before channel decoding and (b) after Viterbi or turbo de-
coding but before RS(204,188) decoding for 16-QAM over the two-symbol
delay two-path channel of Figure 21.93.
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Figure 21.101: Average PSNR versus channel SNR for (a) one-symbol delay two-path
channel model after concatenated channel decoding and (b) two-symbol
delay two-path channel model of Figure 21.93 after concatenated channel
decoding.
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Mod. Equaliser Code CSNR Eb/N0

(dB)
QPSK PSP(R=1/2) 5.3 5.3
QPSK MCMA Turbo (1/2) 5.2 5.2
16QAM MCMA Turbo (1/2) 13.6 10.6
QPSK MCMA Conv (1/2) 9.1 9.1
16QAM MCMA Conv (1/2) 17.2 14.2
QPSK MCMA Conv (3/4) 11.5 9.7
16QAM MCMA Conv (3/4) 20.2 15.4
QPSK B-G Conv (7/8) 13.2 10.8
16QAM B-G Conv (7/8) 21.6 16.2

Table 21.24: Summary of performance results over the dispersive one-symbol delay two-
path AWGN channel of Figure 21.93 tolerating a PSNR degradation of 2
dB. The average BER was evaluated after Viterbi or turbo decoding and
concatenated RS(204,188) decoding.

Mod. Equaliser Code CSNR Eb/N0

(dB)
QPSK PSP(R=1/2) 4.7 4.7
QPSK B-G Turbo (1/2) 5.9 5.9
16QAM B-G Turbo (1/2) 13.7 10.7
QPSK B-G Conv (1/2) 8.0 8.0
16QAM B-G Conv (1/2) 17.0 14.0
QPSK B-G Conv (3/4) 12.1 10.3
16QAM B-G Conv (3/4) 21.1 16.3
QPSK B-G Conv (7/8) 13.4 11.0
16QAM MCMA Conv (7/8) 29.2 23.8

Table 21.25: Summary of performance results over the dispersive two-symbol delay two-
path AWGN channel of Figure 21.93 tolerating a PSNR degradation of 2
dB. The average BER was evaluated after Viterbi or turbo decoding and
concatenated RS(204,188) decoding.
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Mod. Equaliser Code Eb/N0

QPSK PSP(R=1/2) 6.1
QPSK MCMA Turbo (1/2) 5.2
16QAM MCMA Turbo (1/2) 10.7
QPSK MCMA Conv (1/2) 11.6
16QAM MCMA Conv (1/2) 15.3
QPSK MCMA Conv (3/4) 10.5
16QAM MCMA Conv (3/4) 16.4
QPSK B-G Conv (7/8) 11.8
16QAM B-G Conv (7/8) 17.2

Table 21.26: Summary of system performance results over the dispersive one-symbol delay
two-path AWGN channel of Figure 21.93 tolerating an average BER of 10−4.
The average BER was evaluated after Viterbi or turbo decoding but before
RS(204,188) decoding.

Mod. Equaliser Code Eb/N0

QPSK PSP(R=1/2) 5.6
QPSK B-G Turbo (1/2) 5.7
16QAM B-G Turbo (1/2) 10.7
QPSK B-G Conv (1/2) 9.2
16QAM B-G Conv (1/2) 15.0
QPSK B-G Conv (3/4) 12.0
16QAM B-G Conv (3/4) 16.8
QPSK B-G Conv (7/8) 11.7
16QAM MCMA Conv (7/8) 26.0

Table 21.27: Summary of system performance results over the dispersive two-symbol delay
two-path AWGN channel of Figure 21.93 tolerating an average BER of 10−4.
The average BER was evaluated after Viterbi or turbo decoding but before
RS(204,188) decoding.

B-G MCMA S-a-G PSP
QPSK 1-sym 2 · 105 4.4 · 105 2.6 · 105 380
QPSK 2-sym 2 · 105 3.9 · 105 2.1 · 105 380
16-QAM 1-sym 5.6 · 105 8.8 · 105 19 · 105

16-QAM 2-sym 4.9 · 105 5.6 · 105 18 · 105

Table 21.28: Equaliser convergence speed measured in the simulations, given as the number
of bits required for convergence (x-sym: x-symbol delay two-path channel).
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Figure 21.102: Learning curves for 16-QAM, one-symbol delay two-path channel at
SNR=18dB.

was quantified by measuring the slope of the BER curve, as this curve was reaching
the associated residual BER. Convergence was established, when this slope gradient
became smaller than a threshold value, implying that the BER has reached its steady–
state. Figure 21.102 gives an illustrative example of the equaliser convergence for the
case of 16-QAM. It is observed that the Stop-and-Go algorithm converges significantly
slower than the other algorithms, which can also be seen from Table 21.28. This
happens because, during the startup, the algorithm is de-activated most of the time,
an effect which becomes more severe with an increasing QAM order.

Tables 21.26 and 21.27 provide a summary of the SNR per bit required for the
various system configurations. The threshold of 10−4 is selected here, since at this
average BER after Viterbi or turbo decoding the RS decoder becomes effective. This
means that the output bits have a high probability of being error free. This also
translates into error-free video decoding.

21.6.6 Conclusions and Future Work

In this section, we have investigated the performance of a turbo-coded DVB system
in a satellite broadcast environment. A range of system performance results was
presented based on the standard DVB-S scheme, as well as on a turbo-coded scheme in
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conjunction with blind equalised 4QAM/16QAM. The convolutional code specified in
the standard system was substituted by turbo coding, which resulted in a substantial
coding gain of around 4-5 dB. We have also shown that 16-QAM can be utilised
instead of QPSK, if an extra 5 dB SNR per bit gain is added to the link budget.
This extra transmitted power requirement can be eliminated upon invoking the more
complex turbo codec, which requires lower transmitted power for attaining the same
performance as the standard convolutional codecs. Our future work will be focused
on extending the DVB-Satellite system to supporting mobile users for the reception of
satellite broadcast video signals. The use of turbo equalisers will also be investigated
in comparison to blind equalisers. Further work will also be dedicated to trellis coded
modulation (TCM) and turbo trellis coded modulation (TTCM) based OFDM and
single-carrier equalised modems.
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16CIF Sixteen Common Intermediate Format Frames are sixteen
times as big as CIF frames, and contain 1408 pixels verti-
cally and 1152 pixels horizontally

4CIF Four Common Intermediate Format Frames are four times
as big as CIF frames, and contain 704 pixels vertically and
576 pixels horizontally

ACO Augmented Channel Occupancy matrix, which contains the
channel occupancy for the local and surrounding basesta-
tions. Often used by locally distributed DCA algorithms
to aid allocation decisions.

ACTS Advanced Communications Technologies and Services. The
4th framework for European research (1994-98). A series of
consortia consisting of universities and industrialists con-
sidering future communications systems.

ADPCM Adaptive Differential Pulse Coded Modulation.

ARQ Automatic Repeat Request, Automatic request for retrans-
mission of corrupted data

AV.26M A draft recommendation for transmitting compressed video
over error-prone channels, based on the H.263 [182] video
codec.

AWGN Additive White Gaussian Noise

BCH Bose-Chaudhuri-Hocquenghem, A class of forward error
correcting codes (FEC)

BER Bit error rate, the fraction of the bits received incorrectly

BS A common abbreviation for Base Station

1053
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CBER Channel bit error rate, the bit error rate before FEC cor-
rection

CBP Coded block pattern, a H.261 video codec symbol that in-
dicates which of the blocks in the macroblock are active

CBPB A fixed length codeword used by the H.263 video codec
to convey the coded block pattern for bi-directionally pre-
dicted (B) blocks

CBPY A variable length codeword used by the H.263 video codec
to indicate the coded block pattern for luminance blocks

CCITT Now ITU, standardisation group

CD Code Division, a multiplexing technique where signals are
coded and then combined, in such a way that they can be
separated using the assigned user signature codes at a later
stage.

CDF Cumulative density function, the integral of the probability
density function (PDF)

CDMA Code Division Multiple Access

CIF Common Intermediate Format Frames containing 352 pix-
els vertically and 288 pixels horizontally

CIR Carrier to Interference Ratio, same as SIR.

COD A one bit codeword used by the H.263 video codec, that
indicates whether the current macroblock is empty or non-
empty.

DC Direct Current, normally used in electronic circuits to de-
scribe a power source that has a constant voltage, as op-
posed to AC power in which the voltage is a sine-wave. It is
also used to describe things which are constant, and hence
have no frequency component.

DCA Dynamic Channel Allocation

DCS1800 A digital mobile radio system standard, based on GSM,
but operates at 1.8GHz at a lower power.

DCT A discrete cosine transform, transforms data into the fre-
quency domain. Commonly used for video compression by
removing high frequency components of the video frames

DECT A Pan-European digital cordless telephone standard.
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DQUANT A fixed length coding parameter used to differential change
the current quantiser used by the H.263 video codec.

EOB An end of block variable-length symbol used to indicate the
end of the current block in the H.261 video codec

EREC Error Resilient Entropy Coding. A coding technique im-
proving the robustness of variable length coding, by allow-
ing easier re-synchronisation after errors.

FA First Available, a simple centralised DCA scheme, which
allocates the first channel found that is not reused within
a given preset reuse distance.

FBER Feedback error ratio, the ratio of feedback acknowledge-
ment messages that are received in error.

FCA Fixed Channel Allocation

FD Frequency Division, a multiplexing technique, where differ-
ent frequencies are used for each communications link.

FDD Frequency-Division Duplex, a multiplexing technique, where
the forward and reverse links use a different carrier fre-
quency.

FDMA Frequency Division multiple access, a multiple access tech-
nique, where frequency division (FD) is used to provide a
set of access channels.

FEC Forward Error Correction

FEF Frame Error Flag

FER Frame error rate

FIFO First-In First-Out, a queuing strategy in which elements
that have been in the queue longest are served first.

fps Frames per second

GBSC Group of blocks (GOB) start code, used by the H.261 and
H.263 video codecs to regain synchronisation, playing a
similar role to PSC

GEI Functions similar to PEI, but in the GOB layer of the H.261
video codec

GFID A fixed length codeword used by H.263 video codec to aid
correct re-synchronisation after an error
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GMSK Gaussian Mean Shift Keying, a modulation scheme used by
the Pan-European GSM standard by virtue of its spectral
compactness.

GN Group of block number, an index number for a GOB used
by the H.261 and H.263 video codecs

GOB Group of blocks, a term used by the H.261 and H.263 video
codecs, consisting of a number of macroblocks.

GOS Grade of Service, a performance metric to describe the
quality of a mobile radio network.

GQUANT Group of blocks quantiser, a symbol used by the H.261 and
H.263 video codecs to modify the quantiser used for the
GOB

GSM A Pan-European digital mobile radio standard, operating
at 900MHz.

GSPARE Functions similar to PSPARE, but in the GOB layer of the
H.261 video codec

H.261 A video coding standard [505], published by the ITU in
1990

H.263 A video coding standard [182], published by the ITU in
1996

HCA Hybrid Channel Allocation, a hybrid of FCA and DCA.

HTA Highest interference below Threshold Algorithm, a distributed
DCA algorithm also known as MTA. The algorithm allo-
cates the most interfered channel, whose interference is be-
low the maximum tolerable interference threshold.

IS-95 North American mobile radio standard, that uses CDMA
technology.

ISDN Integrated Services Digital Network, digital replacement of
the analogue telephone network

ITU International Telecommunications Union, formerly the CCITT,
standardisation group

LFA Lowest Frequency below threshold Algorithm, a distributed
DCA algorithm which is a derivative of the LTA algorithm,
the difference being that the algorithm attempts to reduce
the number of carrier frequencies being used concurrently.
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LIA Least Interference Algorithm, a distributed DCA algorithm
that assigns the channel with the lowest measured interfer-
ence that is available.

LODA Locally Optimised Dynamic Assignment, a centralised DCA
scheme, which bases it allocation decisions upon the future
blocking probability in the vicinity of the cell.

LOLIA Locally Optimised Least Interference Algorithm, a locally
distributed DCA algorithm, that allocates channels using
a hybrid of the LIA and an ACO matrix.

LOMIA Locally Optimised Most Interference Algorithm, a locally
distributed DCA algorithm, that allocates channels using
a hybrid of the MTA and an ACO matrix.

LP-DDCA Local Packing Dynamic Distributed Channel Assignment,
a locally distributed DCA algorithm that assigns the first
channel available that is not used by the surrounding bases-
tations, whose information is contained in an ACO matrix.

LTA Least interference below Threshold Algorithm, a distributed
DCA algorithm, which allocates the least interfered chan-
nel, whose interference is below a preset maximum tolerable
interference level.

MA Abbreviation for Miss America, a commonly used head and
shoulders video sequence referred to as Miss America

Macroblock A grouping of 8 by 8 pixel blocks used by the H.261 and
H.263 video codecs. Consists of four luminance blocks and
two chrominance blocks.

MB Macroblock.

MBA Macroblock address symbol used by the H.261 video codec,
indicating the position of the macroblock in the current
GOB

MBS Mobile Broadband System

MCBPC A variable length codeword used by the H.263 video codec
to convey the macroblock type and the coded block pattern
for the chrominance blocks

MODB A variable length coding parameter used by the H.263 video
codec to indicate the macroblock mode for bi-directionally
predicted (B) blocks

MPEG Motion Picture Expert Group, also a video coding standard
designed by this group that is widely used
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MQUANT A H.261 video codec symbol that changes the quantiser
used by current and future macroblocks in the current GOB

MS A common abbreviation for Mobile Station

MSQ Mean Square centralised DCA algorithm, which attempts
to minimize the mean square distance between cells using
the same channel.

MTA Most interference below Threshold Algorithm, a distributed
DCA algorithm also known as HTA. The algorithm allo-
cates the most interfered channel, whose interference is be-
low the maximum tolerable interference level.

MTYPE H.261 video codec symbol that contains information about
the macroblock, such as coding mode, and flags to indicate
whether optional modes are used, like motion vectors, and
loop filtering

MV Motion Vector, a vector to estimate the motion in a frame

MVD Motion vector data symbol used by H.261 and H.263 video
codecs

MVDB A variable length codeword used by the H.263 video codec
to convey the motion vector data for bi-directionally pre-
dicted (B) blocks

NCC Normalised Channel Capacity

NN Nearest-Neighbour centralised DCA algorithm, allocates a
channel used by the nearest cell, which is at least the reuse
distance away.

NN+1 Nearest-Neighbour-plus-one centralised DCA algorithm, al-
locates a channel used by the nearest cell, which is at least
the reuse distance plus one cell radius away.

OFDM Orthogonal Frequency Division Multiplexing is a technique
splitting a highly dispersive high-rate channel into a high
number of low-rate non-dispersive subchannels using Fast
Fourier Transform (FFT) based modulation [10].

PCN Personal Communications Network

PCS Personal Communications System, a term used to describe
third generation mobile radio systems in North America

PDF Probability Density Function

PEI Picture layer extra insertion bit, used by the H.261 video
codec, indicating that extra information is to be expected
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PQUANT A fixed length codeword used by the H.263 video codec to
indicate the quantiser to use for the next frame

PRMA Packet Reservation Multiple Access, a statistical multiplex-
ing arrangement contrived to improve the efficiency of con-
ventional TDMA systems, by detecting inactive speech seg-
ments using a voice activity detector, surrendering them
and allocating them to subscribers contending to transmit
an active speech packet.

PSAM Pilot symbol assisted modulation, a technique where known
symbols (pilots) are transmitted regularly. The effect of
channel fading on all symbols can then be estimated by
interpolating between the pilots

PSC Picture start code, a preset sequence used by the H.261
and H.263 video codec, that can be searched for to regain
synchronisation after an error

PSNR Peak Signal to Noise Ratio, noise energy compared to the
maximum possible signal energy. Commonly used to mea-
sure video image quality

PSPARE Picture layer extra information bits, indicated by a PEI
symbol in H.261 video codec

PTYPE Picture layer information, used by H.261 and H.263 video
codec to transmit information about the picture, e.g. Res-
olution, etc

QAM Quadrature Amplitude Modulation

QCIF Quarter Common Intermediate Format Frames containing
176 pixels vertically and 144 pixels horizontally

RACE Research in Advanced Communications Equipment Pro-
gramme in Europe, from June 1987 to December 1995.

RING A centralised DCA algorithm, which attempts to allocate
channels in one of the cells, which is at least the reuse
distance away that forms a “ring” of cells.

RSSI Received Signal Strength Indicator, commonly used as an
indicator of channel quality in a mobile radio network.

SAC Syntax based arithmetic coding is an alternative to variable
length coding. It is a variant of arithmetic coding

SCS Sequential Channel Search distributed DCA algorithm, searches
the available channels in a pre-determined order, picking
the first channel found, which meets the interference con-
straints.



VIDEO-BO
1999/11/15
page 1060

1060 GLOSSARY

SINR Signal to Interference plus Noise ratio, same as signal to
noise ratio (SNR), when there is no interference.

SIR Signal to Interference ratio

SNR Signal to Noise Ratio, noise energy compared to the signal
energy

SQCIF Sub-Quarter Common Intermediate Format Frames con-
taining 128 pixels vertically and 96 pixels horizontally

TCOEFF An H.261 and H.263 video codec symbol, that contains the
transform coefficients for the current block

TD Time Division, a multiplexing technique where several com-
munications links are multiplexed onto a single carrier,
by dividing the channel into time-periods, and assigning
a time-period to each communications link.

TDD Time-Division Duplex, a technique where the forward and
reverse links are multiplexed in time.

TDMA Time Division Multiple Access

TR Temporal reference, a symbol used by H.261 and H.263
video codecs to indicate the real time difference between
transmitted frames

UMTS Universal Mobile Telecommunications System, a future Pan-
European third generation mobile radio standard.

VAF Voice activity factor, the fraction of time the voice activity
detector of a speech codec is active

WLAN Wireless Local Area Network

WWW World Wide Web is the name given to computers that
can be accessed via the Internet using the HTTP proto-
col. These computers can provide information in a easy to
digest multimedia format using hyper-links.



VIDEO-BO
1999/11/15
page 1061

Bibliography

[1] E. Berlekamp, Algebraic Coding Theory. McGraw-Hill, New York, 1968.

[2] J. Massey, “Shift-register synthesis and BCH decoding,” IEEE Tr. on
Inf.Theory, vol. IT-15, pp. 122–127, January 1969.

[3] R. Blahut, Theory and practice of error control codes. Addison-Wesley, 1983.
ISBN 0-201-10102-5.

[4] A. Michelson and A. Levesque, Error control techniques for digital communica-
tion. J. Wiley and Sons, 1985.

[5] S. Lin and D. J. Constello Jr, Error Control Coding: Fundamentals and Appli-
cations. New Jersey, USA: Prentice-Hall, October 1982. ISBN: 013283796X.

[6] W. Peterson and E. Weldon, Jr, Error correcting codes. MIT. Press, 2nd ed.,
August 1972. ISBN: 0262160390.

[7] G. C. Clark, Jr and J. B. Cain, Error correction coding for digital communica-
tions. New York: Plenum Press, May 1981. ISBN: 0306406152.

[8] K. Wong, Transmission of channel coded speech and data over mobile channels.
PhD thesis, University of Southampton, 1989.

[9] R. Steele, ed., Mobile Radio Communications. IEEE Press-Pentech Press, 1992.

[10] W. T. Webb and L. Hanzo, Modern Quadrature Amplitude Modulation: Princi-
ples and Applications for Wireless Communications. IEEE Press-Pentech Press,
1994. ISBN 0-7273-1701-6.

[11] J. M. Torrance and L. Hanzo, “Comparative study of pilot symbol assisted
modem schemes,” in Proceedings of IEE Conference on Radio Receivers and
Associated Systems (RRAS’95), (Bath, UK), pp. 36–41, IEE, 26–28 September
1995.

[12] P. G. Howard and J. S. Vitter, “Arithmetic coding for data compression,” Pro-
ceedings of the IEEE, vol. 82, pp. 857–865, June 1994.

[13] H. Nyquist, “Certain factors affecting telegraph speed,” Bell System Tech Jrnl,
p. 617, April 1928.

1061



VIDEO-BO
1999/11/15
page 1062

1062 BIBLIOGRAPHY

[14] C. Shannon, Mathematical Theory of Communication. University of Illinois
Press, 1963.

[15] C. Shannon, “A mathematical theory of communication - part I,” Bell Systems
Technical Journal, pp. 379–405, 1948.

[16] C. Shannon, “A mathematical theory of communication - part II,” Bell Systems
Technical Journal, pp. 405–423, 1948.

[17] C. Shannon, “A mathematical theory of communication - part III,” Bell Systems
Technical Journal, pp. 623–656, 1948.

[18] R. V. L. Hartley, “Transmission of information,” BSTJ, p. 535, 1928.

[19] N. Abramson, Information Theory and Coding. McGraw-Hill, 1975.

[20] A. B. Carlson, Communication Systems. McGraw-Hill, 1975.

[21] H. R. Raemer, Statistical communication theory and applications. Englewood
Cliffs, New Jersey: Prentice Hall, Inc., 1969.

[22] P. Ferenczy, Telecommunications Theory. Budapest, Hungary: Tankonyvkiado,
1972.

[23] K. S. Shanmugam, Digital and Analog Communications Systems. New York,
USA: John Wiley, 1979.

[24] C. Shannon, “Communication in the presence of noise,” Proc IRE, vol. 37,
pp. 10–21, 1949.

[25] C. Shannon, “Probability of error for optimal codes in a gaussian channel,” Bell
Systems Technical Journal, vol. 38, pp. 611–656, 1959.

[26] A. K. Jain, Fundamentals of Digital Image Processing. Prentice-Hall, 1989.

[27] A. Hey and R. Allen, eds., R.P. Feynman: Feynman lectures on computation.
Addison-Wesley, 1996.

[28] C. Berrou, A. Glavieux, and P. Thitimajshima, “Near shannon limit error-
correcting coding and decoding: Turbo codes,” in Proceedings of the Interna-
tional Conference on Communications, pp. 1064–1070, May 1993.

[29] J. Hagenauer, “Quellengesteuerte kanalcodierung fuer sprach- und tonueber-
tragung im mobilfunk,” Aachener Kolloquium Signaltheorie, pp. 67–76, 23-25
March 1994.

[30] A. J. Viterbi, “Wireless digital communications: A view based on three lessons
learned,” IEEE Communications Magazine, pp. 33–36, September 1991.

[31] D. Greenwood and L. Hanzo, “Characterisation of mobile radio channels,” in
Steele [9], ch. 2, pp. 92–185.

[32] L. Hanzo and J. P. Woodard, “An intelligent multimode voice communications
system for indoor communications,” IEEE Transactions on Vehicular Technol-
ogy, vol. 44, pp. 735–748, Nov 1995. ISSN 0018-9545.

[33] L. Hanzo, R. A. Salami, R. Steele, and P. Fortune, “Transmission of digitally en-
coded speech at 1.2 kbaud for PCN,” IEE Proceedings, Part I, vol. 139, pp. 437–
447, August 1992.



VIDEO-BO
1999/11/15
page 1063

BIBLIOGRAPHY 1063

[34] K. H. H. Wong and L. Hanzo, “Channel coding,” in Steele [9], ch. 4, pp. 347–488.

[35] W. C. Jakes, ed., Microwave Mobile Communications. John Wiley and Sons,
1974. ISBN 0-471-43720-4.

[36] W. Lee, Mobile cellular communications. New York: McGraw Hill, 1989.

[37] R. Steele, “Towards a high capacity digital cellular mobile radio system,” Proc.
of the IEE, vol. 132, Part F, pp. 405–415, August 1985.

[38] R. Steele and V. Prabhu, “High-user density digital cellular mobile radio sys-
tem,” IEE Proc., vol. 132, Part F, pp. 396–404, August 1985.

[39] R. Steele, “The cellular environment of lightweight hand-held portables,” IEEE
Communications Magazine, pp. 20–29, July 1989.

[40] L. Hanzo and J. Stefanov, “The Pan-European Digital Cellular Mobile Radio
System – known as GSM,” in Steele [9], ch. 8, pp. 677–765.

[41] P. Mermelstein, “The IS-54 digital cellular standard,” in Gibson [283], ch. 26,
pp. 419–429.

[42] K. Kinoshita and M. Nakagawa, “Japanese cellular standard,” in Gibson [283],
ch. 28, pp. 449–461.

[43] L. Hanzo, “The British cordless telephone system: CT2,” in Gibson [283], ch. 29,
pp. 462–477.

[44] S. Asghar, “Digital European Cordless Telephone,” in Gibson [283], ch. 30,
pp. 478–499.

[45] J. Parsons and J. Gardiner, Mobile communication systems. London: Blackie,
1989.

[46] D. Parsons, The mobile radio propagation channel. London: Pentech Press,
1992.

[47] I. J. Wassell and R. Steele, “Wideband systems,” in Steele [9], ch. 6, pp. 523–
600.

[48] R. Edwards and J. Durkin, “Computer prediction of service area for VHF mobile
radio networks,” Proc IRE 116 (9), pp. 1493–1500, 1969.

[49] M. Hata, “Empirical formula for propagation loss in land mobile radio,” IEEE
Trans. on Vehicular Technology, vol. 29, pp. 317–325, August 1980.

[50] Y. Okumura, E. Ohmori, T. Kawano, and K. Fukuda, “Field strength and
its variability in VHF and UHF land mobile service,” Review of the Electrical
Communication Laboratory, vol. 16, pp. 825–873, September-October 1968.

[51] J. G. Proakis, Digital Communications. McGraw Hill, 3rd ed., 1995.

[52] M. J. Gans, “A power-spectral theory of propogation in the mobile-radio en-
vironment,” IEEE Trans. on Vehicular Technology, vol. 21, pp. 27–38, Feb.
1972.

[53] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, “Random
numbers,” in Numerical Recipes in C [140], ch. 7, pp. 289–290.



VIDEO-BO
1999/11/15
page 1064

1064 BIBLIOGRAPHY

[54] R. Hamming, “Error detecting and error correcting codes,” Bell Sys. Tech.
J.,29, pp. 147–160, 1950.

[55] P. Elias, “Coding for noisy channels,” IRE Conv. Rec. pt.4, pp. 37–47, 1955.

[56] J. Wozencraft, “Sequential decoding for reliable communication,” IRE Natl.
Conv. Rec., vol. 5, pt.2, pp. 11–25, 1957.

[57] J. Wozencraft and B. Reiffen, Sequential decoding. MIT Press, Cambridge,
Mass., 1961.

[58] R. Fano, “A heuristic discussion of probabilistic coding,” IEEE Trans. Info.
Theory, vol. IT-9, pp. 64–74, April 1963.

[59] J. Massey, Threshold decoding. MIT Press, Cambridge, Mass., 1963.

[60] A. Viterbi, “Error bounds for convolutional codes and an asymphtotically opti-
mum decoding algorithm,” IEEE Trans. Info. Theory, vol. IT-13, pp. 260–269,
April 1967.

[61] G. D. Forney, “The Viterbi algorithm,” Proceedings of the IEEE, vol. 61,
pp. 268–278, March 1973.

[62] J. Heller and I. Jacobs, “Viterbi decoding for satellite and space communica-
tion,” IEEE Trans. Commun. Technol., vol. COM-19, pp. 835–848, October
1971.

[63] L. Bahl, J. Cocke, F. Jelinek, and J. Raviv, “Optimal decoding of linear codes
for minimising symbol error rate,” IEEE Transactions on Information Theory,
vol. 20, pp. 284–287, March 1974.

[64] A. Hocquenghem, “Codes correcteurs d’erreurs,” Chiffres (Paris), vol. 2,
pp. 147–156, September 1959.

[65] R. Bose and D. Ray-Chaudhuri, “On a class of error correcting binary group
codes,” Information and Control, vol. 3, pp. 68–79, March 1960.

[66] R. Bose and D. Ray-Chaudhuri, “Further results on error correcting binary
group codes,” Information and Control, vol. 3, pp. 279–290, September 1960.

[67] W. Peterson, “Encoding and error correction procedures for the Bose-Chaudhuri
codes,” IRE Trans. Inform. Theory, vol. IT-6, pp. 459–470, September 1960.

[68] D. Gorenstein and N. Zierler, “A class of cyclic linear error-correcting codes in
pm synbols,” J. Soc. Ind. Appl. Math., 9, pp. 107–214, June 1961.

[69] I. Reed and G. Solomon, “Polynomial codes over certain finite fields,” J. Soc.
Ind. Appl. Math., vol. 8, pp. 300–304, June 1960.

[70] E. Berlekamp, “On decoding binary Bose-Chaudhuri-Hocquenghem codes,”
IEEE Trans. Info. Theory, vol. 11, pp. 577–579, 1965.

[71] J. Massey, “Step-by-step decoding of the Bose-Chaudhuri-Hocquenghem codes,”
IEEE Trans. Info. Theory, vol. 11, pp. 580–585, 1965.

[72] Consultative Committee for Space Data Systems, “Blue book,” Recommenda-
tions for Space Data System Standards: Telemetry Channel Coding, May 1984.

[73] W. Peterson, Error correcting codes. Cambridge, Mass, USA: MIT. Press,
1st ed., 1961.



VIDEO-BO
1999/11/15
page 1065

BIBLIOGRAPHY 1065

[74] V. Pless, Introduction to the theory of error-correcting codes. John Wiley and
Sons, 1982. ISBN: 0471813044.

[75] I. Blake, ed., Algebraic coding theory: History and development. Dowden,
Hutchinson and Ross Inc., 1973.

[76] R. Lidl and H. Niederreiter, Finite Fields. Cambridge University Press, October
1996.

[77] D. Gorenstein and N. Zierler, “A class of error-correcting codes in pm symbols,”
J.Soc.Ind.Appl.Math., no. 9, pp. 207–214, 1961.

[78] J. Makhoul, “Linear prediction: A tutorial review,” Proceedings of the IEEE,
vol. 63, pp. 561–580, April 1975.

[79] R. Blahut, Fast algorithms for digital signal processing. Addison-Wesley Pub-
lishing Company, 1985. ISBN 0-201-10155-6.

[80] J. Schur, “Ueber Potenzreihen, die im Innern des Einheits- kreises beschraenkt
sind,” Journal fuer Mathematik, pp. 205–232. Bd. 147, Heft 4.

[81] R. Chien, “Cyclic decoding procedure for the Bose-Chaudhuri-Hocquenghem
codes,” IEEE Trans. on Info. Theory, vol. 10, pp. 357–363, October 1964.

[82] A. Jennings, Matrix computation for engineers and scientists. J. Wiley and
Sons Ltd., 1977.

[83] G. Forney, Jr, “On decoding BCH codes,” IEEE Tr. on Inf. Theory, vol. IT-11,
pp. 549–557, 1965.

[84] Y. Sugiyama, M. Kasahara, S. Hirasawa, and T. Namekawa, “A method for
solving key equation for decoding goppa codes,” Inf. Control, no. 27, pp. 87–99,
1975.

[85] S. Golomb, Shift register sequences. Laugana Hills, CA: Aegean Park Press,
1982.

[86] A. Urie, M. Streeton, and C. Mourot, “An advanced TDMA mobile access
system for UMTS,” IEEE Comms. Mag., pp. 38–47, February 1995.

[87] “European RACE D731 public deliverable,” September 1995. Mobile commu-
nication networks, general aspects and evolution.

[88] Telcomm. Industry Association (TIA), Washington, DC, Dual-mode subscriber
equipment - Network equipment compatibility specification, Interim Standard
IS-54, 1989.

[89] Research and Development Centre for Radio Systems, Japan, Public Digital
Cellular (PDC) Standard, RCR STD-27.

[90] “Feature topic: Software Radios,” IEEE Communications Magazine, vol. 33,
pp. 24–68, May 1995.

[91] G. D. Forney Jr, R. G. Gallager, G. R. Lang, F. M. Longstaff, and S. U. Qureshi,
“Efficient modulation for band-limited channels,” IEEE Journal on Selected
Areas in Communications, vol. 2, pp. 632–647, Sept 1984.

[92] K. Feher, “Modems for emerging digital cellular mobile systems,” IEEE Tr. on
VT, vol. 40, pp. 355–365, May 1991.



VIDEO-BO
1999/11/15
page 1066

1066 BIBLIOGRAPHY

[93] W. Webb, L. Hanzo, and R. Steele, “Bandwidth-efficient QAM schemes for
rayleigh-fading channels,” IEE Proceedings, vol. 138, pp. 169–175, June 1991.

[94] A. Wright and W. Durtler, “Experimental performance of an adaptive digital
linearized power amplifier,” IEEE Tr. on VT, vol. 41, pp. 395– 400, November
1992.

[95] M. Faulkner and T. Mattson, “Spectral sensitivity of power amplifiers to quadra-
ture modulator misalignment,” IEEE Tr. on VT, vol. 41, pp. 516–525, Novem-
ber 1992.

[96] P. Kenington, R. Wilkinson, and J. Marvill, “Broadband linear amplifier design
for a PCN base-station,” in Proceedings of IEEE Vehicular Technology Confer-
ence (VTC’91), (St. Louis, MO, USA), pp. 155–160, IEEE, 19–22 May 1991.

[97] R. Wilkinson et al, “Linear transmitter design for MSAT terminals,” in Proc.
of 2nd Int. Mobile Satellite Conference, June 1990.

[98] S. Stapleton and F. Costescu, “An adaptive predistorter for a power amplifier
based on adjacent channel emissions,” IEEE Tr. on VT, vol. 41, pp. 49–57,
February 1992.

[99] S. Stapleton, G. Kandola, and J. Cavers, “Simulation and analysis of an adap-
tive predistorter utilizing a complex spectral convolution,” IEEE Tr. on VT,
vol. 41, pp. 387–394, November 1992.

[100] Y. Kamio, S. Sampei, H. Sasaoka, and N. Morinaga, “Performance of
modulation-level-control adaptive-modulation under limited transmission de-
lay time for land mobile communications,” in Proceedings of IEEE Vehicular
Technology Conference (VTC’95), (Chicago, USA), pp. 221–225, IEEE, July
15–28 1995.

[101] J. M. Torrance and L. Hanzo, “Upper bound performance of adaptive modula-
tion in a slow Rayleigh fading channel,” Electronics Letters, vol. 32, pp. 718–719,
11 April 1996.

[102] J. M. Torrance and L. Hanzo, “Optimisation of switching levels for adaptive
modulation in a slow Rayleigh fading channel,” Electronics Letters, vol. 32,
pp. 1167–1169, 20 June 1996.

[103] J. M. Torrance and L. Hanzo, “Demodulation level selection in adaptive mod-
ulation,” Electronics Letters, vol. 32, pp. 1751–1752, 12 September 1996.

[104] J. Torrance and L. Hanzo, “Performance upper bound of adaptive QAM in slow
Rayleigh-fading environments,” in Proc. of IEEE ICCS’96 / ISPACS’96 [662],
pp. 1653–1657.

[105] J. Torrance and L. Hanzo, “Adaptive modulation in a slow Rayleigh fading
channel,” in Proc. of IEEE International Symposium on Personal, Indoor, and
Mobile Radio Communications (PIMRC’96) [666], pp. 497–501.

[106] J. M. Torrance and L. Hanzo, “Latency considerations for adaptive modulation
in a slow Rayleigh fading channel,” in Proceedings of IEEE VTC ’97 [665],
pp. 1204–1209.



VIDEO-BO
1999/11/15
page 1067

BIBLIOGRAPHY 1067

[107] K. Feher, ed., Digital communications - satellite/earth station engineering.
Prentice Hall, 1983.

[108] Y. C. Chow, A. R. Nix, and J. P. McGeehan, “Analysis of 16-APSK modulation
in AWGN and rayleigh fading channel,” Electronic Letters, vol. 28, pp. 1608–
1610, November 1992.

[109] B. Sklar, Digital communications - Fundamentals and Applications. Prentice
Hall, 1988.

[110] J. Torrance, “Digital modulation,” phd mini-thesis, Dept. of Electronics and
Computer Science, Univ. of Southampton, UK, 1996.

[111] J. Cavers, “An analysis of pilot symbol assisted modulation for rayleigh fading
channels,” IEEE Transactions on Vehicular Technology, vol. 40, pp. 686–693,
Nov 1991.

[112] F. Adachi, “Error rate analysis of differentially encoded and detected 16APSK
under rician fading,” IEEE Tr. on Veh. Techn., vol. 45, pp. 1–12, February
1996.

[113] J. McGeehan and A. Bateman, “Phase-locked transparent tone in band (TTIB):
A new spectrum configuration particularly suited to the transmission of data
over SSB mobile radio networks,” IEEE Transactions on Communications,
vol. COM-32, no. 1, pp. 81–87, 1984.

[114] A. Bateman and J. McGeehan, “Feedforward transparent tone in band for rapid
fading protection in multipath fading,” in IEE Int.Conf. Comms., vol. 68, pp. 9–
13, 1986.

[115] A. Bateman and J. McGeehan, “The use of transparent tone in band for coher-
ent data schemes,” in IEEE Int. Conf. Comms, (Boston, Mass, USA), 1983.

[116] A. Bateman, G. Lightfoot, A. Lymer, and J. McGeehan, “Speech and data
transmissions over a 942MHz TAB and TTIB single sideband mobile radio sys-
tem,” IEEE Transactions on Vehicular Technology, vol. VT-34, pp. 13–21, Feb
1985.

[117] A. Bateman and J. McGeehan, “Data transmissions over UHF fading mobile
radio channels,” Proc IEE Pt.F, vol. 131, pp. 364–374, 1984.

[118] J. McGeehan and A. Bateman, “A simple simultaneous carrier and bit synchro-
nisation system for narrowband data transmissions,” Proc. IEE, Pt.F, vol. 132,
pp. 69–72, 1985.

[119] J. McGeehan and A. Bateman, “Theoretical and experimental investigation of
feedforward signal regeneration,” IEEE Trans. Veh. Tech, vol. VT-32, pp. 106–
120, 1983.

[120] A. Bateman, “Feedforward transparent tone in band: Its implementation and
applications,” IEEE Trans. Veh. Tech, vol. 39, pp. 235–243, August 1990.

[121] M. L. Moher and J. H. Lodge, “TCMP – a modulation and coding strategy for
rician fading channels,” IEEE Journal on Selected Areas in Communications,
vol. 7, pp. 1347–1355, December 1989.



VIDEO-BO
1999/11/15
page 1068

1068 BIBLIOGRAPHY

[122] S. Sampei and T. Sunaga, “Rayleigh fading compensation method for 16-QAM
in digital land mobile radio channels,” in Proceedings of IEEE Vehicular Tech-
nology Conference (VTC’89), (San Francisco, CA, USA), pp. 640–646, IEEE,
1–3 May 1989.

[123] S. Haykin, Adaptive Filter Theory. Prentice Hall, 1991.

[124] J. Cavers, “The performance of phase locked transparent tone in band with
symmetric phase detection,” IEEE Trans. on Comms., vol. 39, pp. 1389–1399,
September 1991.

[125] R. Steele and W. Webb, “Variable rate QAM for data transmission over
Rayleigh fading channels,” in Proceeedings of Wireless ’91, (Calgary, Alberta),
pp. 1–14, IEEE, 1991.

[126] W. Webb and R. Steele, “Variable rate QAM for mobile radio,” IEEE Trans-
actions on Communications, vol. 43, no. 7, pp. 2223–2230, 1995.

[127] K. Arimochi, S. Sampei, and N. Morinaga, “Adaptive modulation system with
discrete power control and predistortion-type non-linear compensation for high
spectral efficient and high power efficient wireless communication systems,” in
Proceedings of IEEE International Symposium on Personal, Indoor and Mobile
Radio Communications, PIMRC’97 [649], pp. 472–477.

[128] M. Naijoh, S. Sampei, N. Morinaga, and Y. Kamio, “ARQ schemes with adap-
tive modulation/TDMA/TDD systems for wireless multimedia communication
systems,” in Proceedings of IEEE International Symposium on Personal, Indoor
and Mobile Radio Communications, PIMRC’97 [649], pp. 709–713.

[129] S. Chua and A. Goldsmith, “Variable-rate variable-power mQAM for fading
channels,” in Proceedings of IEEE VTC ’96 [664], pp. 815–819.

[130] A. Goldsmith and S. Chua, “Variable-rate variable-power MQAM for fading
channels,” IEEE Trans. on Communications, vol. 45, pp. 1218–1230, Oct. 1997.

[131] A. Goldsmith, “The capacity of downlink fading channels with variable rate and
power,” IEEE Tr. on Veh. Techn., vol. 46, pp. 569–580, Aug. 1997.

[132] A. Goldsmith and P. P. Varaiya, “Capacity of fading channels with channel side
information,” IEEE Tr. on Inf. Theory, vol. 43, pp. 1986–1992, Nov. 1997.

[133] M.-S. Alouini and A. Goldsmith, “Capacity of rayleigh fading channels under
different adaptive transmission and diversity-combining techniques,” to appear
in IEEE Tr. on Veh. Techn., 1999. http://www.systems.caltech.edu.

[134] M.-S. Alouini and A. Goldsmith, “Area spectral efficiency of cellu-
lar mobile radio systems,” to appear IEEE Tr. on Veh. Techn., 1999.
http://www.systems.caltech.edu.

[135] A. Goldsmith and S. Chua, “Adaptive coded modulation for fading channels,”
IEEE Tr. on Communications, vol. 46, pp. 595–602, May 1998.

[136] D. A. Pearce, A. G. Burr, and T. C. Tozer, “Comparison of counter-measures
against slow Rayleigh fading for TDMA systems,” in IEE Colloquium on Ad-
vanced TDMA Techniques and Applications, (London, UK), pp. 9/1–9/6, IEE,
28 October 1996. digest 1996/234.



VIDEO-BO
1999/11/15
page 1069

BIBLIOGRAPHY 1069

[137] W. C. Y. Lee, “Estimate of channel capacity in Rayleigh fading environment,”
IEEE Trans. on Vehicular Technology, vol. 39, pp. 187–189, Aug 1990.

[138] N. Morinaga, “Advanced wireless communication technologies for achieving
high-speed mobile radios,” IEICE Transactions on Communications, vol. 78,
no. 8, pp. 1089–1094, 1995.

[139] J. Woodard and L. Hanzo, “A low delay multimode speech terminal,” in Pro-
ceedings of IEEE VTC ’96 [664], pp. 213–217.

[140] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, Numerical
Recipes in C. Cambridge University Press, 1992.

[141] J. Torrance and L. Hanzo, “Statistical multiplexing for mitigating latency in
adaptive modems,” in Proceedings of IEEE International Symposium on Per-
sonal, Indoor and Mobile Radio Communications, PIMRC’97 [649], pp. 938–
942.

[142] J. Torrance, L. Hanzo, and T. Keller, “Interference resilience of burst-by-burst
adaptive modems,” in Proceeding of ACTS Mobile Communication Summit ’97
[661], pp. 489–494.

[143] C. Wong, T. Liew, and L. Hanzo, “Blind modem mode detection aided block
turbo coded burst-by-burst wideband adaptive modulation,” in Proceeding of
ACTS Mobile Communication Summit ’99 [658].

[144] C. Wong and L. Hanzo, “Channel capacity upper-bound of a wideband burst-
by-burst adaptive modem,” in Proceeding of VTC’99 (Spring) [657].

[145] K. Narayanan and L. Cimini, “Equalizer adaptation algorithms for high speed
wireless communications,” in Proceedings of IEEE VTC ’96 [664], pp. 681–685.

[146] J. Wu and A. H. Aghvami, “A new adaptive equalizer with channel estimator
for mobile radio communications,” IEEE Transactions on Vehicular Technology,
vol. 45, pp. 467–474, August 1996.

[147] Y. Gu and T. Le-Ngoc, “Adaptive combined DFE/MLSE techniques for ISI
channels,” IEEE Transactions on Communications, vol. 44, pp. 847–857, July
1996.

[148] A. Clark and R. Harun, “Assessment of kalman-filter channel estimators for an
HF radio link,” IEE Proceedings, vol. 133, pp. 513–521, Oct 1986.

[149] M. Zimmermann and A. Kirsch, “The AN/GSC-10/KATHRYN/ variable rate
data modem for HF radio,” IEEE Trans. Commun.Techn., vol. CCM–15,
pp. 197–205, April 1967.

[150] E. Powers and M. Zimmermann, “A digital implementation of a multichannel
data modem,” in Proc. of the IEEE Int. Conf. on Commun., (Philadelphia,
USA), 1968.

[151] B. Saltzberg, “Performance of an efficient parallel data transmission system,”
IEEE Trans. Commun. Techn., pp. 805–813, December 1967.

[152] R. Chang and R. Gibby, “A theoretical study of performance of an orthogo-
nal multiplexing data transmission scheme,” IEEE Trans. Commun. Techn.,
vol. COM–16, pp. 529–540, August 1968.



VIDEO-BO
1999/11/15
page 1070

1070 BIBLIOGRAPHY

[153] S. Weinstein and P. Ebert, “Data transmission by frequency division multi-
plexing using the discrete fourier transform,” IEEE Trans. Commun. Techn.,
vol. COM–19, pp. 628–634, October 1971.

[154] Peled and A. Ruiz, “Frequency domain data transmission using reduced com-
putational complexity algorithms,” in Proceedings of International Conference
on Acoustics, Speech, and Signal Processing, ICASSP’80 [650], pp. 964–967.

[155] B. Hirosaki, “An orthogonally multiplexed QAM system using the discrete
fourier transform,” IEEE Trans. Commun., vol. COM-29, pp. 983–989, July
1981.

[156] L. J. Cimini, “Analysis and simulation of a digital mobile channel using orthog-
onal frequency division multiplexing,” IEEE Transactions on Communications,
vol. 33, pp. 665–675, July 1985.

[157] K. Kammeyer, U. Tuisel, H. Schulze, and H. Bochmann, “Digital multicarrier
transmission of audio signals over mobile radio channels,” European Transac-
tions on Telecommunications, vol. 3, pp. 243–253, May–Jun 1992.

[158] F. Mueller-Roemer, “Directions in audio broadcasting,” Jnl Audio Eng. Soc.,
vol. 41, pp. 158–173, March 1993.

[159] G. Plenge, “DAB - a new radio broadcasting system - state of development and
ways for its introduction,” Rundfunktech. Mitt., vol. 35, no. 2, 1991.

[160] M. Alard and R. Lassalle, “Principles of modulation and channel coding for
digital broadcasting for mobile receivers,” EBU Review, Technical No. 224,
pp. 47–69, August 1987.

[161] Proc. 1st Int. Symp.,DAB, (Montreux, Switzerland), June 1992.

[162] I. Kalet, “The multitone channel,” IEEE Tran. on Comms, vol. 37, pp. 119–124,
February 1989.

[163] H. Kolb, “Untersuchungen über ein digitales mehrfrequenzverfahren zur
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