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Prologue
Motivation of the Book

In recent years the concept of intelligent multi-mode, multimedia transceivers (IMMT) has
emerged in the context of wireless systems [1–6]. The range of various existing solutions
that have found favour in already operational standard systems was summarised in the ex-
cellent overview by Nanda et al. [3]. The aim of these adaptive transceivers is to provide
mobile users with the best possible compromise amongst a number of contradicting design
factors, such as the power consumption of the hand-held portable station (PS), robustness
against transmission errors, spectral efficiency, teletraffic capacity, audio/video quality and
so forth [2].

The fundamental limitation of wireless systems is constituted by their time- and frequency-
domain channel fading, as illustrated in Figure 13.39 in terms of the Signal-to-Noise Ratio
(SNR) fluctuations experienced by a modem over a dispersive channel. The violent SNR fluc-
tuations observed both versus time and versus frequency suggest that over these channels no
fixed-mode transceiver can be expected to provide an attractive performance, complexity and
delay trade-off. Motivated by the above mentioned performance limitations of fixed-mode
transceivers, IMMTs have attracted considerable research interest in the past decade [1–6].
Some of these research results are collated in this monograph.

In Figure 1 we show the instantaneous channel SNR experienced by the 512-subcarrier
OFDM symbols for a single-transmitter, single-receiver scheme and for the space-time block
codeG2 [7] using one, two and six receivers over the shortened WATM channel. The average
channel SNR is 10 dB. We can see in Figure 1 that the variation of the instantaneous channel
SNR for a single transmitter and single receiver is severe. The instantaneous channel SNR
may become as low as 4 dB due to deep fades of the channel. On the other hand, we can see
that for the space-time block code G2 using one receiver the variation in the instantaneous
channel SNR is slower and less severe. Explicitly, by employing multiple transmit antennas
as shown in Figure 1, we have reduced the effect of the channels’ deep fades significantly.
This is advantageous in the context of adaptive modulation schemes, since higher-order mod-
ulation modes can be employed, in order to increase the throughput of the system. However,
as we increase the number of receivers, i.e. the diversity order, we observe that the variation
of the channel becomes slower. Effectively, by employing higher-order diversity, the fading
channels have been converted to AWGN-like channels, as evidenced by the scenario employ-
ing the space-time block code G2 using six receivers. Since adaptive modulation only offers
advantages over fading channels, we argue that using adaptive modulation might become
unnecessary, as the diversity order is increased. Hence, adaptive modulation can be viewed
as a lower-complexity alternative to space-time coding, since only a single transmitter and
receiver is required.

1
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Figure 1: Instantaneous channel SNR versus time and frequency for a 512-subcarrier OFDM modem
in the context of a single-transmitter single-receiver as well as for the space-time block code
G2 [7] using one, two and six receivers when communicating over an indoor wireless chan-
nel. The average channel SNR is 10 dB. c
IEEE, Liew and Hanzo [8], 2001

Our intention with the book is multifold:

1. Firstly, to pay tribute to all researchers, colleagues and valued friends, who contributed
to the field. Hence this book is dedicated to them, since without their quest for better
transmission solutions for wireless communications this monograph could not have
been conceived. They are too numerous to name here, hence they appear in the author
index of the book.

2. Although the potential of adaptive modulation and transmission was recognised some
30 years ago by Cavers [9] and during the nineties the associated research efforts in-
tensified, to date there is no monograph on the topic. Hence it is our hope that the
conception of this monograph on the topic will provide an adequate portrayal of the
last decade of research and fuel this innovation process.

3. As argued above, adaptive modulation only offers advantages when communicating
over fading wireless channels. However, since the space-time coding assisted employ-
ment of transmit and receive diversity mitigates the effects of fading, we would like
to portray adaptive modulation as a lower-complexity alternative to space-time coding,
since only a single transmitter and receiver is required.
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4. We expect to stimulate further research by exposing not only the information theoret-
ical limitations of such IMMTs, but also by collating a range of practical problems
and design issues for the practitioners. The coherent further efforts of the wireless
research community is expected to lead to the solution of the vast range of outstand-
ing problems, ultimately providing us with flexible wireless transceivers exhibiting a
performance close to information theoretical limits.

The above mentioned calamities inflicted by the wireless channel can be mitigated by
contriving a suite of near-instantaneously adaptive or Burst-by-Burst Adaptive (BbBA)
wideband single-carrier [4], multi-carrier or Orthogonal Frequency Division Multi-
plex [4] (OFDM) as well as Code Division Multiple Access (CDMA) transceivers. The
aim of these IMMTs is to communicate over hostile mobile channels at a higher integrity
or higher throughput, than conventional fixed-mode transceivers. A number of existing
wireless systems already support some grade of adaptivity and future research is likely
to promote these principles further by embedding them into the already existing stan-
dards. For example, due to their high control channel rate and with the advent of the
well-known Orthogonal Variable Spreading Factor (OVSF) codes the thrid-generation
UTRA/IMT2000 systems are amenable to not only long-term spreading factor reconfig-
uration, but also to near-instantaneous reconfiguration on a 10ms transmission burst-
duration basis.

With the advent of BbBA QAM, OFDM or CDMA transmissions it becomes possible for
mobile stations (MS) to invoke for example in indoor scenarios or in the central propagation
cell region - where typically benign channel conditions prevail - a high-throughput modula-
tion mode, such as 4 bit/symbol Quadrature Amplitude Modulation (16QAM). By contrast, a
robust, but low-throughput modulation mode, such as 1 bit/symbol Binary Phase Shift Key-
ing (BPSK) can be employed near the edge of the propagation cell, where hostile propagation
conditions prevail. The BbBA QAM, OFDM or CDMA mode switching regime is also ca-
pable of reconfiguring the transceiver at the rate of the channel’s slow- or even fast-fading.
This may prevent premature hand-overs and - more importantly - unnecessary powering up,
which would inflict an increased interference upon co-channel users, resulting in further po-
tential power increments. This detrimental process could result in all mobiles operating at
unnecessarily high power levels.

A specific property of these transceivers is that their bit rate fluctuates, as a function of
time. This is not an impediment in the context of data transmission. However, in interactive
speech [5] or video [6] communications appropriate source codecs have to be designed, which
are capable of promptly reconfiguring themselves according to the near-instantaneous bitrate
budget provided by the transceiver.

The expected performance of our BbBA transceivers can be characterised with the aid of
a whole plethora of performance indicators. In simple terms, adaptive modems outperform
their individual fixed-mode counterparts, since given an average number of transmitted bits
per symbol (BPS), their average BER will be lower than that of the fixed-mode modems.
From a different perspective, at a given BER their BPS throughput will be always higher.
In general, the higher the tolerable BER, the closer the performance to that of the Gaussian
channel capacity. Again, this fact underlines the importance of designing programmable-rate,
error-resilient source codecs - such as the Advanced Multi-Rate (AMR) speech codec to be
employed in UMTS - which do not expect a low BER.

Similarly, when employing the above BbBA or AQAM principles in the frequency do-
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main in the context of OFDM [4] or in conjunction with OVSF spreading codes in CDMA
systems, attractive system design trade-offs and a high over-all performance can be attained [6].
However, despite the extensive research in the field by the international community, there is
a whole host of problems that remain to be solved and this monograph intends to contribute
towards these efforts.

Adaptation Principles

AQAM is suitable for duplex communication between the MS and BS, since the AQAM
modes have to be adapted and signalled between them, in order to allow channel quality
estimates and signalling to take place. The AQAM mode adaptation is the action of the
transmitter in response to time–varying channel conditions. In order to efficiently react to the
changes in channel quality, the following steps have to be taken:

� Channel quality estimation: In order to appropriately select the transmission param-
eters to be employed for the next transmission, a reliable estimation of the channel
transfer function during the next active transmit timeslot is necessary.

� Choice of the appropriate parameters for the next transmission: Based on the predic-
tion of the channel conditions for the next timeslot, the transmitter has to select the
appropriate modulation and channel coding modes for the subcarriers.

� Signalling or blind detection of the employed parameters: The receiver has to be in-
formed, as to which demodulator parameters to employ for the received packet. This
information can either be conveyed within the OFDM symbol itself, at the cost of loss
of effective data throughput, or the receiver can attempt to estimate the parameters
employed by the remote transmitter by means of blind detection mechanisms [4].

Channel Quality Metrics

The most reliable channel quality estimate is the bit error rate (BER), since it reflects the
channel quality, irrespective of the source or the nature of the quality degradation. The BER
can be estimated invoking a number of approaches.

Firstly, the BER can be estimated with a certain granularity or accuracy, provided that
the system entails a channel decoder or - synonymously - Forward Error Correction (FEC)
decoder employing algebraic decoding [10].

Secondly, if the system contains a soft-in-soft-out (SISO) channel decoder, the BER can
be estimated with the aid of the Logarithmic Likelihood Ratio (LLR), evaluated either at the
input or the output of the channel decoder. A particularly attractive way of invoking LLRs
is employing powerful turbo codecs, which provide a reliable indication of the confidence
associated with a particular bit decision in the context of LLRs.

Thirdly, in the event that no channel encoder / decoder (codec) is used in the system, the
channel quality expressed in terms of the BER can be estimated with the aid of the mean-
squared error (MSE) at the output of the channel equaliser or the closely related metric of
Pseudo-Signal-to-Noise-Ratio (Pseudo-SNR) [6]. The MSE or pseudo-SNR at the output of
the channel equaliser have the important advantage that they are capable of quantifying the
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severity of the inter-symbol-interference (ISI) and/or Co-channel Interference (CCI) experi-
enced, in other words quantifying the Signal to Interference plus Noise Ratio (SINR).

As an example, let us consider OFDM. In OFDM modems [4] the bit error probability
in each subcarrier can be determined by the fluctuations of the channel’s instantaneous fre-
quency domain channel transfer function Hn, if no co-channel interference is present. The
estimate Ĥn of the channel transfer function can be acquired by means of pilot–tone based
channel estimation [4]. For CDMA transceivers similar techniques are applicable, which
constitute the topic of this monograph.

The delay between the channel quality estimation and the actual transmission of a burst in
relation to the maximal Doppler frequency of the channel is crucial as regards to the adaptive
system’s performance. If the channel estimate is obsolete at the time of transmission, then
poor system performance will result [6].

Transceiver Parameter Adaptation

Different transmission parameters - such as the modulation and coding modes - of the AQAM
single- and multi-carrier as well as CDMA transceivers can be adapted to the anticipated
channel conditions. For example, adapting the number of modulation levels in response to
the anticipated SNR encountered in each OFDM subcarrier can be employed, in order to
achieve a wide range of different trade–offs between the received data integrity and through-
put. Corrupted subcarriers can be excluded from data transmission and left blank or used for
example for Crest–factor reduction. A range of different algorithms for selecting the appro-
priate modulation modes have to be investigated by future research. The adaptive channel
coding parameters entail code rate, adaptive interleaving and puncturing for convolu-
tional and turbo codes, or varying block lengths for block codes [4].

Based on the estimated frequency–domainchannel transfer function, spectral pre–distortion
at the transmitter of one or both communicating stations can be invoked, in order to par-
tially of fully counteract the frequency–selective fading of the time–dispersive channel.
Unlike frequency–domain equalisation at the receiver — which corrects for the amplitude–
and phase–errors inflicted upon the subcarriers by the channel, but which cannot improve the
SNR in poor quality OFDM subchannels — spectral pre–distortion at the OFDM transmit-
ter can deliver near–constant signal–to–noise levels for all subcarriers and can be viewed as
power control on a subcarrier–by–subcarrier basis.

In addition to improving the system’s BER performance in time–dispersive channels,
spectral pre–distortion can be employed in order to perform all channel estimation and equal-
isation functions at only one of the two communicating duplex stations. Low–cost, low power
consumption mobile stations can communicate with a base station that performs the channel
estimation and frequency–domain equalisation of the uplink, and uses the estimated channel
transfer function for pre–distorting the down–link OFDM symbol. This setup would lead
to different overall channel quality on the up– and downlink, and the superior pre-equalised
downlink channel quality could be exploited by using a computationally less complex chan-
nel decoder, having weaker error correction capabilities in the mobile station than in the base
station.

If the channel’s frequency–domain transfer function is to be fully counteracted by the
spectral pre-distortion upon adapting the subcarrier power to the inverse of the channel trans-
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Figure 2: Parameter signalling in BbBA OFDM, CDMA and AQAM modems, IEEE Press-John Wiley,
2000, Hanzo, Webb, Keller [4].

fer function, then the output power of the transmitter can become excessive, if heavily faded
subcarriers are present in the system’s frequency range. In order to limit the transmitter’s
maximal output power, hybrid channel pre–distortion and adaptive modulation schemes can
be devised, which would de–activate transmission in deeply faded subchannels, while retain-
ing the benefits of pre–distortion in the remaining subcarriers.

BbBA mode signalling plays an important role in adaptive systems and the range of sig-
nalling options is summarised in Figure 2 for closed–loop signalling. If the channel quality
estimation and parameter adaptation have been performed at the transmitter of a particular
link, based on open–loop adaptation, then the resulting set of parameters has to be commu-
nicated to the receiver in order to successfully demodulate and decode the OFDM symbol.
Once the receiver determined the requested parameter set to be used by the remote trans-
mitter, then this information has to be signalled to the remote transmitter in the reverse link.
If this signalling information is corrupted, then the receiver is generally unable to correctly
decode the OFDM symbol corresponding to the incorrect signalling information, yielding an
OFDM symbol error.

Unlike adaptive serial systems, which employ the same set of parameters for all data
symbols in a transmission packet [4], adaptive OFDM systems [4] have to react to the fre-
quency selective nature of the channel, by adapting the modem parameters across the subcar-
riers. The resulting signalling overhead may become significantly higher than that for serial
modems, and can be prohibitive for example for subcarrier–by–subcarrier based modulation
mode adaptation. In order to overcome these limitations, efficient and reliable signalling
techniques have to be employed for practical implementation of adaptive OFDM modems.

If some flexibility in choosing the transmission parameters is sacrificed in an adaptation
scheme, like in sub–band adaptive OFDM schemes [4], then the amount of signalling can
be reduced. Alternatively, blind parameter detection schemes can be devised, which require
little or no signalling information, respectively [4].

In conclusion, fixed mode transceivers are incapable of achieving a good trade-off in
terms of performance and complexity. The proposed BbB adaptive system design paradigm
is more promising in this respect. A range of problems and solutions were highlighted in
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conceptual terms with reference to an OFDM-based example, indicating the areas, where
substantial future research is required. A specific research topic, which raised substantial
research interest recently is invoking efficient channel quality prediction techniques [11].
Before we commence our indepth discourse in the forthcoming chapters, in the next section
we provide a brief historical perspective on adaptive modulation.

Milestones in Adaptive Modulation History

Adaptive Single- and Multi-carrier Modulation

Following Cavers’ classic contribution [9], BbB-AQAM has been suggested by Webb and
Steele [1], stimulating further research in the wireless community for example by Sampei
et al. [12], showing promising advantages, when compared to fixed modulation in terms of
spectral efficiency, BER performance and robustness against channel delay spread. Various
systems employing AQAM were also characterised in [4]. The numerical upper bound perfor-
mance of narrow-band BbB-AQAM over slow Rayleigh flat-fading channels was evaluated
by Torrance et al. [13], while over wide-band channels by Wong et al. [14, 15]. Following
these developments, the optimization of the BbB-AQAM switching thresholds was carried
employing Powell-optimization using a cost-function, which was based on the combination
of the target BER and target Bit Per Symbol (BPS) performance [16]. Adaptive modula-
tion was also studied in conjunction with channel coding and power control techniques by
Matsuoka et al. [17] as well as Goldsmith and Chua [18, 19].

In the early phase of research more emphasis was dedicated to the system aspects of
adaptive modulation in a narrow-band environment. A reliable method of transmitting the
modulation control parameters was proposed by Otsuki et al. [20], where the parameters
were embedded in the transmission frame’s mid-amble using Walsh codes. Subsequently, at
the receiver the Walsh sequences were decoded using maximum likelihood detection. An-
other technique of estimating the required modulation mode used was proposed by Torrance
et al. [21], where the modulation control symbols were represented by unequal error protec-
tion 5-PSK symbols. The adaptive modulation philosophy was then extended to wideband
multi-path environments by Kamio et al. [22] by utilizing a bi-directional Decision Feedback
Equaliser (DFE) in a micro- and macro-cellular environment. This equalization technique
employed both forward and backward oriented channel estimation based on the pre-amble
and post-amble symbols in the transmitted frame. Equalizer tap gain interpolation across the
transmitted frame was also utilized, in order to reduce the complexity in conjunction with
space diversity [22]. The authors concluded that the cell radius could be enlarged in a macro-
cellular system and a higher area-spectral efficiency could be attained for micro-cellular en-
vironments by utilizing adaptive modulation. The latency effect, which occurred, when the
input data rate was higher than the instantaneous transmission throughput was studied and
solutions were formulated using frequency hopping [23] and statistical multiplexing, where
the number of slots allocated to a user was adaptively controlled [24].

In reference [25] symbol rate adaptive modulation was applied, where the symbol rate
or the number of modulation levels was adapted by using 1

8
-rate 16QAM, 1

4
-rate 16QAM,

1
2

-rate 16QAM as well as full-rate 16QAM and the criterion used to adapt the modem modes
was based on the instantaneous received signal to noise ratio and channel delay spread. The
slowly varying channel quality of the uplink (UL) and downlink (DL) was rendered similar
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by utilizing short frame duration Time Division Duplex (TDD) and the maximum normalised
delay spread simulated was 0:1. A variable channel coding rate was then introduced by Mat-
suoka et al. in conjunction with adaptive modulation in reference [17], where the transmitted
burst incorporated an outer Reed Solomon code and an inner convolutional code in order to
achieve high-quality data transmission. The coding rate was varied according to the prevalent
channel quality using the same method, as in adaptive modulation in order to achieve a cer-
tain target BER performance. A so-called channel margin was introduced in this contribution,
which adjusted the switching thresholds in order to incorporate the effects of channel quality
estimation errors. As mentioned above, the performance of channel coding in conjunction
with adaptive modulation in a narrow-band environment was also characterised by Chua and
Goldsmith [18]. In this contribution, trellis and lattice codes were used without channel in-
terleaving, invoking a feedback path between the transmitter and receiver for modem mode
control purposes. The effects of the delay in the feedback path on the adaptive modem’s
performance were studied and this scheme exhibited a higher spectral efficiency, when com-
pared to the non-adaptive trellis coded performance. Pearce, Burr and Tozer [26] as well as
Lau and McLeod [27] have also analysed the performance trade-offs associated with employ-
ing channel coding and adaptive modulation as efficient fading counter measures.

Subsequent contributions by Suzuki et al. [28] incorporated space-diversity and power-
adaptation in conjunction with adaptive modulation, for example in order to combat the ef-
fects of the multi-path channel environment at a 10Mbits/s transmission rate. The maximum
tolerable delay-spread was deemed to be one symbol duration for a target mean BER perfor-
mance of 0:1%. This was achieved in a Time Division Multiple Access (TDMA) scenario,
where the channel estimates were predicted based on the extrapolation of previous channel
quality estimates. Variable transmitted power was then applied in combination with adaptive
modulation in reference [19], where the transmission rate and power adaptation was opti-
mised in order to achieve an increased spectral efficiency. In this treatise, a slowly varying
channel was assumed and the instantaneous received power required in order to achieve a cer-
tain upper bound performance was assumed to be known prior to transmission. Power control
in conjunction with a pre-distortion type non-linear power amplifier compensator was studied
in the context of adaptive modulation in reference [29]. This method was used to mitigate the
non-linearity effects associated with the power amplifier, when QAM modulators were used.

Results were also recorded concerning the performance of adaptive modulation in con-
junction with different multiple access schemes in a narrow-band channel environment. In
a TDMA system, dynamic channel assignment was employed by Ikeda et al., where in ad-
dition to assigning a different modulation mode to a different channel quality, priority was
always given to those users in reserving time-slots, which benefitted from the best channel
quality [30]. The performance was compared to fixed channel assignment systems, where
substantial gains were achieved in terms of system capacity. Furthermore, a lower call ter-
mination probability was recorded. However, the probability of intra-cell hand-off increased
as a result of the associated dynamic channel assignment (DCA) scheme, which constantly
searched for a high-quality, high-throughput time-slot for the existing active users. The ap-
plication of adaptive modulation in packet transmission was introduced by Ue, Sampei and
Morinaga [31], where the results showed improved data throughput. Recently, the perfor-
mance of adaptive modulation was characterised in conjunction with an automatic repeat
request (ARQ) system in reference [32], where the transmitted bits were encoded using a
cyclic redundant code (CRC) and a convolutional punctured code in order to increase the



CONTENTS 9

data throughput.
A recent treatise was published by Sampei, Morinaga and Hamaguchi [33] on laboratory

test results concerning the utilization of adaptive modulation in a TDD scenario, where the
modem mode switching criterion was based on the signal to noise ratio and on the normalised
delay-spread. In these experimental results, the channel quality estimation errors degraded
the performance and consequently a channel estimation error margin was devised, in order
to mitigate this degradation. Explicitly, the channel estimation error margin was defined as
the measure of how much extra protection margin must be added to the switching threshold
levels, in order to minimise the effects of the channel estimation errors. The delay-spread also
degraded the performance due to the associated irreducible BER, which was not compensated
by the receiver. However, the performance of the adaptive scheme in a delay-spread impaired
channel environment was better, than that of a fixed modulation scheme. Lastly, the exper-
iment also concluded that the AQAM scheme can be operated for a Doppler frequency of
fd = 10Hz with a normalised delay spread of 0:1 or for fd = 14Hz with a normalised delay
spread of 0:02, which produced a mean BER of 0:1% at a transmission rate of 1 Mbits/s.

Lastly, the latency and interference aspects of AQAM modems were investigated in [34,
35]. Specifically, the latency associated with storing the information to be transmitted during
severely degraded channel conditions was mitigated by frequency hopping or statistical mul-
tiplexing. As expected, the latency is increased, when either the mobile speed or the channel
SNR are reduced, since both of these result in prolonged low instantaneous SNR intervals.
It was demonstrated that as a result of the proposed measures, typically more than 4dB SNR
reduction was achieved by the proposed adaptive modems in comparison to the conventional
fixed-mode benchmark modems employed. However, the achievable gains depend strongly
on the prevalant co-channel interference levels and hence interference cancellation was in-
voked in [35] on the basis of adjusting the demodulation decision boundaries after estimating
the interfering channel’s magnitude and phase.

The associated principles can also be invoked in the context of parallel modems. This
principle was first proposed by Kalet [36] and was then further developed for example by
Czylwik et al. [37] as well as by Chow, Cioffi and Bingham [38]. The associated concepts
were detailed for example in [4] and will be also augmented in this monograph. Let us now
briefly review the recent history of the BbB adaptive concept in the context of CDMA in the
next section.

Adaptive Code Division Multiple Access

The techniques described in the context of single- and multi-carrier modulation are concep-
tually similar to multi-rate transmission [39] in CDMA systems. However, in BbB adaptive
CDMA the transmission rate is modified according to the near-instantaneous channel quality,
instead of the service required by the mobile user. BbB-adaptive CDMA systems are also
useful for employment in arbitrary propagation environments or in hand-over scenarios, such
as those encountered, when a mobile user moves from an indoor to an outdoor environment or
in a so-called ’birth-death’ scenario, where the number of transmitting CDMA users changes
frequently [40], thereby changing the interference dramatically. Various methods of multi-
rate transmission have been proposed in the research literature. Below we will briefly discuss
some of the recent research issues in multi-rate and adaptive CDMA schemes.

Ottosson and Svensson compared various multi-rate systems [39], including multiple
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spreading factor (SF) based, multi-code and multi-level modulation schemes. According
to the multi-code philosophy, the SF is kept constant for all users, but multiple spreading
codes transmitted simultaneously are assigned to users requiring higher bit rates. In this case
- unless the spreading codes’s perfect orthogonality is retained after transmission over the
channel - the multiple codes of a particular user interfere with each other. This inevitebly
reduces the system’s performance.

Multiple data rates can also be supported by a variable SF scheme, where the chip rate is
kept constant, but the data rates are varied, thereby effectively changing the SF of the spread-
ing codes assigned to the users; at a fixed chip rate the lower the SF, the higher the supported
data rate. Performance comparisons for both of these schemes have been carried out by Ot-
tosson and Svensson [39], as well as by Ramakrishna and Holtzman [41], demonstrating that
both schemes achieved a similar performance. Adachi, Ohno, Higashi, Dohi and Okumura
proposed the employment of multi-code CDMA in conjunction with pilot symbol-assisted
channel estimation, RAKE reception and antenna diversity for providing multi-rate capabil-
ities [42, 43]. The employment of multi-level modulation schemes was also investigated by
Ottosson and Svensson [39], where higher-rate users were assigned higher-order modulation
modes, transmitting several bits per symbol. However, it was concluded that the performance
experienced by users requiring higher rates was significantly worse, than that experienced
by the lower-rate users. The use of M -ary orthogonal modulation in providing variable rate
transmission was investigated by Schotten, Elders-Boll and Busboom [44]. According to this
method, each user was assigned an orthogonal sequence set, where the number of sequences,
M , in the set was dependent on the data rate required – the higher the rate required, the
larger the sequence set. Each sequence in the set was mapped to a particular combination of
b = (log2M) bits to be transmitted. The M -ary sequence was then spread with the aid of a
spreading code of a constant SF before transmission. It was found [44] that the performance
of the system depended not only on the MAI, but also on the Hamming distance between the
sequences in the M -ary sequence set.

Saquib and Yates [45] investigated the employment of the decorrelating detector in con-
junction with the multiple-SF scheme and proposed a modified decorrelating detector, which
utilized soft decisions and maximal ratio combining, in order to detect the bits of the different-
rate users. Multi-rate transmission schemes involving interference cancellation receivers have
previously been investigated amongst others by Johansson and Svensson [46, 47], as well as
by Juntti [48]. Typically, multiple users transmitting at different bit rates are supported in the
same CDMA system invoking multiple codes or different spreading factors. SIC schemes and
multi-stage cancellation schemes were used at the receiver for mitigating the MAI [46–48],
where the bit rate of the users was dictated by the user requirements. The performance com-
parison of various multiuser detectors in the context of a multiple-SF transmission scheme
was presented for example by Juntti [48], where the detectors compared were the decorrela-
tor, the PIC receiver and the so-called group serial interference cancellation (GSIC) receiver.
It was concluded that the GSIC and the decorrelator performed better than the PIC receiver,
but all the interference cancellation schemes including the GSIC, exhibited an error floor at
high SNRs due to error propagation.

The bit rate of each user can also be adapted according to the near-instantaneous channel
quality, in order to mitigate the effects of channel quality fluctuations. Kim [49] analyzed the
performance of two different methods of combating the near-instantaneous quality variations
of the mobile channel. Specifically, Kim studied the adaptation of the transmitter power or
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the switching of the information rate, in order to suit the near-instantaneous channel con-
ditions. Using a RAKE receiver [50], it was demonstrated that rate adaptation provided a
higher average information rate, than power adaptation for a given average transmit power
and a given BER [49]. Abeta, Sampei and Morinaga [51] conducted investigations into an
adaptive packet transmission based CDMA scheme, where the transmission rate was modi-
fied by varying the channel code rate and the processing gain of the CDMA user, employing
the carrier to interference plus noise ratio (CINR) as the switching metric. When the channel
quality was favourable, the instantaneous bit rate was increased and conversely, the instanta-
neous bit rate was reduced when the channel quality dropped. In order to maintain a constant
overall bit rate, when a high instantaneous bit rate was employed, the duration of the trans-
mission burst was reduced. Conversely, when the instantaneous bit rate was low, the duration
of the burst was extended. This resulted in a decrease in interference power, which translated
to an increase in system capacity. Hashimoto, Sampei and Morinaga [52] extended this work
also to demonstrate that the proposed system was capable of achieving a higher user capacity
with a reduced hand-off margin and lower average transmitter power. In these schemes the
conventional RAKE receiver [50] was used for the detection of the data symbols. A variable-
rate CDMA scheme – where the transmission rate was modified by varying the channel code
rate and, correspondingly, the M -ary modulation constellations – was investigated by Lau
and Maric [53]. As the channel code rate was increased, the bit-rate was increased by in-
creasing M correspondingly in the M -ary modulation scheme. Another adaptive system was
proposed by Tateesh, Atungsiri and Kondoz [54], where the rates of the speech and chan-
nel codecs were varied adaptively [54]. In their adaptive system, the gross transmitted bit
rate was kept constant, but the speech codec and channel codec rates were varied accord-
ing to the channel quality. When the channel quality was low, a lower rate speech codec
was used, resulting in increased redundancy and thus a more powerful channel code could
be employed. This resulted in an overall coding gain, although the speech quality dropped
with decreasing speech rate. A variable rate data transmission scheme was proposed by Oku-
mura and Adachi [55], where the fluctuating transmission rate was mapped to discontinuous
transmission, in order to reduce the interference inflicted upon the other users, when there
was no transmission. The transmission rate was detected blindly at the receiver with the
help of cyclic redundancy check decoding and RAKE receivers were employed for coherent
reception, where pilot-symbol-assisted channel estimation was performed.

The information rate can also be varied in accordance with the channel quality, as it will
be demonstrated shortly. However, in comparison to conventional power control techniques
- which again, may disadvantage other users in an effort to maintain the quality of the links
considered - the proposed technique does not disadvantage other users and increases the
network capacity [56]. The instantaneous channel quality can be estimated at the receiver
and the chosen information rate can then be communicated to the transmitter via explicit
signalling in a so-called closed-loop controlled scheme. Conversely, in an open-loop scheme
- provided that the downlink and uplink channels exhibit a similar quality - the information
rate for the downlink transmission can be chosen according to the channel quality estimate
related to the uplink and vice versa. The validity of the above channel reciprocity issues in
TDD-CDMA systems have been investigated by Miya et al. [57], Kato et al. [58] and Jeong
et al. [59].
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Outline of the book

In order to mitigate the impact of dispersive multi-path fading channels, equalization tech-
niques are introduced, which are subsequently incorporated in a wideband adaptive modula-
tion scheme. The performance of various wideband adaptive transmission scheme was then
analysed in different environments, resulting in the following outline:

� Chapter 1: Square Quadrature Amplitude Modulation (QAM) schemes are intro-
duced and their corresponding performance is analysed over Gaussian and narrow-
band Rayleigh fading channels. This is followed by an introduction to equalization
techniques with an emphasis on the Minimum Mean Square Error (MMSE) Decision
Feedback Equalizer (DFE). The performance of the DFE is then characterised using
BPSK, 4QAM, 16QAM and 64QAM modems.

� Chapter 2: The recursive Kalman algorithm is formulated and employed in an adap-
tive channel estimator and adaptive DFE in order to combat the time-variant dispersion
of the mobile propagation channel. In this respect, the system parameters of the algo-
rithm are optimised for each application by evaluating the convergence speed of the
algorithm. Finally, two receiver structures utilizing the adaptive channel estimator and
DFE are compared.

� Chapter 3: The concept of AQAM is introduced, where the modulation mode is
adapted based on the prevalent channel conditions. Power control is then implemented
and analysed in conjunction with AQAM in a narrow-band environment. Subsequently,
a wideband AQAM scheme - which incorporates the DFE - is jointly constructed in or-
der to mitigate the effects of the dispersive multi-path fading channel. A numerical
upper bound performance is derived for this wideband AQAM scheme, which is sub-
sequently optimised for a certain target BER and transmission throughput performance.
Lastly, a comparison is made between the constituent fixed or time-invariant modula-
tion modes and the wideband AQAM scheme in terms of their transmission throughput
performance.

� Chapter 4: The performance of the wideband channel coded AQAM scheme is pre-
sented and analysed. Explicitly, turbo coding techniques are invoked, where each
modulation mode was associated with a certain code rate and turbo interleaver size.
Consequently, an adaptive code rate scheme is incorporated into the wideband AQAM
scheme. The performance of such a scheme is compared to the constituent fixed modu-
lation modes as well as the uncoded AQAM scheme, which was presented in Chapter 3.
Furthermore, the concept of turbo equalization is introduced and applied in a wideband
AQAM scheme. The iterative nature of the turbo equalizer is also exploited in estimat-
ing the channel impulse response (CIR). The chapter is concluded with a compara-
tive study of various joint coding and adaptive modulation schemes, including Trellis
Coded Modulation (TCM), turbo TCM (TTCM), Bit Interleaved Coded Modulation
(BICM) and its iteratively detected (ID) version, namely BICM-ID.

In Chapter 5: closed form expressions were derived for the average BER, the aver-
age BPS throughput and the mode selection probability of various adaptive modulation
schemes, which were shown to be dependent on the mode-switching levels as well as
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on the average SNR experienced. Furthermore, a range of techniques devised for de-
termining the adaptive mode-switching levels are studied comparatively. The optimum
switching levels achieving the highest possible BPS throughput while maintaining the
average target BER were developed based on the Lagrangian optimisation method.
The chapter is concluded with a brief comparison of space-time coding and adaptive
modulation in the context of OFDM and MC-CDMA.

� Chapter 6: This chapter presents the practical aspects of implementing wideband
AQAM schemes, which includes the effects of error propagation inflicted by the DFE
and the more detrimental channel quality estimation latency impact of the scheme.
The impact of latency is studied under different system delay and normalised Doppler
frequencies. The impact of Co-Channel Interference (CCI) on the wideband AQAM
scheme is also analysed. In this aspect, joint detection techniques and a more sophisti-
cated switching regime is utilized, in order to mitigate the impact of CCI.

� In Chapter 7 we cast channel equalisation as a classification problem. We briefly give
an overview of neural network and present the design of some neural network based
equalisers. In this chapter we opted for studying a neural network structure referred to
as the Radial Basis Function (RBF) network in more detail for channel equalisation,
since it has an equivalent structure to the so-called optimal Bayesian equalisation solu-
tion [60]. The structure and properties of the RBF network is described, followed by
the implementation of a RBF network as an equaliser. We will discuss the computa-
tional complexity issues of the RBF equaliser with respect to that of conventional lin-
ear equalisers and provide some complexity reduction methods. Finally, performance
comparisons between the RBF equaliser and the conventional equaliser are given over
various channel scenarios.

� Chapter 8 commences by summarising the concept of adaptive modulation that adapts
the modem mode according to the channel quality in order to maintain a certain tar-
get bit error rate and an improved bits per symbol throughput performance. The RBF
based equaliser is introduced in a wideband Adaptive Quadrature Amplitude Modula-
tion (AQAM) scheme in order to mitigate the effects of the dispersive multipath fading
channel. We introduce the short-term Bit Error Rate (BER) as the channel quality mea-
sure. Lastly, a comparative study is conducted between the constituent fixed mode, the
conventional DFE based AQAM scheme and the RBF based AQAM scheme in terms
of their BER and throughput performance.

� In Chapter 9 we incorporate turbo channel coding in the proposed wideband AQAM
scheme. A novel reduced-complexity RBF equaliser utilizing the so-called Jacobian
logarithmic relationship [61] is proposed and the turbo-coded performance of the Ja-
cobian RBF equaliser is presented for the various fixed QAM modes. Furthermore, we
investigate using various channel quality measures – namely the short-term BER and
the average Log-Likelihood Ratio (LLR) magnitude of the data burst generated either
by the RBF equaliser or the turbo decoder – in order to control the modem mode-
switching regime for our adaptive scheme.

� Chapter 10 introduces the principles of iterative, joint equalisation and decoding tech-
niques known as turbo equalisation. We present a novel turbo equalisation scheme,
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which employs a RBF equaliser instead of the conventional trellis-based equaliser.
The structure and computational complexity of both the RBF equaliser and trellis-
based equaliser are compared and we characterise the performance of these RBF and
trellis-based turbo-equalisers. We then propose a reduced-complexity RBF assisted
turbo equaliser, which exploits the fact that the RBF equaliser computes its output on
a symbol-by-symbol basis and the symbols of the decoded transmission burst, which
are sufficiently reliable need not be equalised in the next turbo equalisation iteration.
This chapter is concluded with the portayal and characterisation of RBF-based turbo
equalised space-time coded schemes.

� In Chapter 11 the recent history of smart CDMA MUDs is reviewed and the most
promising schemes have been comparatively studied, in order to assist in the design of
third- and fourth-generation receivers. Future transceivers may become BbB-adaptive,
in order to be able to accommodate the associated channel quality fluctuations with-
out disadvantageously affecting the system’s capacity. Hence the methods reviewed in
this chapter are advantageous, since they often assist in avoiding powering up, which
may inflict increased levels of co-channel interference and power consumption. Fur-
thermore, the techniques characterized in the chapter support an increased through-
put within a given bandwidth and will contribute towards reducing the constantly in-
creasing demand for more bandwidth. Both successive interference cancellation (SIC)
and Parallel Interference Cancellation (PIC) receivers are investigated in the context of
AQAM/CDMA schemes, along with joint-detection assisted schemes.

� In Chapter 12 we provide a brief historical perspective on Orthogonal Frequency Di-
vision Multiplex (OFDM) transmissions with reference to the literature of the past 30
years. The advantages and disadvantages of various OFDM techniques are considered
briefly and the expected performance is characterized for the sake of illustration in
the context of indoor wireless systems. Our discussions will deepen, as we approach
the subject of adaptive subcarrier modem mode allocation and turbo channel coding.
Our motivation is that of quantifying the performance benefits of employing adaptive
channel coded OFDM modems.

� In Chapter 13 we provide an introduction to the subject of space-time coding com-
bined with adaptive modulation and various channel coding techniques. A performance
study is conducted in the context of both fixed-mode and adaptive modulation schemes,
when communicating over dispersive wideband channels. We will demonstrate that in
conjunction with space-time coding the advantages of employing adaptive modulation
erode, since the associated multiple transmitter, multiple receiver assisted diversity
scheme efficiently mitigates the channel quality fluctuations of the wireless channel.

Having reviewed the historical developments in the field of AQAM, in the rest of this
monograph we will consider wideband AQAM assisted single- and multi-carrier, as
well as CDMA transceivers, communicating over dispersive wideband channels. We
will also demonstrate that the potential performance gains attained by AQAM erode,
as the diversity order of the systems is increased, although this is achieved at the cost
of an increased complexity. We will demonstrate that this is particularly true in con-
junction with space time coding assisted transmitter diversity, since Multiple-Input,
Multiple-Output (MIMO) systems substantially mitigate the effects of channel quality
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fluctuations. Hence if the added complexity of MIMOs has to be avoided, BbB-adaptive
transceivers constitute powerful wideband fading counter-measures. By contrast, there
is no need for the employment of BbB-adaptive transceivers, if the higher complexity of
MIMOs is affordable, since MIMOs substantially mitigate the effects of channel quality
fluctuations, rendering further fading counter-measuers superfluous.
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Chapter 4
Channel-Coded Wideband
Adaptive Modulation

In the previous chapter, we introduced the joint Adaptive Quadrature Amplitude Modulation
(AQAM) and equalization scheme, where the pseudo-SNR at the output of the DFE was used
as the modulation mode switching metric in order to mitigate the effects of a wideband fading
channel. In this chapter, the wideband AQAM scheme is extended to incorporate the benefits
of channel coding. The general motivation for using channel coding is to exploit the error
correction and the error detection capability of the channel codes in order to improve the BER
and throughput performance of the wideband AQAM scheme.

As we have shown in Chapter 3, the wideband AQAM scheme was capable of yielding an
improved BER and BPS performance, when compared to each individual fixed modulation
mode. Since the wideband AQAM scheme improves the BER performance, high coding rate
channel codes can be utilized in our coded AQAM scheme. The utilization of these high cod-
ing rate channel codes is essential to produce a better coded throughput performance, when
compared to the uncoded wideband AQAM scheme, which was discussed in the previous
chapter.

Since the wideband AQAM scheme always attempts to invoke the appropriate modula-
tion mode in order to combat the wideband channel effects, the probability of encountering
a received transmitted burst with a high instantaneous BER is low, when compared to the
constituent fixed modulation modes. This characteristic is advantageous, since due to the less
bursty error distribution, the coded wideband AQAM scheme can be implemented without the
utilization of high-delay channel interleavers. Consequently we can exploit the error detec-
tion capability of the channel codes almost instantaneously at the receiver for every received
transmission burst. This is essential, since the error detection capability of the channel codes
can provide the receiver with extra intelligence, in order to detect the modulation mode that
was utilized. The channel codecs’ error detection capability can also be exploited in order to
gauge the short term BER of each individual transmitted burst. Hence the short term BER can
be used as a modulation mode switching metric, since it can quantify the impact of virtually
all channel-induced impairments, such as signal strength variation, ISI, etc. For example, to a
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certain extent, this metric can incorporate the impact of co-channel interference. In our sub-
sequent discussions the short term BER metric is not exploited, hence the interested reader is
referred to the contributions by Yee [61, 127] et al. for more details.

In Section 4.1 turbo coding [128] is invoked in conjunction with AQAM and its perfor-
mance is compared to that of the fixed modulation modes as well as to that of the uncoded
AQAM scheme presented in Section 3.3.5. Furthermore, in Section 4.6 channel coding is also
exploited for detecting the modulation modes at the receiver. In Section 4.7 it is shown that
employing adaptive-rate turbo channel coding in conjunction with adaptive modulation re-
sults in a higher effective throughput, than fixed-rate channel coding. Our wideband AQAM
scheme is then invoked in the context of turbo equalization in Section 4.10, where channel
equalization [129] and channel decoding is implemented jointly and iteratively. The chapter
is concluded in Section 4.11 with a system design example cast in the context of a number of
powerful wideband joint coding and modulation schemes, namely Trellis Coded Modulation
(TCM), Turbo Trellis Coded Modulation (TTCM) and Bit Interleaved Coded Modulation
(BICM).

Recent work on combining conventional channel coding with adaptive modulation has
been conducted for example by Matsuoka et al. [17], where punctured convolutional coding
with and without an outer Reed Solomon (RS) code was invoked in a TDD environment.
Convolutional coding was also used in conjunction with adaptive modulation by Lau in ref-
erence [27], where results were presented in a Frequency Division Multiple Access (FDMA)
and Time Division Multiple Access (TDMA) environment, when assuming the presence of a
channel feedback path between the receiver and transmitter. Finally, Goldsmith et al. [130]
demonstrated that in adaptive coded modulation the simulation and theoretical results con-
firmed a 3dB coding gain at a BER of 10�6 for a 4-state trellis code and a coding gain of
4dB was achieved by an 8-state trellis code over Rayleigh-fading channels, while a 128-state
code performed within 5dB of the Shannonian capacity limit. Let us now briefly review the
concept of turbo coding.

4.1 Turbo Coding

Turbo coding is a form of iterative channel decoding that produces excellent results as demon-
strated by Berrou et al. [128,131] in 1993. The concept of turbo coding can be best explained
by referring to its encoder and decoder structures. The schematic of the turbo encoder is
shown in Figure 4.1. Explicitly, two component encoders are utilized, in order to produce the
turbo code, where a so-called random turbo interleaver [128,132] is placed before the second
encoder. The general aim of the turbo encoder is to generate two independent component
codes, which encode the same information bits. The role of the turbo interleaver is to ensure
that the two encoded bit streams are independent from each other, due to the scrambling of
the information bits by the interleaver. The component codes used in the encoder can be ei-
ther block or convolutional codes. An example of a binary block code, which is amenable to
turbo coding is the family of Bose-Chaudhuri-Hocquenghem (BCH) codes [133] that possess
multiple error detection and correction capabilities. Explicitly, each BCH code is represented
by the notation BCH (n; k; dmin), where n, k and dmin denote the number of the encoded
bits, the number of information bits and the minimum Hamming distance, respectively. The
number of parity bits is equal to n� k and the coding rate is k

n
. The BCH encoder accepts k
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Figure 4.1: Turbo encoder schematic.

information bits and by using a specific polynomial code generator [133], the parity bits are
added in order to produce n coded bits. Thus, according to the encoding rules, only certain
encoded sequences are legitimate. It is this distinction that enables the decoder to recognize
and correct corrupted or illegitimate codewords. We will refrain from discussing the code
generation and decoding mechanism, referring the reader to references [10, 133–135]. By
referring to Figure 4.1, the generated codewords are punctured and multiplexed, in order to
produce the turbo code. However, puncturing of the parity bits is not applied to turbo BCH
codes as proposed by Hagenauer [136, 137]. Consequently, for example, a component code
of BCH (31, 26, 3) will yield a turbo block code of BCH (36, 26), where the additional
five parity bits of the second encoder are included in the output turbo block code, while the
systematic information bits produced by the second encoder are discarded.

The other family of constituent turbo encoders that can be utilized is Recursive Systematic
Convolutional (RSC) codes, which is shown in Figure 4.2. Here, the constraint length is set
to K = 3, and the generator polynomials are set in octal terms, to 7 and 5 [133]. Referring to
Figure 4.2, a stream of systematic bits, which represents the original information sequence is
generated along with the corresponding parity sequence. In forming the convolutional-based
turbo code, the systematic bits of the second convolutional encoder are discarded and the two
sets of parity sequences are punctured accordingly. The puncturing pattern can be varied in
order to produce different code rates.

The iterative decoding structure of the turbo decoder is shown in Figure 4.3. The compo-
nent decoders require soft inputs and produce soft outputs. Consequently, special decoding
algorithms such as the Maximum A Posteriori (MAP) [138] and the Log-MAP [139] algo-
rithms can be invoked, which were proposed by Bahl and Robertson, respectively. These
algorithms are highlighted in Appendix A.1 [140]. Essentially, the soft output generated by
either decoder determines whether the decoded bit is a binary 1 or 0 as well as the reliability
of the output bit decision. Let us now analyse in detail the decoder structure shown in Figure
4.3, where the notations La1 and La2 represent the so-called a priori information produced
by the first and second decoder, respectively. Similarly, LD1

p
and LD2

p
denote the so-called a

posteriori information of the first and second decoders, respectively. Finally, the so-called ex-
trinsic information of the first and second decoders is labelled as LD1

e
and LD2

e
, respectively.

At the receiver the soft channel outputs are generated, which consist of the systematic
and the parity bits, as illustrated in Figure 4.3. The two parity sequences generated by the
turbo encoder are utilized by the corresponding decoders. In this respect, the punctured
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Figure 4.3: Schematic of the turbo decoder.

parity bits are replaced by zeros during the decoding process. In the first iteration, the first
component decoder accepts the soft channel outputs and by utilizing the Log-MAP algorithm
of Appendix A.1 [140], the decoder produces the a posteriori log likelihood ratio (LLR)
LD1
p

, which is defined as L(unjr) in Appendix A.1 [140]. Essentially this LLR represents
the log-domain probability that the bit was decoded error freely. The polarity of this LLR can
also be used in order to determine whether the decoded bit is a binary 1 or 0. Subsequently,
the extrinsic information LD1

e
, is generated by subtracting the contribution of the channel

outputs, as shown in Figure 4.3. This justifies the terminology ’extrinsic’, since it represents
the information related to a certain bit carried by sources other than the channel output itself
related to this specific bit. Hence the extrinsic information is only influenced by the first
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decoder, which is then interleaved in order to generate the a priori LLR information L a1.

For the sake of presenting the information to the second decoder in the right order, the
systematic bits are interleaved in order to form the soft channel outputs as depicted in Figure
4.3. Subsequently, the second decoder utilizes not only the soft channel outputs but also
the independent a priori LLR values La1, from the first decoder in order to produce the a
posteriori LLR LD2

p
. This a posteriori LLR value is improved at this stage, since it was

influenced by the estimates of both decoders. As before, the extrinsic information of the
second decoder LD2

e
, is generated by subtracting the channel information and the a priori

information of the first decoder. This essentially removes any contribution generated by the
first decoder, when producing the a priori information L a2, of the second decoder, which
is used in the first decoder for the subsequent iteration. This subtraction process allows us
to maintain the independence of the decoding process, which is important for the sake of
attaining independent estimates from the two separate decoders for each decoded bit. This
process constitutes one turbo decoding iteration and it is repeated, in order to achieve better
consecutive estimates of the decoded bits.

After each iteration, the output a posteriori LLR is improved, since the decoder can ex-
ploit the independent a priori information generated by the other decoder. Consequently, as
the number of iteration increases, the estimation of the decoded bit improves. The perfor-
mance of the turbo decoder will vary depending on the size of the turbo interleaver, where
a larger interleaver will provide a higher degree of independence of the a priori information
that is being passed from one decoder to another. This high degree of independence is ex-
ploited by both decoders in order to yield an improved decoding performance. The number
of iterations also plays an important role, where a higher number of iterations will generally
result in a better performance, although at the expense of a higher complexity. However,
the gain achieved by each iteration reduces with increasing numbers of iterations, which will
be exemplified by Figure 4.4. This is because the two decoders’ information becomes more
dependent on each other, diminishing the benefits of acquiring two ’opinions’ concerning a
given received bit. In the next section, the implementation of turbo coding in a wideband
AQAM scheme is highlighted.

4.2 System Parameters

The system parameters that were used throughout our associated investigations are listed in
Table 4.1. The channel coder parameters, which include the turbo interleaver size and code
rate will be varied according to the different system requirements as it will be demonstrated
at a later stage.

The generic setup of the turbo coded AQAM scheme consists of the modulation switching
mechanism, the turbo coding parameters and the switching thresholds. The modulation mode
switching mechanism is identical to that discussed in Section 3.3.2 with the exception that the
coding rate and the size of the turbo interleaver is varied according to the modulation mode
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Channel Type COST207 TU(see Figure 3.12)
Normalized Doppler Frequency 3:25� 10�5

Data Modulation AQAM (NOTX, BPSK, 4QAM, 16QAM,
64QAM) with perfect channel estimation

Receiver Type Decision Feedback Equalizer
Number of Forward Taps = 35
Number of Backward Taps = 7
Correct Feedback

Turbo Coding Parameters:
Number of Iterations 6
Decoding Algorithm Log-MAP

Table 4.1: Generic system parameters of the turbo coded AQAM scheme.

selected. The modulation mode switching mechanism can be summarized as follows:

Modulation Mode =

8>>>><
>>>>:

NOTX if 
DFE � tc1
BPSK; I0; R0 if tc1 < 
DFE � tc2
4QAM; I1; R1 if tc2 < 
DFE � tc3
16QAM; I2; R2 if tc3 < 
DFE � tc4
64QAM; I3; R3 if 
DFE > tc4,

(4.1)

where In represents the random turbo interleaver size in terms of the number of bits. The
coding rate is denoted by Rn and tc

n
represents the coded switching thresholds.

The switching thresholds for the coded AQAM scheme are difficult to numerically opti-
mise in order to achieve a certain target BER due to the non-linear BER versus SNR char-
acteristics of the scheme. However, the switching thresholds for the different turbo coded
AQAM schemes are intuitively optimised, in order to achieve target BERs of below 1%
and 0:01%, which are termed as the High-BER and Low-BER schemes, respectively. This
coded schemes will be compared to the uncoded AQAM scheme, where the uncoded switch-
ing thresholds are set according to Table 3.8 for target BERs of 1% and 0:01%. The burst
structures used for the High- and Low-BER schemes are the non-spread speech and the non-
spread data bursts, respectively, which were shown in Figure 3.13.

4.3 Turbo Block Coding Performance of the Fixed QAM
Modes

Before we attempt to characterize the Turbo Block Coded AQAM (TBCH-AQAM) scheme,
let us study the performance of turbo coding, when applied to the constituent fixed modulation
modes. In our experiments the component turbo channel code used was the BCH(31, 26,
3) scheme and a random turbo interleaver [141] of size 9984 bits was chosen. The block
channel interleaver size was set to 13824 bits, which corresponded to the channel-coded
block-length of the turbo interleaver. The turbo coding performance of the BPSK modulation
mode is shown in Figure 4.4, which displayed the BER performance for different number of
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Figure 4.4: Turbo block coded performance of BPSK for different number of iterations with a com-
ponent code of BCH(31, 26, 3). The system parameters of Table 4.1 and the non-spread
speech burst of Figure 3.13 was utilized. The channel interleaver size was set to 13824 bits.

turbo iterations. The performance improved, as the number of turbo iterations was increased,
which illustrated the improvement in estimating the decoded bit as a result of the iterative
decoding regime. The iteration gain was approximately 2:1dB after six iterations at a BER
of 0:01%. Explicitly, the iteration gain measured the difference between the average channel
SNR required in order to achieve a particular BER and the corresponding average channel
SNR required after n iterations for the same BER. However, the improvements achieved
upon each iteration decreased, as the number of iterations increased, as evidenced by Figure
4.4.

The turbo block coded BER performance of the BPSK, 4QAM, 16QAM and 64QAM
modes is shown in Figure 4.5 after six iterations using different channel block interleavers,
where the uncoded performance is also displayed for comparison. Based on the turbo in-
terleaver size of 9984 bits, the size of the channel interleaver was set to 13824 bits, which
corresponded to the channel-coded block-length of the turbo block encoder. In order to assess
the impact of the channel interleaver size, a larger channel interleaver of size 4� 13824 was
also utilized. As expected, in Figure 4.5 the BER performance using the larger channel inter-
leaver was superior, when compared to that using the smaller channel interleaver, although at
the cost of an associated higher transmission delay.

Referring again to Figure 4.5, substantial SNR gains were achieved, when comparing
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Figure 4.5: Turbo block coded performance of each individual modulation modes after six turbo it-
erations utilizing the system parameters of Table 4.1 and the non-spread speech burst of
Figure 3.13. A component code BCH(31, 26, 3) was utilized in conjunction with channel
interleavers of size 13824 bits and 4� 13824 bits.
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the coded and uncoded performance. However the gains achieved at a BER of 0:01% was
higher that those achieved at a BER of 1%, as evidenced by Figure 4.5. This observation is
important in the context of turbo block coded AQAM scheme, which will be presented in the
next section.

4.4 Fixed Coding Rate and Fixed Interleaver Size Turbo
Block Coded Adaptive Modulation

In this Fixed Coding Rate and Fixed Interleaver Size Turbo BCH Coded AQAM (FCFI-
TBCH-AQAM) scheme, we utilized a random turbo interleaver of fixed size and a fixed
coding rate for all modulation modes [142]. The turbo interleaver size was set to 9984 and a
coding rate of 0:7222 was utilized, which corresponds to a component code of BCH (31, 26,
3). The switching mechanism described by Equation 4.1 was utilized in conjunction with the
coded switching thresholds shown in Table 4.2 for the target BERs of 1%, 0:01% and for a
near-error-free system.

Target Coded Switching Thresholds (dB) Burst Type
BER tc1 tc2 tc3 tc4 see Figure 3.13
� 1% 0:1363 2:7258 8:1450 14:1846 Speech
� 0:01% 1:2458 3:4579 9:7980 16:7589 Data

Near-Error-Free 2:2458 4:4579 10:7980 17:7589 Data

Table 4.2: The coded switching thresholds, which were experimentally set in order to achieve the tar-
get BERs of below 1%, 0:01% and near-error-free for the FCFI-TBCH-AQAM scheme
described in Section 4.4. The corresponding transmission burst types utilized are shown in
Figure 3.13 and the switching mechanism was characterized by Equation 4.1.

The BER and BPS performance of the FCFI-TBCH-AQAM scheme is shown in Figure
4.6 for the target BERs of 1% and 0:01%. The uncoded FCFI-TBCH-AQAM performance
is also depicted for comparison. As expected, the coded BER performance improved signif-
icantly, when compared to the uncoded performance, and the target BERs of 1% and 0:01%
were achieved. Conversely, the coded BPS was reduced by a factor equal to the coding rate.

The BPS performance of the turbo block coded AQAM scheme was also compared to
that of the fixed modulation modes for different channel interleaver sizes, as illustrated by
Figure 4.7, where the throughput values were extracted from Figures 4.5 and 4.6. Referring
to Figure 4.7(a), where the channel interleaver was set to 13824 bits, the wideband AQAM
scheme displayed throughput SNR gains of approximately 1:0dB and 5:0dB for target BERs
of 1% and 0:01%, respectively, when considering the corresponding BPS curves. However,
by referring to Figure 4.7(b), when the larger channel interleaver size was utilized for the
fixed modulation modes, the BPS/SNR gain was minimal for a target BER of 1% while, a
BPS/SNR gain of approximately 1:5dB was observed for a target BER of 0:01%. The re-
duction in the throughput SNR gain achieved by the wideband turbo block coded AQAM
scheme was due to the superior performance of the larger channel interleaved fixed modula-
tion modes. However, it is important to note that an associated high transmission delay was
incurred.
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(a) Turbo block coded performance for a target BER of below 1%.
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(b) Turbo block coded performance for a target BER of below 0:01%.

Figure 4.6: Turbo block coded and uncoded performance of the FCFI-TBCH-AQAM scheme de-
scribed in Section 4.4, where the generic system parameters of Table 4.1 were utilized. The
coded switching regime was characterized by Equation 4.1 with the coding rate and turbo
interleaver size set to 0:7222 and 9984 bits, respectively. The coded switching thresholds
and transmission burst type were set according to Table 4.2.



4.4. FIXED CODING RATE, FIXED INTERLEAVER SIZE TURBO CODED AQAM 131

0 5 10 15 20 25 30 35 40 45
Channel SNR(dB)

5

6

7
8
9

10
0

2

3

4
B

PS

0.01%
1%
AQAM

0.01%
1%
Fixed Mod.

1 13824 itlv.

BPSK

4QAM

16QAM

64QAM

(a) Channel Interleaver of size 1� 13824 bits

0 5 10 15 20 25 30 35 40 45
Channel SNR(dB)

5

6

7
8
9

10
0

2

3

4

B
PS

0.01%
1%
AQAM

0.01%
1%
Fixed Mod.

4 13824 itlv.

BPSK

4QAM

16QAM

64QAM

(b) Channel Interleaver of size 4� 13824 bits

Figure 4.7: Throughput comparison between the FCFI-TBCH-AQAM scheme and the constituent
fixed modulation modes for target BERs of 1% and 0:01%, which were evaluated from
Figures 4.5 and 4.6. Different sized channel interleavers were used for the fixed modulation
modes whereas the FCFI-TBCH-AQAM scheme employed no channel interleavers.

4.4.1 Comparisons with the Uncoded Adaptive Modulation Scheme

A performance comparison between the FCFI-TBCH-AQAM scheme and the uncoded AQAM
scheme for the same target BER is presented here. In Section 3.3.5 the uncoded AQAM per-
formance was optimised using the switching thresholds of Table 3.8, in order to achieve
target BERs of 1% and 0:01 as evidenced by Figure 3.21(b). These uncoded results were
compared to the FCFI-TBCH-AQAM scheme in terms of BPS and BER performance. This
comparison is exemplified in Figure 4.8.

For the High-BER scheme, the coded BER was lower than for the uncoded case, where
a high average channel SNR gain of about 20dB was observed across the BER range of 10�5

and 10�3. Similarly, in the channel SNR range of 0 to 15dB, the coded BPS performance was
better than that of the uncoded AQAM scheme with a maximum SNR gain of 3dB at a channel
SNR of 0dB, as evidenced by Figure 4.8(a). However, the BPS performance of the FCFI-
TBCH-AQAM scheme deteriorated at high average channel SNRs, since its throughput was
limited by its coding rate, which converged to a throughput of approximately 4:33 bits per
symbol.

For the Low-BER scheme of Figure 4.8(b) the same characteristics were observed. How-
ever, the BPS gain was higher than that of the High-BER scheme. The coded BPS perfor-
mance was higher, than that of the uncoded scheme for the channel SNR range of 0 to 23dB
with a maximum SNR gain of 7dB at a channel SNR of 0dB, as evidenced by the BPS curves
of Figure 4.8(b). These SNR gains attained by the Low-BER scheme were higher than those
of the High-BER scheme due to the higher coding gain achieved at a lower target BER.
This characteristic was observed also for the fixed modulation modes of Section 4.3, where
higher coding gains were recorded for lower BERs due to the steeper decay of the coded
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(a) Turbo block coded performance for a target BER of below 1% using
the non-spread speech burst of Figure 3.13.
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Figure 4.8: Turbo block coded performance of the FCFI-TBCH-AQAM scheme described in Section
4.4, where the generic system parameters of Table 4.1 were utilized. The coded switching
regime was characterized by Equation 4.1 with the coding rate and turbo interleaver size set
to 0:7222 and 9984 bits, respectively. The coded and uncoded AQAM switching thresholds
were set according to Table 4.2 and 3.8, respectively.
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BER versus SNR curves. Consequently, for the Low-BER scheme, the switching threshold
values were lowered by a margin of approximately 7dB, when compared to the Low-BER
uncoded AQAM scheme. This is evident, when the coded switching thresholds of Table 4.2
are compared to those of the uncoded switching thresholds of Table 3.8. The lowering of the
coded switching thresholds resulted in the more frequent utilization of higher-order modula-
tion modes at lower average channel SNRs. Consequently the BPS performance improved,
when compared to the uncoded AQAM scheme. By contrast, for the High-BER scheme the
switching threshold reduction margin was only 3:5dB. The effect of the higher margin for
the Low-BER scheme was an improved BPS performance, when compared to the Low-BER
uncoded AQAM scheme.

The switching thresholds for the FCFI-TBCH-AQAM scheme were also experimentally
determined, which are shown in Table 4.2 in order to achieve a near-error-free communi-
cations system. The BER and BPS performance of this near-error-free scheme is shown in
Figure 4.9, where the corresponding curves of the Low-BER uncoded AQAM scheme were
also plotted for comparison. The results characterized a near-error-free system, where the
throughput was higher than that of the uncoded AQAM scheme for the channel SNR range of
0 to 22dB. The maximum average channel SNR gain of 6dB was recorded, when considering
the associated throughput performance at a channel SNR of 0dB, as evidenced by Figure 4.9.

In summary, we have quantified the average channel SNR gains achieved by the FCFI-
TBCH-AQAM scheme, when compared to the uncoded AQAM scheme, which was targeted
at achieving the same BER performance. We have also noted the associated throughput
degradation at high average channel SNRs as a result of the coding rate limitation imposed
by the scheme. Subsequently, we revised the coded switching thresholds in order to create
a near-error-free FCFI-TBCH-AQAM scheme, which also exhibited substantial SNR gains,
when compared to the uncoded AQAM scheme. In the next section we shall introduce a
range of coded AQAM schemes, which utilizes different interleaver sizes depending on the
modulation mode selected. In order to remove the BPS limitation of the rate 0:7222 coded
AQAM scheme and to increase its flexibility, it is feasible to introduce a range of further
transmission code rates, which will be discussed in Section 4.7.

4.5 Fixed Coding Rate and Variable Interleaver Size Turbo
Block Coded Adaptive Modulation

The main motivation in implementing a coded AQAM scheme in conjunction with a variable
turbo interleaver size for each modulation mode is to provide the receiver with an error detec-
tion capability for each received AQAM data burst without any delay, as well as to vary the
coding rate for each modulation mode. In doing so, an intelligent receiver will be capable of
blindly detecting the modulation mode without explicit signalling, which will be discussed at
a later stage. In order to provide an instantaneous error detection capability at the receiver,
the turbo interleaver size must be equal or less than the number of transmitted bits for the
transmission burst. This ensures that the received burst can be demodulated and decoded
immediately on a burst by burst basis.

This Fixed Coding Rate and Variable Interleaver size Turbo Block Coded AQAM (FCVI-
TBCH-AQAM) scheme is implemented in conjunction with a fixed coding rate of 0:7222,
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Figure 4.9: Performance of the near-error-free of the FCFI-TBCH-AQAM scheme of Section 4.4,
where the generic system parameters of Table 4.1 were utilized. The coded switching
regime was characterized by Equation 4.1 with the coding rate and turbo interleaver size
set to 0:7222 and 9984 bits, respectively. The coded switching thresholds and transmission
burst type were set according to Table 4.2. The performance was compared to the uncoded
AQAM scheme, which was optimised for a target BER of 0:01% according to Table 3.8.

corresponding to the component code of BCH (31, 26, 3) for all modulation modes [143].
The turbo interleaver size is varied according to the modulation mode selected as well as the
size of the transmission burst. The general switching regime is summarized in Equation 4.1,
where the turbo interleaver size and the switching threshold are listed in Table 4.3 and 4.4,
respectively, for the High-BER, Low-BER and for the near-error-free system. The remaining
experimental parameters are listed in Table 4.1.

The BER and BPS performance of the High- and Low-BER FCVI-TBCH-AQAM scheme
is shown in Figure 4.10. The corresponding High- and Low-BER uncoded AQAM perfor-
mance curves are also depicted in Figure 4.10 for comparison. The characteristics of the
results were similar to those shown in Figure 4.8 of Section 4.4.1 and can be explained simi-
larly. For the High-BER FCVI-TBCH-AQAM scheme the throughput was higher than that
of the uncoded scheme for the channel SNR range of 0 to 11dB, with a maximum SNR gain
of approximately 2:3dB at a channel SNR of 0dB. Similarly, an average channel SNR gain of
8dB was achieved, when comparing the BER performance of the Low-BER FCVI-TBCH-
AQAM scheme and the uncoded AQAM scheme at an average channel SNR of 20dB.

The throughput performance of FCVI-TBCH-AQAM was also compared to that of the
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Target Turbo Interleaver Size (Bits) Burst Type
BER I0 I1 I2 I3 see Figure 3.13
� 1% 104 208 416 624 Speech
� 0:01% 494 988 1976 2964 Data

Near-Error-Free 494 988 1976 2964 Data

Table 4.3: The turbo interleaver size associated with each modulation mode characterized by Equation
4.1 for the FCVI-TBCH-AQAM scheme described in Section 4.5. The target BERs were
set to be below 1%, 0:01% and near-error-free, where the corresponding transmission burst
types utilized are shown in Figure 3.13.

Target Coded Switching Thresholds (dB) Burst Type
BER tc1 tc2 tc3 tc4 see Figure 3.13
� 1% 0:6363 3:2258 8:6450 14:6846 Speech
� 0:01% 1:9958 4:2079 10:5480 17:5089 Data

Near-Error-Free 3:2458 5:4579 11:7980 18:7589 Data

Table 4.4: The coded switching thresholds, which were experimentally determined in order to achieve
the target BERs of below 1%, 0:01% and near-error-free for the FCVI-TBCH-AQAM
scheme described in Section 4.5. The corresponding transmission burst types utilized are
shown in Figure 3.13 and the switching mechanism was characterized by Equation 4.1.

fixed modulation modes shown in Figure 4.5 for target BERs of 1% and 0:01%. For the Low-
BER FCVI-TBCH-AQAM scheme, a BPS/SNR gain of approximately 1:5dB was achieved,
when compared to the fixed modulation modes utilizing the large channel interleavers, as ev-
idenced by Figure 4.11(b). However, by referring to Figure 4.11(a) a more substantial gain of
approximately 5:0dB was achieved, when compared to the fixed modulation modes utilizing
the smaller channel interleavers. For the High-BER FCVI-TBCH-AQAM scheme, minimal
gains were achieved, when compared to both the large- and small-channel interleaved fixed
modulation modes. It is important to note here that these low gains were achieved despite the
larger turbo interleaver and channel interleaver utilized by the fixed modulation modes. This
resulted in a high transmission delay for the fixed modulation modes, whereas the FCVI-
TBCH-AQAM scheme employed low-latency instantaneous burst-by-burst decoding.

In the Low-BER FCVI-TBCH-AQAM scheme the SNR gains achieved in the context
of the associated BER and BPS performance curves were higher than those of the High-BER
FCVI-TBCH-AQAM scheme. Explicitly, a higher throughput performance was observed
across the average channel SNR range of 0 to 22dB, with the maximum SNR gain of 6dB
at an average channel SNR of 0dB. Similarly, a SNR gain of 16dB was achieved at an av-
erage channel SNR of 20dB, when the BER performances were compared, as evidenced by
Figure 4.8. The higher gains achieved by the Low-BER scheme were due to the lower BER
requirement, which was justified in Section 4.4.1. The other contributing factor was due to
the higher turbo interleaver size that was utilized for the Low-BER scheme, which possessed
a longer transmission burst structure. Consequently, the turbo block coded bits were more
decorrelated, which provided a higher coding gain, as it was argued in Section 4.1.

Lastly, the FCVI-TBCH-AQAM scheme was optimised in order to yield a near-error-
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Figure 4.10: Turbo block coded performance of the FCVI-TBCH-AQAM scheme described in Sec-
tion 4.5, where the generic system parameters of Table 4.1 were utilized. The coded
switching regime was characterized by Equation 4.1, where the coding rate was 0:7222
and variable turbo interleaver sizes were listed in Table 4.3, respectively. The coded and
uncoded AQAM switching thresholds were set according to Table 4.4 and 3.8, respec-
tively.
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Figure 4.11: Throughput comparison between the FCVI-TBCH-AQAM scheme and the constituent
fixed modulation modes for target BERs of 1% and 0:01%, which were evaluated from
Figures 4.5 and 4.6. Different sized channel interleavers were used for the fixed modula-
tion modes whereas the FCFI-TBCH-AQAM scheme employed no channel interleavers.

free communication system with the turbo coding parameters and the switching thresholds
shown in Tables 4.3 and 4.4, respectively. The corresponding BER and BPS performance is
shown in Figure 4.12, where the system was near-error-free. The throughput performance
was also better for the average channel SNR range between 0 to 20dB, when compared to
that of the uncoded AQAM scheme optimised for a target BER of 0:01%, as evidenced by
Figure 4.12.

However, the SNR gains recorded for this variable-sized turbo interleaver scheme were
lower than those of the fixed turbo interleaver scheme of Section 4.4 for both target BERs.
This gain degradation was due to the reduced turbo interleaver size utilized in the FCVI-
TBCH-AQAM scheme. Nevertheless, the FCVI-TBCH-AQAM scheme can provide a burst
by burst error detection capability, which we will exploit in the next section.

4.6 Blind Modulation Detection

In Section 3.3.1 the receiver assumed that the modulation mode of the received packet was
known. In reality, some form of signalling is needed in order to convey this information from
the transmitter to the receiver [20] [21]. Recently, a blind modulation detection algorithm
was proposed by Keller et al. in an adaptive OFDM scheme [144]. In this scheme, the
mean square phasor error - which is defined as the Euclidean distance between the received
equalized data symbols and the nearest legitimate constellation point for a particular AQAM
mode - was evaluated. This was repeated for all valid modulation modes utilized in the
wideband AQAM scheme. Subsequently, the modulation mode that produced the minimum
mean square phasor error was selected. This is an example of a blind detection algorithm,
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Figure 4.12: The near-error-free turbo block coded performance of the FCVI-TBCH-AQAM scheme
described in Section 4.5. The coded switching regime was characterized by Equation 4.1,
where the coding rate was set to 0:7222 and the turbo interleaver sizes were set according
to Table 4.3, respectively. The coded switching thresholds and transmission burst type
were set according to Table 4.4 and the other generic system parameters were listed Table
4.1. The performance was compared to that of the uncoded AQAM scheme, which was
optimised for a target BER of 0:01% according to Table 3.8.

where the receiver is capable of detecting the modulation mode used without any signalling
information from the transmitter. The primary motivation for the blind modulation detection
algorithm is to reduce the amount of signalling between the receiver and the transmitter,
consequently yielding an improved information throughput. This blind MSE modulation
detection algorithm can be summarized as follows upon evaluating the accumulated MSE of
a transmission burst for all legitimate modem modes :

em =

P
n
j (Req

n;m
� R̂n;m) j2

n
modc = min(em) for m = BPSK, 4QAM, 16QAM, 64QAM; (4.2)

where m is the number of possible modulation modes and mod c is the selected modulation
mode based on the minimum average square error of the Euclidean distance e, for all the valid
modulation modes. The functionmin(em) is the selection function that selects the minimum
of all em values, while Req

n;m
and R̂n;m is the nth equalized symbol and the corresponding

legitimate demapped constellation point of modulation mode m, respectively.
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In exploring the performance of this blind MSE modulation detection algorithm, the PDF
of all possible mean square phasor errors em for the four valid modulation modes is plotted
and shown in Figure 4.13. In each of the sub-figures, the actual modulation mode utilized
was stated in the respective captions and the PDF of the other valid modulation modes was
also displayed. The common trend shown in Figure 4.13 was that the higher-order mod-
ulation modes of 64QAM and 16QAM constantly yielded the lowest mean square phasor
error, independently of the actual modulation mode that was utilized, which was detrimental
as regards to the performance of the blind modulation detection scheme. This characteristic
can be explained by noting that the higher-order modulation modes of 64QAM and 16QAM
possessed a higher number of legitimate constellation points. Consequently, the probability
that the received equalized data symbol situated near a valid constellation point increased,
which yielded a lower mean square phasor error. However, when BPSK was utilized, there
was sufficient separation between the PDF of the BPSK and 4QAM modes, as evidenced by
Figure 4.13(a). Thus this algorithm was capable of detecting the BPSK mode, if BPSK and
4QAM were the only possible valid modulation modes.

Since we have observed the deficiencies in the blind MSE-based algorithm, we will in-
vestigate the utilization of channel coding in order to blindly detect the modulation modes in
the TBCH-AQAM scheme.

4.6.1 Blind Soft Decision Ratio Modulation Detection Scheme

Before elaborating further on this blind Soft Decision Ratio (SD) based modulation detec-
tion algorithm, we will address the concept of transmission blocking in AQAM. Practically,
whenever the transmission is disabled, a transmission burst of a known sequence is trans-
mitted, which is used to estimate the channel quality and hence to aid the selection of the
next modulation mode. This burst is always BPSK modulated, in order to provide maximum
error protection. However, this known sequence must be unique and easily identifiable by the
receiver, in order to aid its NOTX mode detection. Consequently, we propose to use binary
maximal-length shift register sequences C (a), commonly known as m-sequences, that have
the following correlation properties [145]:

�a(0) = Q;

�a(r) = �1 for r 6= 0; (4.3)

where �a(r) =
P

Q�1
i=0 C

(a)

i
C
(a)

r+i and Q is the length of the known m-sequence. Explicitly,
at the transmitter, if the NOTX mode is selected, the same m-sequences are concatenated in
order to form the transmission burst. Consequently, at the receiver the demodulated burst
is correlated with the locally stored known m-sequence and if a maximum amplitude of Q
is detected periodically corresponding to the correlation time-shift of zero, then the burst is
deemed to be a NOTX mode burst. Having proposed a sequence for the NOTX mode and
a technique for detecting it, we will now focus our attention on the detection of the BPSK,
4QAM, 16QAM and 64QAM modes.

Since the variable interleaver-based turbo block coded AQAM scheme employed burst
by burst decoding at the receiver, we can exploit the error correction capability of the turbo
codec. Consequently, we can utilize the information provided by the channel decoder in terms
of its input bit probability and the corresponding output bit probability. In this so-called blind
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Figure 4.13: The PDF of the mean square phasor error defined in Equation 4.2 for each individual
modulation mode and for various channel SNRs.
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Soft Decision Ratio (SD) modulation detection scheme, each input bit’s probability upon
entering the channel decoder is compared against its corresponding output bit probability for
each possible modulation modes. The results are then classified into two categories, where
one category consists of the number of times the input bit probability is less than the output
bit probability and vice-versa for the other category. These two categories are then used to
update a Soft Decision counter SDratio, as follows:

SDn;m

ratio
=

�
SDn;m

ratio
if pn;m

ipbit
� pn;m

opbit

SDn;m

ratio
+ 1 if pn;m

ipbit
> pn;m

opbit
,

(4.4)

for m = BPSK, 4QAM, 16QAM, 64QAM;

where pn;m
ipbit

represents the nth input bit probability, which is demodulated using the modu-
lation mode m. Similarly, pn;m

opbit
denotes the output bit probability of the channel decoder.

Subsequently, the average soft decision ratio is calculated for all possible valid modulation
modes and the final modulation mode is chosen as follows:

Average SDm

ratio
=

P
n

SDn;m

ratio

N
;

modc = min(Average SDm

ratio
); (4.5)

for m = BPSK, 4QAM, 16QAM, 64QAM;

where modc denotes the chosen modulation mode and min(am) is the selection function
that selects the minimum of all am values, while N represents the number of coded bits in a
transmission burst.

The PDF of the average SDratio of all the possible modulation modes is shown in Figure
4.14. In each of the sub-figures the actual modulation mode used was stated in the respec-
tive captions. Referring to Figure 4.14, there was a clear PDF separation between the actual
modulation mode and the other modulation modes, where the SD ratio of the actual mod-
ulation mode was centered at the minimum end of the average SD ratio scale. It was this
PDF separation that supported the feasibility of the proposed blind SD modulation detection
scheme.

This blind modulation detection algorithm was implemented using the simulation pa-
rameters of Table 4.1. A conventional binary BCH(31 ,26 ,3) was utilized without channel
interleavers for simplicity, although this algorithm can be applied to turbo encoding, since
its component code was identical to the above BCH code. The speech-type burst of Fig-
ure 3.13 was used and the m-sequence length Q = 31. The performance of this algorithm
in terms of its modulation Detection Error Rate (DER) is depicted in Figure 4.15(a). The
detection algorithm yielded a DER below 10�4 at a channel SNR of approximately 24dB.
However, a severe DER degradation was observed for channel SNRs between 10 - 20dB.
In order to investigate this degradation, the individual Wrong Modulation Error Percentage
(WME) was plotted in Figure 4.15(b). This measure recorded the relative frequency of the
modulation mode detected by the algorithm, when the detection scheme was in error. As it
can be observed in Figure 4.15, whenever the detection algorithm failed, the BPSK mode was
frequently chosen compared to the other modulation modes. Referring to Figures 4.14(b) -
4.14(d), we observed that the SDratio PDF of the BPSK mode had the greatest overlapping
region with the PDF of the actual modulation mode at low SD ratio values. This implied
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Figure 4.14: The PDF of the average soft decision ratio defined in Equation 4.5 for each individual
modulation mode and for various channel SNRs, using a conventional binary BCH(31 ,26
,3) coding scheme.
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Figure 4.15: The DER and WME performance of the SD algorithm characterized by Equation 4.5. The
system parameters of Table 4.1 were utilized and the AQAM switching thresholds were
set according to Table 3.8 for the target BER of 1%. The DER and WME measures were
defined in Section 4.6.1 and a conventional binary BCH(31, 26, 3) coding scheme was
utilized.
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that the receiver had a higher probability of selecting BPSK, even though it was the wrong
modulation mode.

In order to improve the DER performance, the detection of the BPSK mode has to be
more robust. Consequently, here we propose to utilize a hybrid Soft Decision Mean Square
Error (SD-MSE) based blind modulation detection algorithm for the coded AQAM scheme.

4.6.2 Hybrid Soft Decision Mean Square Error Modulation Detection
Algorithm

In Section 4.6 the concept of utilizing the mean square phasor error at the receiver in order
to blindly detect the modulation mode was presented. In Figures 4.13a - 4.13d we have
observed that this measure was not sufficiently reliable in order to detect the modulation
modes. However, when the BPSK mode was actually utilized, there was a sufficient PDF
separation between the mean square phasor error PDF of the BPSK and 4QAM modes, as
evidenced by Figure 4.13(a). Consequently we exploited this property in order to detect the
BPSK mode. In this hybrid algorithm the BPSK mode is detected by comparing the average
square error of the BPSK and 4QAM modes. The other modulation modes - namely 4QAM,
16QAM and 64QAM - were then detected using the SD algorithm of Section 4.6.1. This
SD-MSE algorithm can be summarized as follows [143, 146]:

modc =

�
BPSK if eBPSK � e4QAM
min(Average SDm

ratio
) if eBPSK > e4QAM ,

(4.6)

for m = 4QAM, 16QAM, 64QAM;

where Average SDm

ratio
and eq were defined in Equations 4.5 and 4.2, respectively. The DER

performance of this hybrid algorithm is presented in Figure 4.16, where the experimental
parameters were identical to those used by the SD algorithm of Section 4.6.1. In Figure 4.16
the performance of the SD detection algorithm is shown as a comparison to that of the SD-
MSE algorithm. The hybrid SD-MSE algorithm achieved a DER of 10�4 at a channel SNR
of approximately 15dB [143, 146]. The improvement of the SD-MSE algorithm was clearly
seen in Figure 4.16 where the associated performance was superior to that of the SD-based
technique, in the channel SNR range of between 10 - 20dB. Furthermore, the complexity of
this SD-MSE algorithm was reduced, since the channel decoder was only used to detect three
modes instead of the four modes of the SD algorithm.

In this section we have demonstrated that channel coding can be utilized for detecting
the modulation mode at the receiver in a coded AQAM scheme. We have presented three
different blind detection algorithms, where the MSE algorithm was deemed unreliable for
detecting the four modes. The higher complexity SD and hybrid SD-MSE algorithms were
then proposed, where the latter exhibited a better performance in terms of DER.

4.7 Variable Coding Rate Turbo Block Coded Adaptive Mod-
ulation

In Sections 4.4 and 4.5 we have characterized a range of turbo block coded AQAM schemes
having fixed coding rates for all modulation modes, where a throughput degradation was
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Figure 4.16: The DER performance of the SD-MSE algorithm characterized by Equation 4.6. The
system parameters of Table 4.1 were utilized and the AQAM switching thresholds were
set according to Table 3.8 for the target BER of 1%. The DER measure was defined in
Section 4.6.1 and a conventional binary BCH(31, 26, 3) coding scheme was utilized.

observed at high channel SNRs, when compared to the uncoded AQAM schemes for similar
target BERs. However, with the aim of improving the throughput of the turbo block coded
AQAM scheme at high average channel SNRs, here we will introduce the concept of variable
rate turbo coding AQAM schemes.

Explicitly, we will implement two types of variable code rate schemes. In the first scheme
we invoke a switching mechanism that is capable of disabling and enabling the channel en-
coder for a chosen modulation mode. This scheme will be described in detail in the next
section. For the second variable-rate scheme the coding rate is varied by utilizing different
BCH component codes for the different modulation modes. Let us now describe the first
variable-rate turbo block coded AQAM scheme.

4.7.1 Partial Turbo Block Coded Adaptive Modulation Scheme

In this Partial Turbo Block Coded Adaptive Modulation (P-TBCH-AQAM) scheme the op-
tion to disable or enable the channel encoder for each individual modulation mode is made
available to the transmitter. In order to ensure that the transmitted bits are in their original
sequence irrespective of the coding rate, the turbo interleaver size is varied according to the
modulation mode selected, as discussed in Section 4.5. The corresponding switching mech-
anism for this scheme can be summarized as follows:
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Modulation Mode =

8>>>>>>>>>>>><
>>>>>>>>>>>>:

NOTX if 
DFE < tc1
BPSK; I0; R0 if tc1 < 
DFE � tc2
BPSK;Coding Disabled if tc2 < 
DFE � tc3
4QAM; I1; R1 if tc3 < 
DFE � tc4
4QAM;Coding Disabled if tc4 < 
DFE � tc5
16QAM; I2; R2 if tc5 < 
DFE � tc6
16QAM;Coding Disabled if tc6 < 
DFE � tc7
64QAM; I3; R3 if tc7 < 
DFE � t8
64QAM;Coding Disabled if 
DFE > tc8,

(4.7)

where the notations are identical to those in Equation 4.1.
This scheme was simulated with the coding rate set to 0:7222, which corresponded to a

turbo component code of BCH (31, 26, 3). The coded switching thresholds were chosen in
order to achieve target BERs of 1% and 0:01% as shown in Table 4.6 with the corresponding
turbo interleaver size for each modulation mode shown in Table 4.5. The P-TBCH-AQAM
switching thresholds were set by combining the coded thresholds set in Table 4.4 and the
uncoded switching thresholds of Table 3.8. The resulting switching thresholds are shown
in Table 4.6, where if any two different switching thresholds associated with their modu-
lation/coding mode exhibited identical values, this implied that the corresponding modula-
tion/coding mode that is selected by these two switching thresholds is discarded. Conse-
quently, in the High-BER scheme the un-coded BPSK mode was disabled, whereas for the
Low-BER scheme the un-coded BPSK, non-coded 4QAM and non-coded 16QAM modes
were disabled.

Target Turbo Interleaver Size (Bits) Burst Type
BER I0 I1 I2 I3 see Figure 3.13
� 1% 104 208 416 624 Speech
� 0:01% 494 988 1976 2964 Data

Near-Error-Free 494 988 1976 2964 Data

Table 4.5: The turbo interleaver size associated with each modulation mode characterized by Equation
4.7 for the P-TBCH-AQAM scheme described in Section 4.7.1. The target BERs were
set to be below 1%, 0:01% and near-error-free, where the corresponding transmission burst
types utilized are shown in Figure 3.13.

The BER and BPS performance of the Low- and High-BER P-TBCH-AQAM scheme
is shown in Figure 4.17, where the uncoded AQAM performance optimised for similar tar-
get BERs is depicted for comparison. For the High-BER scheme the BER performance of
the P-TBCH-AQAM and uncoded AQAM schemes was similar and the target BER of 1%
was maintained. In terms of BPS performance, at low to medium channel SNRs the coded
scheme performed better, but at higher SNRs, their BPS performances converged to that of
64QAM, since the uncoded 64QAM mode was the dominant transmission mode chosen at
high average channel SNRs. The same characteristics can be observed for the Low-BER
P-TBCH-AQAM scheme, where the channel coding was only disabled, when the 64QAM
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Target Coded Switching Thresholds (dB) Burst Type
BER tc1 tc2 tc3 tc4 tc5 tc6 tc7 tc8 see Figure 3.13
� 1% 0:64 3:23 3:23 6:23 8:65 11:65 14:68 17:83 Speech
� 0:01% 1:99 4:21 4:21 10:55 10:55 17:51 17:51 23:76 Data

Table 4.6: The coded switching thresholds, which were intuitively optimised in order to achieve the
target BERs of below 1% and 0:01% for the P-TBCH-AQAM scheme described in Section
4.7.1. The corresponding transmission burst types utilized are shown in Figure 3.13 and the
switching mechanism was characterized by Equation 4.7.

mode was selected. The BER performance of the Low-BER P-TBCH-AQAM scheme im-
proved at low to medium channel SNRs due to the channel codec’s contribution associated
with the BPSK, 4QAM and 16QAM modes. However, at channel SNRs of above 20dB the
uncoded 64QAM mode became dominant, degrading slightly the BER and converging to the
uncoded 64QAM performance. Nevertheless, the target BER of 0:01% was still maintained.
The BPS performance of the Low-BER P-TBCH-AQAM scheme was similar or superior
to that of the Low-BER uncoded AQAM scheme, where a maximum SNR gain of approxi-
mately 6dB was recorded at an average channel SNR of 0dB, as evidenced by Figure 4.17.

From these results we concluded that - as expected - the P-TBCH-AQAM scheme im-
proved the throughput of the system, especially at high channel SNR values, when the channel
coding was disabled. However in doing so, the BER performance slightly degraded, although
it was still within the target BER limits for which it was optimised. Furthermore, the number
of transmission modes was also increased, which increased the amount of signalling between
the transmitter and receiver. In the next section, we will introduce another variable rate turbo
block coded AQAM scheme, where the coding rate was varied in conjunction with each mod-
ulation mode by using different BCH component codes.

4.7.2 Variable Rate Turbo Block Coded Adaptive Modulation Scheme

In this Variable Rate Turbo Block Coded Adaptive Modulation (VR-TBCH-AQAM) scheme,
a specific BCH code is assigned to each individual modulation mode [142, 146]. The higher-
order modulation modes are assigned a higher code rate, in order to improve the effective data
throughput at medium to high average channel SNRs and conversely, the lower-order mod-
ulation modes will be accompanied by lower code rates, in order to ensure maximum error
protection at low average channel SNRs, where these modes have a high selection probability.

The modulation mode switching regime is identical to that of Equation 4.1, where the
turbo interleaver size, switching levels and coding rates for all modulation modes are listed
in Tables 4.7, 4.8 and 4.9, respectively. The remaining system parameters are listed in Table
4.1.

The turbo interleaver sizes were chosen with the objective of ensuring burst-by-burst
turbo decoding at the receiver. Consequently the decoded bits are in the right sequence,
irrespective of the different component codes used. However, due to the longer codes used
by the 16QAM and 64QAM modes, dummy bits were also included in order to ensure that
the number of turbo encoded bits was equal to the transmission burst size. These dummy bits
could be used for conveying control or signalling information. Alternatively, these dummy
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(a) Turbo block coded performance for a target BER of below 1% using
the non-spread speech burst of Figure 3.13.
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(b) Turbo block coded performance for a target BER of below 0:01% using
the non-spread data burst of Figure 3.13.

Figure 4.17: Turbo block coded performance of the P-TBCH-AQAM scheme, which was described in
Section 4.7.1, where the generic system parameters of Table 4.1 were utilized. The coded
switching regime was characterized by Equation 4.7, where the coding rate was 0:7222
and the turbo interleaver sizes were listed in Table 4.5, respectively. The coded and un-
coded AQAM switching thresholds were set according to Table 4.6 and 3.8, respectively.
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Target Turbo Interleaver Size (Bits) Burst Type
BER I0 I1 I2 I3 see Figure 3.13
� 1% 104 208 456 720 Speech
� 0:01% 494 988 2223 3600 Data

Near-Error-Free 494 988 2223 3600 Data

Table 4.7: The turbo interleaver size associated with each modulation mode characterized by Equation
4.1 for the VR-TBCH-AQAM scheme described in Section 4.7.2. The target BERs were
set to be below 1%, 0:01% and near-error-free, where the corresponding transmission burst
types utilized are shown in Figure 3.13.

Target Coded Switching Thresholds (dB) Burst Type
BER tc1 tc2 tc3 tc4 see Figure 3.13
� 1% 0:6363 3:2258 9:6450 15:6846 Speech
� 0:01% 1:9958 4:2079 11:5480 18:5089 Data

Near-Error-Free 3:2458 5:4579 12:7980 19:7589 Data

Table 4.8: The coded switching thresholds, which were experimentally determined in order to achieve
target BERs of below 1%, 0:01% and near-error-free for the VR-TBCH-AQAM scheme
described in Section 4.7.2. The corresponding transmission burst types utilized are shown
in Figure 3.13 and the switching mechanism was characterized by Equation 4.1.

R0 R1 R2 R3

Turbo Code Rate 0:722 0:722 0:826 0:896
BCH (n; k; dmin)) (31, 26, 3) (31, 26, 3) (63, 57, 3) (127, 120, 3)

Table 4.9: The coding rate and the corresponding BCH component code associated with each modu-
lation mode characterized by Equation 4.1 for the VR-TBCH-AQAM scheme described in
Section 4.7.2.

bits could remain uncoded. In our subsequent discussions concerning this scheme, these
dummy bits were not utilized for information transmission.

The corresponding BER and BPS performances are depicted in Figure 4.18. For the
High-BER VR-TBCH-AQAM scheme, which was targeted at a BER of 1%, the coded
BER performance was similar to that of the High-BER uncoded AQAM scheme, where a
slight SNR gain was observed at average channel SNRs above 25dB. The BPS performance
improved for channel SNRs between 0 to 10dB. However, the coded BPS performance de-
graded at high channel SNRs, when compared to the uncoded AQAM case as a result of the
throughput reduction caused by the channel coding scheme. These low SNR gains observed
in terms of both the BER and BPS curves were due to the smaller turbo interleaver sizes with
respect to the code length as well as due to the higher code rate imposed on the higher-order
modulation modes.

The BER performance of the Low-BER VR-TBCH-AQAM scheme was similar to that
of the Low-BER uncoded AQAM scheme for channel SNRs below 15dB. However, at higher



150 CHAPTER 4. CHANNEL-CODED WIDEBAND ADAPTIVE MODULATION

average channel SNRs the coded BER performance was superior, where a channel SNR gain
of approximately 10dB was recorded across a wide range of BERs. The BPS performance of
the Low-BER VR-TBCH-AQAM scheme improved for channel SNRs between 0 to 28dB,
when compared to the Low-BER uncoded AQAM scheme. However, at higher average chan-
nel SNRs, the coded throughput was limited by the coding rate and consequently converged
to a throughput of approximately 5:3 bits per symbol.

The coded switching thresholds were also re-adjusted experimentally, in order to create a
near-error-free system, where the values of the coded switching thresholds are listed in Table
4.8. The BER and BPS performance is shown in Figure 4.19, where the VR-TBCH-AQAM
scheme was near-error-free. The coded BPS performance, when compared to the Low-BER
uncoded AQAM, exhibited an SNR gain for channel SNRs between 0 to 25dB. However, the
coded BPS curve converged to a throughput of 5:3 bits per symbol at high average channel
SNRs due to the limitation imposed by the coding rate of the scheme.

In conjunction with this scheme we have noted a substantial SNR gain for the Low-BER
and near-error-free VR-TBCH-AQAM scheme of Figures 4.18(b) and 4.19. However only
a slight SNR gain was observed for the High-BER scheme as evidenced by Figure 4.18(a).
In the next section, we will analyse the four different turbo block coded AQAM schemes that
we have introduced in this treatise and discuss their relative merits and disadvantages.

4.8 Comparisons of the Turbo Block Coded AQAM Schemes

In this section, the relative merits and disadvantages of the various turbo block coded AQAM
schemes designed for target BERs of 1%, 0:01% and for near-error-free communication sys-
tems are summarized. We compared and contrasted each of these schemes in terms of their
BER and BPS performance, considering also their relative complexity and their error detec-
tion capabilities. Their coded BER and BPS performances were compared to the uncoded
AQAM performance. Comparisons were carried out firstly for similar target BERs in terms
of the associated maximum SNR gain observed from the BPS performance curves, secondly,
the maximum achievable BPS throughput and thirdly, the gain observed from the BER per-
formance curves were recorded. These measures were termed as the BPS/SNR gain, the max-
imum BPS and BER/SNR gain, respectively. The BPS/ and BER/SNR gain was measured
against the corresponding curves of the uncoded AQAM scheme for similar target BERs,
where the optimised switching thresholds are listed in Table 3.8. An additional throughput-
related measure was the range of channel SNRs, where the coded BPS was higher than that
of the uncoded AQAM scheme for similar target BERs. This measure was termed as the
effective BPS gain range.

The relative complexity of the scheme was approximated by each individual channel de-
coder’s complexity. The complexity was measured in terms of the number states generated
by the trellis decoding algorithm in order to decode the received bits. The number of trellis
states needed for each scheme provided an indication of the amount of floating-point compu-
tation needed. The complexity was calculated based on the complexity of the BCH decoder,
instead of the total turbo decoding complexity, since the number of turbo decoding iterations
was identical for each turbo block coded AQAM scheme. The decoder complexity in terms
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(a) Turbo block coded performance for a target BER of below 1% using
the non-spread speech burst of Figure 3.13.
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(b) Turbo block coded performance for a target BER of below 0:01% using
the non-spread data burst of Figure 3.13.

Figure 4.18: Turbo block coded performance of the VR-TBCH-AQAM scheme, which was described
in Section 4.7.2, where the generic system parameters of Table 4.1 were utilized. The
coded switching regime was characterized by Equation 4.1, where the coding rates and
turbo interleaver sizes were listed in Tables 4.9 and 4.7, respectively. The coded and un-
coded AQAM switching thresholds were set according to Table 4.8 and 3.8, respectively.
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Figure 4.19: The near-error-free performance of the VR-TBCH-AQAM scheme described in Section
4.7.2. The coded switching regime was characterized by Equation 4.1, where the coding
rates and turbo interleaver sizes were set according to Tables 4.9 and 4.7, respectively.
The coded switching thresholds and transmission burst types were set according to Table
4.8 while the other generic system parameters were listed in Table 4.1. The performance
was also compared to that of the uncoded AQAM scheme, which was optimised for a
target BER of 0:01% according to Table 3.8.

of the trellis states was approximated as follows:

compm � (2km � nm + 3)(2nm�km);

average comp �

P
m

compm
4

; (4.8)

for m = BPSK, 4QAM, 16QAM, 64QAM;

where compm is the complexity of the decoder associated with modulation mode m. Fur-
thermore nm and km denotes the number of coded bits and uncoded information bits of a
certain BCH code associated with the modulation mode m. The term 2nm�km represents
the total number of trellis states for a particular time instant, although the actual number of
states visited in a codeword varies for different time instants, which is quantified by the term
2km � nm + 3. By assuming that the modulation modes have an equal probability of being
selected, the average comp was the average complexity of the decoder after taking into
account the complexity related to each of the four different modes.
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The other complexity consideration with regards to these schemes was the number of
coded transmission modes that was utilized by each scheme, which incorporated the mod-
ulation and coding parameters. The number of modes affected the amount of signalling or
modulation detection complexity, where a higher number of modes required a more complex
modulation detection scheme. There are four turbo block coded AQAM schemes to be com-
pared, which were described in Sections 4.4, 4.5, 4.7.1 and 4.7.2. Explicitly, their system
characteristics and their relative complexity measures are shown in Table 4.10. We will ex-
plore their complexity, BPS/SNR and BER/SNR gain comparisons for the Low-BER turbo
block coded AQAM scheme in the next section.

Turbo Block Coded Interleaver Coding Total average comp
AQAM Scheme Size Rate modes see Equation 4.8

FCFI-TBCH-AQAM Fixed Fixed 5 768
FCVI-TBCH-AQAM Varied Fixed 5 768

P-TBCH-AQAM Varied Varied 9 768
VR-TBCH-AQAM Varied Varied 5 4960

Table 4.10: Complexity comparisons of the FCFI-TBCH-AQAM, FCVI-TBCH-AQAM, P-TBCH-
AQAM and VR-TBCH-AQAM schemes, where their characteristics were described in
Sections 4.4, 4.5, 4.7.1 and 4.7.2. The channel decoder’s complexity was calculated using
Equation 4.8.

4.8.1 Comparison of Low-BER Turbo Block Coded AQAM Schemes

In these Low-BER Turbo Block Coded AQAM schemes the data burst of Figure 3.13 was uti-
lized and their performance was compared to that of the Low-BER uncoded AQAM scheme,
which utilized the switching thresholds of Table 3.8. The gain comparisons discussed in Sec-
tion 4.8 for the different turbo block coded AQAM schemes are tabulated in Table 4.11 and
depicted in Figure 4.20.

Turbo Block Coded BPS/SNR Maximum Effective BPS BER/SNR
AQAM Scheme gain (dB) BPS gain range(dB) gain(dB)

FCFI-TBCH-AQAM 7:0 4:3 0� 23 21:0
FCVI-TBCH-AQAM 6:0 4:3 0� 22 17:5

P-TBCH-AQAM 6:0 6:0 0� 40 � 0
VR-TBCH-AQAM 6:0 5:3 0� 26 10:0

Table 4.11: Performance comparisons of the Low-BER FCFI-TBCH-AQAM, FCVI-TBCH-
AQAM, P-TBCH-AQAM and VR-TBCH-AQAM schemes for a target BER of below
0:01%, where their system characteristics were described in Sections 4.4, 4.5, 4.7.1 and
4.7.2. Their performances were compared to the uncoded AQAM performance optimised
for a target BER of 0:01% according to Table 3.8. The performance gains of each scheme
were extracted from Figure 4.20.

The 0:01% target BER i.e Low-BER-FCFI-TBCH-AQAM scheme provided a high
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Figure 4.20: Performance comparisons of the Low-BER FCFI-TBCH-AQAM, FCVI-TBCH-
AQAM, P-TBCH-AQAM and VR-TBCH-AQAM schemes, where the system charac-
teristics were described in Sections 4.4, 4.5, 4.7.1 and 4.7.2. Their performances were
compared to that of the uncoded AQAM scheme optimised for a target BER of 0:01%
according to Table 3.8. The performance gains of each scheme were tabulated in Table
4.11.
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SNR gain in terms of its BER performance, although a limited throughput of 4:3 bits per
symbol was exhibited as evidenced by Table 4.11. The BER/SNR gain of 21dB, which was
measured at a channel SNR of 20dB was achieved due to the large turbo interleaver size of
9984 bits and a relatively low code rate, when compared to the other schemes. However, the
maximum throughput was limited to 4:3 bits per symbol due to the low coding rate. This
scheme also exhibited a better BPS performance, than the uncoded AQAM for the channel
SNR range of 0 to 23dB with a maximum SNR gain of 7dB in term of its BPS performance.
Furthermore, as a result of the large turbo interleaver size, the burst by burst error detection
capability of the receiver in detecting the modulation modes had to be sacrificed.

The 0:01% target BER i.e Low-BER-FCVI-TBCH-AQAM scheme yielded a BER/SNR
performance gain of 17:5 dB at a channel SNR of 20dB, which was lower than that of the
corresponding FCFI-TBCH-AQAM scheme of Table 4.11. This was mainly due to the
smaller turbo interleaver size used for each modulation mode in the FCVI-TBCH-AQAM
scheme, which degraded the BER performance of the turbo codec. Consequently, - as seen
in Table 4.4 - a more conservative coded switching thresholds was set in order to ensure that
the target BER was achieved. This degraded the BPS performance slightly, when compared
to the FCFI-TBCH-AQAM scheme as it is evidenced by the 6dB maximum BPS/SNR gain
and the effective BPS gain range shown in Table 4.11. However, the utilization of the variable
turbo interleaver provided the burst-by-burst error detection capability of the receiver. With
the exception of the turbo interleavers, both the FCFI-TBCH-AQAM and FCVI-TBCH-
AQAM schemes have the same decoder complexity associated with 768 trellis states and an
identical number of switching modes of 5, as evidenced by Table 4.10.

In the P-TBCH-AQAM scheme a high coded throughput of 6 bits per symbol was
achieved but the BER/SNR gain was approximately zero in Table 4.11, although the tar-
get BER was achieved. This highest throughput was achieved as a result of the utilization
of un-coded transmission modes, as shown in Equation 4.7. However, when this mode was
invoked, the BER performance degraded, resulting in the minimal BER/SNR gain. Neverthe-
less, the BPS performance improved, when compared to the uncoded AQAM scheme, where
an effective BPS gain range was observed for the entire channel SNR range, with a maximum
BPS gain of 6dB. The utilization of the variable-sized turbo interleaver was essential, in or-
der to preserve the ordering of bit sequence, when the coding rate was varied. However, due
to the un-coded modes, the error detection capability was sacrificed. Furthermore, with the
inclusion of the un-coded modes, the number of transmission modes increased to a maximum
of 9 modes. Consequently, the adaptive switching regime and the signalling protocol between
the transmitter and receiver was more complex.

In the last scheme, the VR-TBCH-AQAM scheme provided an average BER.SNR gain
of 10dB at an average channel SNR of 20dB and a high average throughput of 5:3 bits per
symbol, as a result of the higher coding rate used for this scheme. The utilization of higher
coding rates for the higher-order modulation modes degraded the BER performance, when
compared to the FCVI-TBCH-AQAM scheme, where a constant coding rate was used. How-
ever, the throughput performance improved, when compared to the FCVI-TBCH-AQAM
scheme, where a positive BPS gain was observed for the channel SNR range between 0 to
26dB. The utilization of a variable interleaver size in the VR-TBCH-AQAM scheme pro-
vided the desirable burst-by-burst error detection capability in order to assist in blind modem
mode detection. However, the relative decoder complexity of this scheme increased com-
pared to the other schemes as shown in Table 4.10. This was due to the longer and more
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complex BCH codes that were used in order to increase the code rate for the higher-order
modulation modes.

4.8.2 Comparison of High-BER Turbo Block Coded AQAM Schemes

The speech transmission burst shown in Figure 3.13 was utilized in these turbo block coded
AQAM schemes. The associated performances were compared to that of the uncoded High-
BER AQAM scheme, where the switching thresholds were set according to Table 3.8. The
gain comparisons, which were defined in Section 4.8 and were extracted from Figure 4.21
are shown in Table 4.12.

Turbo Block Coded BPS/SNR Maximum Effective BER/SNR
AQAM Scheme gain (dB) BPS BPS gain(dB) gain(dB)

FCFI-TBCH-AQAM 2:5 4:3 0� 13 18:0
FCVI-TBCH-AQAM 2:3 4:3 0� 11 8:5

P-TBCH-AQAM 2:3 6:0 0� 40 � 0
VR-TBCH-AQAM 2:3 5:0 0� 11 � 0

Table 4.12: Performance comparisons of the High-BER FCFI-TBCH-AQAM, FCVI-TBCH-
AQAM, P-TBCH-AQAM and VR-TBCH-AQAM schemes for a target BER of below
1%, where their characteristics were described in Sections 4.4, 4.5, 4.7.1 and 4.7.2. Their
performances were compared to that of the uncoded AQAM scheme optimised for a target
BER of 1% according to Table 3.8. The performance gains of each scheme were extracted
from Figure 4.21.

Similar analysis to that discussed in Section 4.8.1 can be applied here, where all the High-
BER turbo block coded AQAM schemes exhibited the same trends as those of the Low-BER
turbo block coded AQAM schemes. However, the BER and BPS gain was significantly lower
than that of the Low-BER schemes, as evidenced by Tables 4.12 and 4.11. The reduction
in gain was caused by the higher target BER, which yielded a lower coding gain, since the
higher steepness of the turbo-coded BER versus SNR curves became more effective for lower
target BER schemes. This was also observed for the fixed modulation modes, where a higher
coding gain was observed at lower BERs. Consequently, the High-BER coded switching
thresholds did not reduce significantly, when compared to the switching thresholds of the
High-BER uncoded AQAM scheme. This meant that a lower BPS/SNR gain was observed
for the High-BER turbo block coded AQAM schemes, as evidenced by Table 4.12. Fur-
thermore, the shorter speech transmission burst resulted in a smaller interleaver size for the
variable interleaver-size turbo block coded AQAM scheme. This further degraded the coded
BER and BPS performance, although the target BER of 1% was still achieved.

4.8.3 Near-Error-Free Turbo Block Coded AQAM Schemes

In these schemes, the coded switching thresholds were experimentally determined in order to
achieve a near-error-free communication system. The data burst of Figure 3.13 was utilized
and the gain comparisons are listed in Table 4.13, which were extracted from Figure 4.22.
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(a) Turbo block coded BER performance for a target BER of below 1%
using the non-spread speech burst of Figure 3.13.
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(b) Turbo block coded BER performance for a target BER of below 1%
using the non-spread speech burst of Figure 3.13.

Figure 4.21: Performance comparisons of the High-BER FCFI-TBCH-AQAM, FCVI-TBCH-
AQAM, P-TBCH-AQAM and VR-TBCH-AQAM schemes where the system charac-
teristics were described in Sections 4.4, 4.5, 4.7.1 and 4.7.2. Their performances were
compared to that of the uncoded AQAM scheme optimised for a target BER of 1% ac-
cording to Table 3.8. The performance gains of each scheme were tabulated in Table
4.12.
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Figure 4.22: Performance comparison of the near-error-free FCFI-TBCH-AQAM, FCVI-TBCH-
AQAM and VR-TBCH-AQAM schemes, where the system characteristics were de-
scribed in Sections 4.4, 4.5 and 4.7.2. Their performances were compared to that of
the uncoded AQAM scheme optimised for a target BER of 0:01% according to Table 3.8.
The performance gains of each scheme are tabulated in Table 4.12..

No near-error-free P-TBCH-AQAM scheme was implemented due to the inclusion of the
un-coded modes.

Turbo Block Coded BPS/SNR Maximum Effective
AQAM Scheme gain(dB) BPS BPS gain(dB)

FCFI-TBCH-AQAM 6:0 4:3 0� 22:5
FCVI-TBCH-AQAM 5:0 4:3 0� 20:0
VR-TBCH-AQAM 5:0 5:0 0� 26:0

Table 4.13: Performance comparisons of the FCFI-TBCH-AQAM, FCVI-TBCH-AQAM and VR-
TBCH-AQAM schemes for a near-error-free communication system which were de-
scribed in Sections 4.4, 4.5 and 4.7.2. Their performances were compared to that of the
uncoded AQAM scheme optimised for a target BER of 0:01% according to Table 3.8. The
performance gains of each scheme were extracted from Figure 4.22.

The near-error-free turbo block coded AQAM gains for the various schemes exhibited
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similar trends to those of the Low-BER turbo block coded AQAM schemes. Consequently,
the analysis presented in Section 4.8.1 can be applied here. In the next section, convolutional
codes are utilized as the turbo component codes, in order to reduce the complexity of the
turbo block coded AQAM scheme.

4.9 Turbo Convolutional Coded AQAM Schemes

In this section, convolutional codes are utilized as the component code in the turbo codec.
Explicitly, a half-rate Recursive Systematic Convolutional (RSC) encoder - which was shown
in Figure 4.2 - is used, where n = 2, k = 1 and the constraint length is set to K = 3.
This is denoted by CC (2, 1, 3), where the octally represented generator polynomials were
set to seven (for the feedback path) and five. The decoding algorithm used in the turbo
convolutional scheme was the Log-MAP algorithm described in Appendix A.1 [140]. Let us
now present and analyse the performance of the turbo convolutional scheme in the context of
fixed modulation modes.

4.9.1 Turbo Convolutional Coded Fixed Modulation Mode Performance

In this section the performance of the turbo convolutional scheme is compared against that
of the turbo block coded scheme for different fixed modulation modes and for similar coding
rates. The simulation parameters of the turbo block coded scheme are identical to those set
in Section 4.3. Similarly, in the turbo convolutional coded scheme, the code rate was set
to 0:75 by applying a random puncturing pattern [147]. The sizes of the turbo interleaver
and channel interleaver were chosen to be 9990 bits and 13320 bits, respectively, in order to
closely match to the parameter set used for the turbo block coded scheme. The remaining
simulation parameters are listed in Table 4.1.

The results are shown in Figure 4.23, where the turbo block coded performance is also
displayed for comparison. A BER/SNR performance degradation of approximately 1� 2dB
was observed at a BER of 1�10�4 for the turbo convolutional coded scheme, when compared
to that of the turbo block coded scheme [146]. In terms of its complexity, the number of states
in the block decoder trellis can be approximated upon following the philosophy of Equation
4.9 :

No. of States for Block Codes =
Encoder Input Block Length

k
� (2k � n+ 3)� 2n�k;

(4.9)

where the encoder’s input block length is equal to the turbo interleaver size.
Hence for an encoder input block length of 9984 bits and upon using a component code

of BCH (31,26,1), the number of states produced by the block decoder is 294912. Similarly,
the total number of states in a convolutional decoder trellis can be approximated by:

Number of States for Convolutional Codes = Encoder Input Block Length� 2K�1;
(4.10)

where K in the constraint length of the encoder.
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Figure 4.23: The turbo convolutional coded performance of the BPSK, 4QAM, 16QAM and 64QAM
modulation modes utilizing the RSC component code CC (2, 1, 3) and the non-spread
data burst of Figure 3.13. The other simulation parameters are listed in Table 4.1 and
the equivalent turbo block coded performance is also shown for comparison using the
BCH(31, 26, 3) component code. The turbo interleaver was of 9990 bits in depth, while
the channel interleaver was of size 13320 bits.

Consequently, by applying an encoder input block length of 9990 bits and a RSC com-
ponent code of CC(2,1,3), the total number of states generated by the convolutional decoder
is 39960. This was approximately a factor of seven lower in terms of its complexity, when
compared to the block decoder.

4.9.2 Turbo Convolutional Coded AQAM Scheme

In this section, the performance of the turbo convolutional coded scheme is evaluated in the
context of a wideband AQAM scheme and compared against the performance of the turbo
block coded AQAM schemes. The system parameters are identical to those of the turbo
block coded AQAM schemes, which were described in Section 4.3. Essentially, the switching
regime of the AQAM scheme is governed by Equation 4.1, where each modulation mode was
associated with a certain code rate and turbo interleaver size. In the subsequent experiments
the target BER was set to 0:01% and the non-spread data burst of Figure 3.13 was utilized as
the transmission burst format. The other simulation parameters are listed in Table 4.1.

As we have seen in conjunction with the turbo block coded AQAM schemes, the perfor-
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mance of the turbo convolutional coded AQAM schemes is analysed by utilizing different
turbo interleaver sizes and different code rates for each modulation mode. Explicitly, three
different types of the turbo convolutional coded AQAM schemes are studied here:

1. Fixed Coding Rate and Variable Turbo Interleaver Turbo Convolutional Coded AQAM
(FCVI-TCONV-AQAM) : In this scheme the convolutional coding rate was set to
0:75 and the turbo interleaver size was varied according to Table 4.14 for the different
modulation modes, which ensured burst by burst decoding. This scheme was compre-
hensively described in Section 4.5 in the context of turbo block coded AQAM schemes.
In order to provide a fair and pertinent comparison with the turbo block coded AQAM
schemes, the switching thresholds were set according to Table 4.15 for achieving a
target BER of 0:01%.

2. Partial Turbo Convolutional Coded AQAM (P-TCONV-AQAM): This scheme was
identical to that described in Section 4.7.1, where the channel encoder could be dis-
abled or enabled for each individual modulation mode. The switching regime was
shown in Equation 4.7, where the coding rate was set to 0:75 and the corresponding
turbo interleaver size is shown in Table 4.14. Similarly the switching thresholds - which
are listed in Table 4.15 - were experimentally chosen, in order to achieve a target BER
of 0:01%.

3. Variable Rate Turbo Convolutional Coded AQAM (VR-TCONV-AQAM): In this scheme,
a specific coding rate was chosen for each modulation mode, which was discussed in
Section 4.7.2 in the context of turbo block coded AQAM schemes. The coding rate
was varied by utilizing different random puncturing patterns and the resulting code
rates are listed in Table 4.14 for each corresponding modulation mode. The codes rates
were chosen to be similar to those used for the turbo block coded scheme for compar-
ison purposes. Finally, the switching thresholds for the AQAM scheme are shown in
Table 4.15, which were experimentally set, in order to achieve a target BER of 0:01%.

AQAM Turbo Interleaver (Bits) Code Rates
Scheme I0 I1 I2 I3 R0 R1 R2 R3

FCVI-TCONV-AQAM 513 1026 2052 3078 0:75 0:75 0:75 0:75
P-TCONV-AQAM 513 1026 2052 3078 0:75 0:75 0:75 0:75

VR-TCONV-AQAM 513 1026 2280 3694 0:75 0:75 0:83 0:90

Table 4.14: The turbo interleaver size and the corresponding code rates for each modulation mode uti-
lized in the FCVI-TCONV-AQAM, P-TCONV-AQAM and VR-TCONV-AQAM turbo
convolutional coded schemes. A RSC code of CC(2, 1, 3) was used and the notations
shown accrued from Equations 4.1 and 4.7.

The performance results of these schemes are shown in Figure 4.24, where the equiva-
lent turbo block coded AQAM performance is displayed for comparison. The BER perfor-
mance of the turbo convolutional coded AQAM schemes and the turbo block coded AQAM
schemes were similar and in both cases the target BER of 0:01% was achieved. The charac-
teristics of the results are similar to those of the turbo block coded AQAM schemes, which
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Figure 4.24: Performance of various turbo convolutional coded AQAM schemes, which utilized the
RSC code CC (2, 1, 3) and the non-spread data burst of Figure 3.13. The turbo interleaver
size, code rates and switching thresholds are listed in Tables 4.14 and 4.15. The generic
simulation parameters are shown in Table 4.1 and the turbo block coded performance with
similar parameters is also shown for comparison.
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AQAM Coded Switching Thresholds (dB)
Scheme t

c

1 t
c

2 t
c

3 t
c

4 t
c

5 t
c

6 t
c

7 t
c

8

FCVI-TCONV-AQAM 2:99 5:01 11:55 18:01 � � � �

P-TCONV-AQAM 2:99 2:99 5:01 5:01 11:55 11:55 18:01 23:76

VR-TCONV-AQAM 2:99 5:01 12:05 20:01 � � � �

Table 4.15: The switching thresholds for each modulation mode utilized in the FCVI-TCONV-
AQAM, P-TCONV-AQAM and VR-TCONV-AQAM turbo convolutional coded
schemes. A RSC code of CC(2, 1, 3) was used and the notations shown accrued from
Equations 4.1 and 4.7.

were discussed in Sections 4.5, 4.7.1 and 4.7.2 and hence can be interpreted similarly. At
low to medium average channel SNRs, a slight SNR gain was achieved by the turbo block
coded AQAM schemes in terms of the associated BPS performances, when compared to the
BPS curve of the turbo convolutional coded AQAM schemes, as evidenced by Figure 4.24.
This was consistent with our expectations, since the switching thresholds of the turbo con-
volutional coded AQAM schemes were higher than that of the turbo block coded AQAM
schemes. Consequently, the higher-order modulation modes were utilized more often at low
average channel SNRs in the turbo block coded AQAM schemes. However at high average
channel SNRs the maximum throughput of the turbo convolutional coded AQAM schemes
were higher due to their slightly higher code rate, when compared to the turbo block coded
AQAM schemes. Their associated BER versus channel SNR curves were fairly similar in
all these sub-figures of Figure 4.24, although the turbo convolutional code had typically a
slightly better BER.

In this section, we have applied a RSC code as the component code in our turbo codec.
Subsequently, the turbo codec was applied in the context of fixed modulation modes, where
the BER performance degraded by approximately 1 � 2dB, when compared to the turbo
block coded schemes. However, the complexity of the turbo convolutional coded scheme
was significantly lower than that of the turbo block coded schemes, as discussed in Section
4.9. Consequently, we applied the turbo convolutional coded scheme in a wideband AQAM
scheme, where the performance achieved was comparable to that of the turbo block coded
AQAM schemes. In the next section we will explore the recently developed family of it-
erative equalization and channel decoding techniques, a scheme which is termed as turbo
equalization.

4.10 Turbo Equalization

The concept of turbo equalizers is based on a joint iterative channel equalization and decoding
technique [129], whereby the channel decoder is utilized in order to improve the performance
of the equalization process and vice-versa in an iterative regime. Turbo equalization was
pioneered by Douillard, Picart, Jézéquel, Didier, Berrou and Glavieux in 1995 [129]. In this
contribution, the implementation of the turbo equalizer was derived by utilizing the previous
iterative turbo decoding techniques, which were appropriately modified and incorporated in a
so-called serially concatenated system, as shown in Figure 4.25. The detailed schematic of the
turbo equalizer is shown in Figure 4.26, which consists of a Soft In/Soft Out (SISO) equalizer
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and a SISO convolutional decoder. These components are implemented based on the Log-
MAP algorithm, which utilizes soft inputs and produces soft outputs. The implementation of
the Log-MAP algorithm is similar to that of the turbo decoding scheme, which is described in
Appendix A.1 [140]. Furthermore, these components are separated by a channel interleaver
and deinterleaver, as shown in Figure 4.26. In our subsequent discussions the notations L E

and LD represent the output Log Likelihood Ratio (LLR) of the SISO equalizer and that of
the SISO decoder, respectively. The subscripts a, p and e denote the a priori, a posteriori and
extrinsic values, respectively.

Channel Turbo 
Equaliser

BPSK 
Modulator

Channel
Interleaver

Convolutional
Encoder

Figure 4.25: Schematic of the serially concatenated convolutional coded BPSK system, which per-
formed the equalization, demodulation and channel decoding iteratively, as proposed by
Douillard et al [129].

MAP Equaliser MAP Conv 
Decoder

Interleaver
Channel

Channel

Deinterleaver
Channel
Output

Output LLR

La
LE
p

LE
e

LD
e�int

LE
e�deint

LD
e

LD
p

Figure 4.26: Schematic of the turbo equalizer [129] portraying the iterative structure of the equalizer
and channel decoder.

Referring to Figure 4.26, the a posteriori informationLE

p
, for the coded bits was produced

by the SISO equalizer upon utilizing the channel outputs and the a priori information L a,
which was derived by the SISO decoder in the previous iteration. The extrinsic information
of the equalizer LE

e
, was calculated by removing the contribution of the a priori information

La, from the a posteriori information LE

p
of the equalizer, as shown in Figure 4.26. This

essentially removed the contribution of the SISO decoder due to the previous iteration. The
extrinsic informationLE

e
, of the equalizer was subsequently deinterleaved, yieldingL e�deint

and utilized as the input to the SISO channel decoder. Consequently the SISO decoder pro-
duced the a posteriori information LD

p
, of the coded bits. The extrinsic information LD

e
,

produced by the SISO decoder was derived by removing the deinterleaved extrinsic informa-
tion Le�deint, of the SISO equalizer from the SISO decoder’s output LD

p
as shown in Figure

4.26. Consequently, the a priori information La for the next iteration, which was produced
after interleaving the extrinsic information LD

p
, of the SISO decoder was independent of any
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Transmission Burst type: Non-Spread Speech Burst
of Figure 3.13.

SISO Equalizer:
Algorithm : Log-MAP
SISO Decoder:
Algorithm : Log-MAP
Code Type : Recursive Systematic

Convolutional Code
Rate : 1

2

Constraint Length, K : 5
Octal Generator Polynomials : G0 = 35; G1 = 23
Channel Interleaver size : 4032
Channel Parameters:
Three Equal Rayleigh-faded Weights 0:5773+ 0:5773z�1 + 0:5773z�2

Normalised Doppler Frequency: 3:25� 10�5

Table 4.16: Generic simulation parameters used in our turbo equalization experiments.

contribution by the SISO equalizer. This process was repeated in an iterative regime, in order
to produce a better estimate of the coded bits and consequently a better BER performance.

It is important to note that, unlike in the turbo decoding process, the output of the SISO
convolutional decoder consists of both the source and parity LLR values. The technique used
to calculate these parity LLR values was derived as an extension of the Log-MAP algorithm,
which is described in Appendix A.1.3 [140]. Let us now consider the performance of our
turbo-equalized fixed mode modems.

4.10.1 Fixed Modulation Performance With Perfect Channel Estima-
tion

In this section the turbo equalizer is implemented in the context of fixed modulation modes
of BPSK, 4QAM and 16QAM. The results are shown in Figure 4.27, where the experimental
parameters of Table 4.16 were utilized. In these results the performance of the turbo equal-
izer in conjunction with one to four iterations was shown for comparison. Referring to Figure
4.27, the BER performance improved upon increasing the number of iterations for all modu-
lation modes. This illustrated the improvement of the estimation of the coded bits as a result
of the iterative decoding and equalization process. The maximum iteration gains achieved
after 4 iterations were 0:7dB, 1:0dB and 2:0dB for the modulation modes of BPSK, 4QAM
and 16QAM, respectively. The iteration gain was defined as the difference between the chan-
nel SNR required in order to achieve a certain BER after one iteration and the corresponding
channel SNR required after n number of iterations. In Figure 4.27 the law of diminishing
returns was observed on the iteration gain, where the gain of subsequent iterations decreased.

The iteration gain was higher for the higher-order modulation mode of 16QAM, when
compared to that of the BPSK and 4QAM modulation modes. In this respect, the Euclidean
distance between two neighbouring points in the 16QAM constellation was smaller and hence
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Figure 4.27: Performance of the turbo equalizer for one to four iterations in conjunction with different
modulation modes and using perfect CIR estimation. The generic simulation parameters
are listed in Table 4.16.
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it was more gravely affected by ISI and noise. Consequently the BER performance after
one iteration incurred higher degradation, when compared to the more robust lower-order
modulation modes. However, the impact of ISI was reduced significantly for the subsequent
iterations, which resulted in a higher iteration gain for the 16QAM mode. Lastly, a 2� 3dB
extra channel SNR was required for maintaining a BER similar to that over the non-dispersive
AWGN channel.

4.10.2 Fixed Modulation Performance With Iterative Channel Estima-
tion

In our previous experiments, perfect CIR estimation was utilized, which produced an upper-
bound performance for the turbo equalizer. However, in this section, the estimation of the
fading CIR is implemented iteratively.

In order to exploit the iterative regime of the turbo equalizer, the CIR was estimated after
each iteration, in order to produce a more accurate CIR estimation. In the first iteration, the
CIR was estimated by utilizing the mid-amble sequence shown in Figure 3.13 and subse-
quently the CIR was utilized in the equalization process. However, for the subsequent itera-
tions, the CIR was re-estimated by utilizing the entire transmission frame’s symbols derived
from the a posteriori coded bits of the SISO channel decoder. The a posteriori information
was transformed from the log domain to modulated symbols using the approach employed
by Glavieux et al. in Reference [148].

11100001

-3 +1-1 +3

Figure 4.28: The Gray mapping of the 16QAM mode depicting the in-phase or quadrature-phase com-
ponents and the corresponding bits assignments.

In order to highlight the philosophy of the soft mapper approach, let us consider an exam-
ple using the in-phase component of the 16QAM modulation mode, where the constellation
points employed Gray mapping, as shown in Figure 4.28. In this constellation mapping, the
nth 16QAM symbol dn = an + jbn, was associated with four coded data bits represented
by Cn;i, where i = 1; 2; 3; 4. Consequently, the first two bits Cn;1 and Cn;2, determined
the in-phase component of the 16QAM symbol an, and similarly, the last two bits Cn;3 and
Cn;4 determined the quadrature-phase component of the 16QAM symbol b n. By utilizing the
LLR values of each individual bit at the output of the SISO decoder, the average soft in-phase
and quadrature-phase component of the symbol, denoted by �a n and �bn can be calculated as
follows [148]:

�an = 3 � P
�
Cn;1 = 1; Cn;2 = 1

	
+ 1 � P

�
Cn;1 = 1; Cn;2 = 0

	
�1 � P

�
Cn;1 = 0; Cn;2 = 0

	
� 3 � P

�
Cn;1 = 0; Cn;2 = 1

	
; (4.11)
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�bn = 3 � P
�
Cn;3 = 1; Cn;4 = 1

	
+ 1 � P

�
Cn;3 = 1; Cn;4 = 0

	
�1 � P

�
Cn;3 = 0; Cn;4 = 0

	
� 3 � P

�
Cn;3 = 0; Cn;4 = 1

	
; (4.12)

where P
�
x = 1; y = 1

	
represented the joint probability that the variable x was a logical one

and y was a logical one. The constant factors of 3 and 1 in Equations 4.11 and 4.12 denoted
the amplitude imposed by the mapping constellation shown in Figure 4.28. The output LLR
L
�
Cn;i

	
, of the coded bits was defined as the log of the ratio of the probabilities of the bit

taking its two possible values :

L
�
Cn;i

	
= ln

(
P (Cn;i = 1)

P (Cn;i = 0)

)
; for i = 1; 2; 3; 4: (4.13)

By exploiting the relationship that P (Cn;i = 1) = 1 � P (Cn;i = 0) and P (Cn;i = 0) =
1� P (Cn;i = 1), we can rewrite Equation 4.11 and 4.12 as :

�an =
eL(Cn;1)(3:eL(Cn;2) + 1)� 1� 3:eL(Cn;2)

(1 + eL(Cn;1))(1 + eL(Cn;2))
; (4.14)

�bn =
eL(Cn;3)(3:eL(Cn;4) + 1)� 1� 3:eL(Cn;4)

(1 + eL(Cn;3))(1 + eL(Cn;4))
: (4.15)

Hence, for every iteration �an and �bn were calculated, in order to represent the estimated
transmitted symbols of the entire frame, which was subsequently used in the CIR estimator.
Due to the iterative structure of the CIR estimator, the simple Least Mean Square (LMS)
adaptive algorithm [94] was implemented, which obeyed the following equation:

ĥ(k + 1) = ĥ(k) + �u(k)[r�(k)� u�T (k)ĥ(k)]; (4.16)

where ĥ(k) and u(k) represented the estimated CIR vector and the training sequence vector
at time n, respectively. The channel’s output symbol was denoted by r(k) and � was termed
as the step-size of the LMS algorithm. Since this algorithm is widely known and utilized [94],
the detailed mechanism of this algorithm is not explored here any further.

The step-size for the initial CIR estimation in the first iteration was set to 0:05 and for
subsequent iterations the step-size was reduced to 0:01. In the first iteration the training of
the CIR estimator was restricted to the length of the mid-amble sequence. Hence, in this
situation, a higher step-size was chosen in order to facilitate fast convergence at the expense
of the accuracy of the CIR estimates [94]. However for subsequent iterations the training
length was extended to the entire transmitted frame. Consequently the step-size was reduced,
in order to improve the accuracy of the CIR estimates [94]. The specific step size values were
chosen in order to satisfy the convergence limits specified by Haykin [94].

The performance of the iterative CIR estimator in a turbo equalizer is shown in Figure
4.29 for the modulation modes of BPSK, 4QAM and 16QAM [149]. The simulation parame-
ters used in this experiment are listed in Table 4.16. In each of these figures, the performance
of the system employing perfect CIR estimation after four iterations was also depicted for
comparison. Referring to Figure 4.29, the performance upon utilizing the iterative CIR esti-
mator approached that of the perfect estimation case. This was a result of the iterative nature
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Figure 4.29: Performance of the turbo equalizer for one to four iterations in conjunction with different
modulation modes. The iterative LMS CIR estimator described in Section 4.10.2 was
utilized and the other simulation parameters are listed in Table 4.16. The performance
with perfect CIR estimation is also shown for comparison.

of the turbo equalizer, where the reliability of the decoded information increased for every
subsequent iteration. Consequently, the iterative CIR estimator exploited the increased reli-
ability of the decoded symbols, in order to yield an improved channel estimate for the SISO
equalizer. This then yielded a more reliable output from the SISO equalizer. Following the
above rudimentary introduction to turbo equalization, let us now quantify its performance in
a wideband AQAM scenario.
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4.10.3 Turbo Equalisation in Wideband Adaptive Modulation

In our previous experiments involving the wideband AQAM scheme, the output SNR of the
DFE was used as a measure of the channel quality and subsequently used as a switching
metric. However, in implementing the turbo equalizer in the context of wideband AQAM
scheme, the SISO equalizer did not provide an SNR estimate in order to ascertain the channel
quality on a burst by burst basis. Consequently, we propose to utilize the output SNR of the
DFE - which was defined in Equation 3.6 - as the switching metric in an amalgamated wide-
band AQAM and turbo equalization scheme. In order to justify its utilization, the channel
quality, which was quantified in terms of the output SNR of the DFE also had to indicate
the performance of the SISO equalizer in terms of the BER. Consequently, we evaluated the
correlation between the number of erroneous decisions produced by the SISO equalizer and
the output SNR of the DFE on a burst-by-burst basis. This is shown in Figure 4.30, where
a 4QAM mode was utilized at a channel SNR of 8dB over a symbol-spaced, equal-weight
three-path fading channel. Referring to this figure, the number of error events for the SISO
equalizer exhibited a good correlation with the output SNR of the DFE, where the number of
error events increased, whenever the output SNR of the DFE decreased and vice versa. Con-
sequently, we can justify the utilization of the output SNR of the DFE as a switching metric in
the SISO equalizer [149]. Due to the iterative structure of the turbo equalizer, the switching
thresholds were set experimentally, in order to achieve a target BER of approximately 0:01%.
Hence the switching thresholds were set as follows : t1 = �1:5dB, t2 = 2:5dB, t3 = 6:5dB
and t4 = 1dB. The iterative LMS-based CIR estimator of Equation 4.16 was also utilized
and the simulation parameters were set according to Table 4.16. The BER performance of
the joint turbo equalization and AQAM scheme is depicted in Figure 4.31, where the wide-
band AQAM upper-bound performance employing perfect CIR estimation after four turbo
equalization iterations was also shown for comparison [149]. Referring to Figure 4.31, the
approximate target BER of 0:01% was achieved and maintained after four iterations. Fur-
thermore, the performance of the wideband AQAM scheme with iterative CIR estimation
approached that of the perfect CIR-assisted upper-bound scenario. The BPS performance of
the wideband AQAM scheme is shown in Figure 4.32, where the associated performance of
the fixed modulation modes of BPSK and 4QAM at a target BER of 0:01% are also depicted
for comparison. For a BPS of 0:5, which was equivalent to the throughput of a half-rate coded
BPSK mode, a channel SNR gain of 1:7dB was achieved by the wideband AQAM scheme.
Similarly an SNR gain of 1:5dB was recorded by the wideband AQAM scheme at a target
throughput of one bit per symbol, which was the throughput achieved by a half-rate coded
4QAM mode.

In implementing the turbo equalizer, the complexity incurred in terms of the number of
states for the SISO equalizer was equal to mL, where m was the number of constellation
points of the modulation mode and L was the CIR memory length. Hence for higher-order
modulation modes such as 64QAM, the complexity incurred was impractical even with a
CIR memory length of two symbol-durations. Consequently, throughout our discussions on
the turbo equalizer, the 64QAM mode was not utilized. Furthermore, we have restricted the
length of the channel memory to two symbol-durations in order to reduce the complexity.
Clearly, the complexity issues of this system may render it impractical especially in high
delay-spread environments. Let us now review the findings of this chapter.



4.11. BURST-BY-BURST ADAPTIVE WIDEBAND CODED MODULATION 171

0.0 0.1 0.2 0.3 0.4 0.5
Time(s)

-6

-4

-2

0

2

4

6

8

10

12

14

D
FE

SN
R

E
st

im
at

e
(d

B
)

0.0 0.1 0.2 0.3 0.4 0.5
Time(s)

0

10

20

30

40

50

60

N
o.

of
E

rr
or

s
pe

r
B

ur
st

No. of Errors for the LOG MAP Equalizer
DFE SNR Output Estimate
4QAM, Channel SNR = 8dB

Figure 4.30: Variation of the number of errors per transmission burst produced by the Log-MAP equal-
izer and the corresponding output SNR estimate of the DFE using the 4QAM mode at a
channel SNR of 8dB. The simulation parameters are listed in Table 4.16.

4.11 Burst-by-Burst Adaptive Wideband Coded Modula-
tion

S. X. Ng, C. H. Wong and L. Hanzo

4.11.1 Introduction

Trellis Coded Modulation (TCM) [150], which is based on combining the functions of coding
and modulation, is a bandwidth efficient scheme that has been widely recognized as an excel-
lent error control technique suitable for applications in mobile communications [151, 152].
Turbo Trellis Coded Modulation (TTCM) [153] is a more recent channel coding scheme
that has a structure similar to that of the family of power efficient binary turbo codes [131],
but employs TCM codes as component codes. Rate 2=3 TTCM was shown in [153] to be
0:5 dB better in Signal-to-Noise Ratio (SNR) terms, than binary turbo codes over AWGN
channels using 8-level Phase Shift Keying (8PSK). TTCM was also shown to outperform
a similar-complexity TCM scheme in the context of Orthogonal Frequency Division Multi-
plexing (OFDM) transmission over various dispersive channels [154]. In this latter context,
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Figure 4.31: Performance of the turbo equalizer for four iterations in conjunction with the wideband
AQAM scheme. The iterative LMS CIR estimator described in Section 4.10.2 was utilized
and the other simulation parameters are listed in Table 4.16. The performance with perfect
CIR estimation is also shown for comparison.

the individual OFDM subcarriers experienced effectively narrowband fading and the TCM as
well as TTCM complexity were rendered similar by adjusting the number of turbo iterations
and code constraint length. However, the above fixed mode transceiver failed to exploit the
time varying nature of the mobile radio channel.

By contrast, in BbB adaptive schemes [1, 15, 17, 19, 34, 130, 143] a higher order mod-
ulation mode is employed, when the instantaneous estimated channel quality is high in or-
der to increase the number of Bits Per Symbol (BPS) transmitted and conversely, a more
robust lower order modulation mode is employed, when the instantaneous channel quality
is low, in order to improve the mean Bit Error Rate (BER) performance. Uncoded adap-
tive schemes [1, 15, 19, 34] and coded adaptive schemes [17, 130] have been investigated for
narrowband fading channels. Finally, a turbo coded wideband adaptive scheme assisted by
Decision Feedback Equalizer (DFE) was investigated in [143].

In our practical approach the transmitter A obtains the channel quality estimate generated
by receiver B upon receiving the transmission of transmitter B. In other words, the modem
mode required by receiver B is superimposed on the transmission burst of transmitter B.
Hence a delay of one transmission burst duration is incurred. In the literature, adaptive coding
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Figure 4.32: Throughput performance of the turbo equalizer for four iterations in conjunction with the
wideband AQAM scheme. The iterative LMS CIR estimator described in Section 4.10.2
was utilized and the other simulation parameters are listed in Table 4.16. The throughput
of the half-rate coded BPSK and 4QAM modes was also depicted for comparison.

for time-varying channels using outdated fading estimates has been investigated in [155].

Over wideband fading channels the DFE employed will eliminate most of the intersym-
bol interference (ISI). Consequently, the mean-squared error (mse) at the output of the DFE
can be calculated and used as the metric invoked to switch the modulation modes [15].
This ensures that the performance is optimised by employing equalization and BbB adap-
tive TCM/TTCM jointly, in order to combat the signal power fluctuations and the ISI of the
wideband channel.

This section is organized as follows. In Section 4.11.2, the system is outlined. In Sec-
tion 4.11.3, the performance of fixed-mode TCM and TTCM schemes is evaluated. Sec-
tion 4.11.4contains the detailed characterisation of the BbB adaptive TCM/TTCM schemes
in System I and System II. In Section 4.11.5, we compare the proposed schemes with other
adaptive coded modulation schemes such as Bit-Interleaved Coded Modulation [156]. Fi-
nally, we will conclude in Section 4.11.6.
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Figure 4.33: The impulse response of a COST 207 Typical Urban (TU) channel [125].

4.11.2 System Overview

The multi-path channel model is characterized by its discretised symbol-spaced COST207
Typical Urban (TU) channel impulse response [125], as shown in Figure 4.33. Each path is
faded independently according to a Rayleigh distribution and the corresponding normalised
Doppler frequency is 3:25� 10�5, the system Baud rate is 2:6 MBd, the carrier frequency
is 1:9 GHz and the vehicular speed is 30mph. The DFE incorporated 35 feed-forward taps
and 7 feedback taps and the transmission burst structure used is shown in Figure 4.34. When
considering a Time Division Multiple Access (TDMA)/Time Division Duplex (TDD) system
of 16 slots per 4:615ms TDMA frame, the transmission burst duration is 288 �s, as specified
in the Pan-European FRAMES proposal [126].

The following assumptions are stipulated. Firstly, we assume that the equalizer is capable
of estimating the Channel Impulse Response (CIR) perfectly from the equaliser training se-
quence of Figure 4.34. Secondly, the CIR is time-invariant for the duration of a transmission
burst, but varies from burst to burst according to the Doppler frequency, which corresponds
to assuming that the CIR is slowly varying. The error propagation of the DFE will degrade
the estimated performance, but the effect of error propagation is left for further study.

At the receiver, the CIR is estimated, which is then used to calculate the DFE coefficients
[4]. Subsequently, the DFE is used to equalize the ISI-corrupted received signal. In addition,
both the CIR estimate and the DFE feed-forward coefficients are utilized to compute the SNR
at the output of the DFE. More specifically, by assuming that the residual ISI is near-Gaussian
distributed and that the probability of decision feedback errors is negligible, the SNR at the
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Figure 4.34: Transmission burst structure of the FMA1 non-spread data as specified in the FRAMES
proposal [126].

output of the DFE, 
dfe, is calculated as [15]:


dfe =
Wanted Signal Power

Residual ISI Power + Effective Noise Power
:

=
E
h
jsk
PNf

m=0Cmhmj
2
i

P
�1

q=�(Nf�1)
E
h
j
PNf�1

m=0 Cmhm+qsk�q j
2
i
+No

PNf

m=0 jCmj
2
; (4.17)

where Cm and hm denotes the DFE’s feed-forward coefficients and the CIR, respectively.
The transmitted signal is represented by sk and No denotes the noise spectral density. Lastly,
the number of DFE feed-forward coefficients is denoted by N f .

The equalizer’s SNR, 
dfe, in Equation 4.17, is then compared against a set of adaptive
modem mode switching thresholds fn, and subsequently the appropriate modulation mode
is selected [15]. The modem mode required by receiver B is then fed back to transmitter
A. The modulation modes that are utilized in this scheme are 4QAM, 8PSK, 16QAM and
64QAM [4].

The simplified block diagram of the BbB adaptive TCM/TTCM System I is shown in
Figure 4.35, where no channel interleaving is used. Transmitter A extracts the modulation
mode required by receiver B from the reverse-link transmission burst in order to adjust the
adaptive TCM/TTCM mode suitable for the channel. This incurs one TDMA/TDD frame
delay between estimating the actual channel condition at receiver B and the selected mod-
ulation mode of transmitter A. Better channel quality prediction can be achieved using the
techniques proposed in [11]. We invoke four encoders, each adding one parity bit to each
information symbol, yielding the coding rate of 1=2 in conjunction with the TCM/TTCM
mode of 4QAM, 2=3 for 8PSK, 3=4 for 16QAM and 5=6 for 64QAM.

The design of TCM schemes for fading channels relies on the time and space diversity
provided by the associated coder [151, 157]. Diversity may be achieved by repetition coding
(which reduces the effective data rate), spaced-time coded multiple transmitter/receiver struc-
tures [158] (which increases cost and complexity) or by simple interleaving (which induces
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Figure 4.35: System I without channel interleaver. The equalizer’s output SNR is used to select a
suitable modulation mode, which is fed back to the transmitter on a burst-by-burst basis.

latency). In [159] adaptive TCM schemes were designed for narrowband fading channels util-
ising repetition-based transmissions during deep fades along with ideal channel interleavers
and assuming zero delay for the feedback of the channel quality information.

Figure 4.36 shows the block diagram of System II, where symbol-based channel inter-
leaving over four transmission bursts is utilised, in order to disperse the bursty symbol errors.
Hence, the coded modulation module assembles four bursts using an identical modulation
mode, so that they could be interleaved using the symbol-by-symbol random channel inter-
leaver without the need of adding dummy bits. Then, these four-burst TCM/TTCM packets
are transmitted to the receiver. Once the receiver has received the 4 th burst, the equalizer’s
output SNR for this most recent burst is used to choose a suitable modulation mode. The
selected modulation mode is fed back to the transmitter on the reverse link burst. Upon
receiving the modulation mode required by receiver B (after one TDMA frame delay), the
coded modulation module assembles four bursts of data from the input buffer for coding and
interleaving, which are then stored in the output buffer ready for the next four bursts transmis-
sion. Thus the first transmission burst exhibits one TDMA/TDD frame delay and the fourth
transmission burst exhibits four frame delay, which is the worst-case scenario.

Soft decision trellis decoding utilizing the Log-Maximum A Posteriori (Log-MAP) al-
gorithm [139] was invoked for TCM/TTCM decoding. The Log-MAP algorithm is a nu-
merically stable version of the MAP algorithm operating in the log-domain, in order to re-
duce its complexity and to mitigate the numerical problems associated with the MAP algo-
rithm [138]. The TCM scheme invokes Ungerboeck’s codes [150], while the TTCM scheme
invokes Robertson’s codes [153]. A component TCM code memory of 3 was used for the
TTCM scheme. The number of turbo iterations for TTCM was fixed to 4 and hence it exhib-
ited a similar decoding complexity to the TCM code of memory 6.

In the next section we present simulation results for our fixed-mode transmissions.



4.11. BURST-BY-BURST ADAPTIVE WIDEBAND CODED MODULATION 177

ModulatorBuffer

Buffer

4
/

4
/

Encoder
1
/

1
/

1
/

1
/

4
/

4
/

Buffer

Buffer

4
/

1
/

1
/

4
/

Mode Switching

Decoder
Deinterleaver
Channel

Wideband
Fading

Channel

DFE
Demodulator

Interleaver
Channel

Data

Data

Output SNR

Figure 4.36: System II with channel interleaver length of 4 TDMA/TDD bursts. Data is entered into
the input buffer on a burst-by-burst basis and the modulator modulates coded data from
the output buffer for transmission on a burst-by-burst basis. The encoder and channel
interleaver as well as the decoder and channel deinterleaver operate on a 4-burst basis.
The equalizer’s output SNR of the 4th burst is used to select a suitable modulation mode
and fed back to the transmitter on the reverse link burst.

4.11.3 Performance of the Fixed Modem Modes

Before characterising the proposed wideband BbB adaptive scheme, the BER performance
of the fixed modem modes of 4QAM, 8PSK, 16QAM and 64QAM are studied both with
and without channel interleavers. These results are shown in Figure 4.37 for TCM, while
in Figure 4.38 for TTCM. The random TTCM symbol-interleaver memory was set to 684
symbols, corresponding to the number of data symbols in the transmission burst structure of
Figure 4.34, where the corresponding number of bits was the number of data bits per symbol
(BPS) � 684. A channel interleaver of 4 � 684 symbols was utilised, where the number
of bits was (BPS + 1)� 4 � 684 bits, since one parity bit was added to each TCM/TTCM
symbol.

As expected, in Figures 4.37 and 4.38 the BER performance of the channel-interleaved
scenario was superior compared to that without channel interleaver, although at the cost of
an associated higher transmission delay. The SNR-gain difference between the channel in-
terleaved and non-interleaved scenarios was about 5 dB in the TTCM/4QAM mode, but this
difference reduced for higher-order modulation modes. Again, this gain was obtained at the
cost of a four-burst channel interleaving delay. This SNR-gain difference shows the impor-
tance of time diversity in coded modulation schemes.

TTCM has been shown to be more efficient than TCM for transmissions over AWGN
channels and narrowband fading channels [153, 154]. Here, we illustrate the advantage of
TTCM in comparison to TCM over the dispersive or wideband Gaussian CIR of Figure 4.33
as seen in Figure 4.39. In conclusion, TTCM is superior to TCM in a variety of channels.

Let us now compare the performance of the BbB adaptive TCM/TTCM system I and II.
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Figure 4.37: TCM performance of each individual modulation mode over the Rayleigh fading
COST207 TU channel of Figure 4.33. A TCM code memory of 6 was used, since it had a
similar decoding complexity to TTCM in conjunction with 4 iterations using a component
TCM code memory of 3.

4.11.4 Performance of System I and System II

The modem mode switching mechanism of the adaptive schemes is characterised by a set of
switching thresholds, the corresponding random TTCM symbol-interleavers and the compo-
nent codes, as follows:

Modulation Mode =

8>><
>>:

4QAM; I0 =684; R0 =1/2 if 
DFE � f1
8PSK; I1 =1368; R1 =2/3 if f1 < 
DFE � f2
16QAM; I2 =2052; R2 =3/4 if f2 < 
DFE � f3
64QAM; I3 =3420; R3 =5/6 if 
DFE > f3,

(4.18)

where fn; n = 1:::3 are the equalizer’s output SNR thresholds, while In represents the ran-
dom TTCM symbol-interleaver size in terms of the number of bits, which is not used for the
TCM schemes. The switching thresholds fn were chosen experimentally, in order to maintain
a BER of below 0:01% and these thresholds are listed in Table 4.17.

Let us consider the adaptive TTCM scheme in order to investigate the performance of
System I and System II. The BER and BPS performances of both adaptive TTCM systems
using 4 iterations are shown in Figure 4.40, where we observed that the throughput of System
II was superior to that of System I. Furthermore, the overall BER of System II was lower
than that of System I. In order to investigate the switching dynamics of both systems, the
mode switching together with the equalizer’s output SNR was plotted versus time at an aver-
age channel SNR of 25 dB in Figures 4.41 and 4.42. Observe in Table 4.17 that the switching
thresholds, fn of System II are lower, than those of System I, since the fixed mode based
results of System II in Figure 4.38 were better. Hence higher-order modulation modes were
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Figure 4.38: TTCM performance of each individual modulation mode over the Rayleigh fading
COST207 TU channel of Figure 4.33. A component TCM code memory of 3 was used
and the number of turbo iterations was 4. The performance of the TCM code with memory
6 utilising a channel interleaver was also plotted for comparison.

BER < 0.01 % Switching Thresholds
Adaptive System Type f1 f2 f3
TCM, Memory 3 System I 19:56 23:91 30:52

System II 17:17 21:91 29:61
TCM, Memory 6 System I 19:56 23:88 30:07

System II 17:14 21:45 29:52
TTCM, 4 iterations System I 19:69 23:45 30:29

System II 16:66 21:40 28:47
BICM, Memory 3 System I 19:94 24:06 31:39
BICM-ID, 8 iterations System II 16:74 21:45 28:97

Table 4.17: The switching thresholds were set experimentally in order to achieve a target BER of below
0:01%. System I does not utilise a channel interleaver, while System II uses a channel
interleaver length of 4 TDMA/TDD bursts.

chosen more frequently, than in System I, giving a better BPS throughput. From Figure
4.41 and 4.42, it is clear that System I was more flexible in terms of mode switching, while
System II benefitted from higher diversity gains due to the 4-burst channel interleaver. This
diversity gain compensated for the loss of switching flexibility, ultimately providing a better
performance in terms of BER and BPS, as seen in Figure 4.40.

In our next endeavour, the adaptive TCM and TTCM schemes of System I and System
II are compared. Figure 4.43 shows the BER and BPS performance of System I for adaptive



180 CHAPTER 4. CHANNEL-CODED WIDEBAND ADAPTIVE MODULATION

$RCSfile: logber-vs-csnr-ttcm-tcm-4mode-gaussian.gle,v $ $Date: 2000/05/11 13:03:27 $

0 2 4 6 8 10 12 14 16 18 20 22 24
Channel SNR (dB)

10-6

10-5

10-4

10-3

10-2

10-1

100

B
it

E
rr

or
R

at
io

TCM mem-6
TTCM 4-it

64QAM
16QAM
8PSK
4QAM

Figure 4.39: TTCM and TCM performance of each individual modulation mode over the unfaded
COST207 TU channel of Figure 4.33. The TTCM scheme used component TCM codes
of memory 3 and the number of turbo iterations was 4. The performance of the TCM
scheme with memory 6 was plotted for comparison with the similar-complexity TTCM
scheme.

TTCM using 4 iterations, adaptive TCM of memory 3 (which was the component code of our
TTCM scheme) and adaptive TCM of memory 6 (which had a similar decoding complexity
to our TTCM scheme). As it can be seen from the fixed mode results of Figures 4.37 and 4.38
in the previous section, TCM and TTCM performed similarly in terms of their BER, when no
channel interleaver was used for this slow fading wideband channel. Hence, they exhibited a
similar performance in the adaptive schemes of System I, as shown in Figure 4.43. Even the
TCM scheme of memory 3 associated with a lower complexity could give a similar BER and
BPS performance. This shows that the equalizer plays a dominant role in System I, where
the coded modulation schemes could not benefit from sufficient diversity due to the lack of
interleaving.

When the channel interleaver is introduced in System II, the bursty symbol errors are
dispersed. Figure 4.44 illustrates the BER and BPS performance of System II for adaptive
TTCM using 4 iterations, adaptive TCM of memory 3 and adaptive TCM of memory 6. The
performance of all these schemes improved in the context of System II, as compared to the
corresponding schemes in System I. The TCM scheme of memory 6 had a lower BER, than
TCM of memory 3, and also exhibited a small BPS improvement. As expected, TTCM had
the lowest BER and also the highest BPS throughput compared to the other coded modulation
schemes.

In summary, we have observed BER and BPS gains for the channel interleaved adaptive
coded schemes of System II in comparison to the schemes without channel interleaver in
System I. Adaptive TTCM exhibited a superior performance in comparison to adaptive TCM
in Systems II.
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Figure 4.40: BER and BPS performance of adaptive TTCM with 4 turbo iterations in System I (without
channel interleaver) and in System II (with a channel interleaver length of 4 bursts) for a
target BER of less than 0.01 %. The legends indicate the associated switching thresholds
expressed in dB, as seen in the round brackets.

4.11.5 Performance of Bit-Interleaved Coded Modulation

The above adaptive TCM and TTCM schemes invoked Set-Partitioning (SP) based signal
labeling, in order to achieve a higher Euclidean distance between the unprotected bits of the
constellation, so that parallel trellis transitions can be associated with the unprotected data
bits. This reduced the decoding complexity. In TCM and TTCM random symbol interleavers
were utilised for both the turbo interleaver and the channel interleaver.

Another powerful coded modulation scheme utilising bit-based channel interleaving in
conjunction with Gray signal labeling is referred to as Bit-Interleaved Coded Modulation
(BICM) was proposed in [156, 160]. It combines conventional convolutional codes with
several independent bit interleavers, in order to increase the associated diversity order. With
bit interleavers, the code diversity order can be increased to the binary Hamming distance
of a code, and the number of parallel bit-interleavers equals the number of coded bits in a
symbol [160]. The performance of BICM is better, than that of TCM over uncorrelated (or
fully interleaved) fading channels but worse than that of TCM in Gaussian channels due to
the reduced Euclidean distance imposed by the associated “random modulation” inherent in
a bit-interleaved scheme [160].

Recently, iteratively decoded BICM with SP signal labeling, referred to as BICM-ID has
also been proposed [161–164]. The philosophy of BICM-ID is to increase the Euclidean
distance of the BICM code and to exploit the full advantage of bit interleaving by a simple
iterative decoding technique. BICM-ID was shown to be betther than TCM and BICM in
both AWGN and uncorrelated Rayleigh fading channels in the references. Rate 2=3 BICM-
ID was shown in [162] to be only about 0:5 dB away from TTCM over AWGN channels
using 8PSK.
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Figure 4.41: Equaliser output SNR estimate and Bits/Symbol versus time plot for adaptive TTCM with
4 turbo iterations in System I at an average channel SNR of 25 dB, where the modula-
tion mode switching is based upon the equalizer’s output SNR, which is compared to the
switching thresholds fn defined in Table 4.17. The duration of one TDMA/TDD frame is
4.615 ms. The TTCM mode can be switched after one frame duration.

In order to further benchmark the performance of our BbB adaptive TCM/TTCM system,
an adaptive BICM scheme was constructed using Paaske’s convolutional codes [134] for rate
1=2, 2=3, 3=4 and 5=6, which provides the largest free Hamming distance. The rate 5=6 code
was constructed using a rate 1=2 code and puncturing, following the approach of [165]. An
adaptive BICM-ID scheme was also constructed with soft-decision feedback based iterative
decoding method [164].

Figure 4.45 shows the fixed modem modes performance for TCM, TTCM, BICM and
BICM-ID in the context of System II. For the sake of a fair comparison of the decoding
complexity, we used a TCM code memory of 6, TTCM code memory of 3 with 4 turbo itera-
tions, BICM code memory of 6 and a BICM-ID code memory of 3 with 8 decoding iterations.
However, BICM-ID had a slightly higher decoding complexity, since the demodulator was
invoked in each BICM-ID iteration, whereas in the BICM, TCM and TTCM schemes the
demodulator was only visited once in each decoding process. As illustrated in the figure, the
BICM scheme performed marginally better than the TCM scheme at a BER below 0.01 %,
except in the 64QAM mode. Hence, adaptive BICM is also expected to be better than adap-
tive TCM in the context of System II, when a target BER of less than 0.01 % is desired. This
is because when the channel interleaver depth is sufficiently high, the diversity gain of the
BICM’s bit-interleaver is higher than that of the TCM’s symbol-interleaver [156, 160].

Figure 4.46 compares the adaptive BICM and TCM schemes in the context of System
I, i.e. without channel interleaving, although the BICM scheme invoked an internal bit-
interleaver of one burst memory. As it can be seen from the figure, adaptive TCM exhibited
a better BPS throughput and BER performance than BICM, due to insufficient channel inter-
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Figure 4.42: Equaliser output SNR estimate and Bits/Symbol versus time plot for adaptive TTCM with
4 turbo iterations in System II at an average channel SNR of 25 dB, where the modula-
tion mode switching is based upon the equalizer’s output SNR which is compared to the
switching thresholds fn defined in Table 4.17. The duration of one TDMA/TDD frame is
4.615 ms. The TTCM mode is maintained for four frame durations, i.e. for 18.46 ms.

leaving depth for BICM scheme in our slow fading wideband channels.
As observe in Figure 4.45, we noticed that BICM-ID had the worst performance at low

SNRs in each modulation mode compared to other coded modulation schemes. However, it
exhibited a steep slope and therefore at high SNRs it approached the performance of TTCM
scheme. The adaptive BICM-ID and TTCM schemes in the context of System II were com-
pared in Figure 4.46. The adaptive TTCM exibited a better BPS throughput than adaptive
BICM-ID since TTCM had a better performance in fixed modem modes at BER of 0.01 %.
However, adaptive BICM-ID exibited a lower BER performance than adaptive TTCM due to
the high steepness of BICM-ID in fixed modem modes.

4.11.6 Summary and Conclusions

In this section BbB adaptive TCM and TTCM were proposed for wideband fading channels
both with and without channel interleaving and they were characterised in performance terms
over the COST 207 TU fading channel. When observing the associated BPS curves, adap-
tive TTCM exhibited up to 2:5 dB SNR-gain for a channel interleaver length of 4 bursts in
comparison to the non-interleaved scenario, as evidenced in Figure 4.40. Upon comparing
the BPS curves, adaptive TTCM also exhibited up to 0:7 dB SNR-gain compared to adap-
tive TCM of the same complexity in the context of System II for a target BER of less than
0.01 %, as shown in Figure 4.44. Lastly, adaptive TCM performed better than the adap-
tive BICM benchmarker in System I and the adaptive BICM-ID was marginally worse, than
adaptive TTCM in System II as discussed in Section 4.11.5. Our future work will consider
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Figure 4.43: BER and BPS performance of adaptive TCM and TTCM without channel interleaving in
System I, over the Rayleigh fading COST207 TU channel of Figure 4.33. The switch-
ing mechanism was characterized by Equation 4.18. The switching thresholds were set
experimentally, in order to achieve a BER of below 0:01%, as shown in Table 4.17.

space-time coded BbB adaptive schemes.

4.12 Review and Discussion

In this chapter, we have demonstrated the benefits of turbo channel coding in conjunction with
AQAM and channel equalization. In our turbo-coded AQAM schemes we have exploited
the error correction capability of turbo coding in order to improve the coded BPS and BER
performance, where the gains were recorded in Tables 4.11, 4.12 and 4.13 for different turbo
block coded AQAM schemes, which are summarized as follows:

1. FCFI-TBCH-AQAM : In this scheme, a fixed turbo interleaver of size 9984 bits and a
fixed coding rate of 0:7222 was implemented in conjunction with the switching regime
of Equation 4.1.

2. FCVI-TBCH-AQAM : The code rate was fixed to 0:7222 and the turbo interleaver
was varied according to Table 4.3 for each modulation mode, in order to ensure burst
by burst decoding at the receiver.

3. P-TBCH-AQAM : Un-coded modes were added to the switching regime described by
Equation 4.7, in order to increase the system’s throughput. The code rate was set to
0:7222 and the turbo interleaver size was varied according to the size of the transmis-
sion burst, as shown in Table 4.5.

4. VR-TBCH-AQAM : In this final scheme, the code rate and turbo interleaver size were
varied according to Table 4.9 and 4.7, respectively, for each modulation mode.
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Figure 4.44: BER and BPS performance of adaptive TCM and TTCM using a channel interleaver
length of 4 bursts, in System II over the Rayleigh fading COST207 TU channel of Fig-
ure 4.33. The switching mechanism was characterized by Equation 4.18. The switching
thresholds were set experimentally, in order to achieve a BER of below 0:01%, as shown
in Table 4.17.

The FCVI-TBCH-AQAM scheme demonstrated significant throughput gains, when com-
pared to the individual fixed modulation modes, as evidenced by Figure 4.11. In these com-
parisons there were minimal SNR gains for the High-BER schemes, while the Low-BER
FCVI-TBCH-AQAM scheme provided SNR gains of 5:0dB and 1:0dB, when compared to
the small and large channel interleaved based fixed modulation modes, respectively. As a
result of the employment of the channel interleavers, a high transmission delay was incurred
by the constituent fixed modulation modes. By contrast, the FCVI-TBCH-AQAM scheme
employed low-latency burst-by-burst decoding, which might benefit real-time applications,
such as video transmission [166, 167].

These four turbo block coded AQAM schemes were also compared and contrasted in
terms of their BER/SNR gains, BPS/SNR gains and the relative complexities of the schemes,
when compared to the uncoded AQAM scheme having target BERs of 1% and 0:01%. These
complexity comparisons were listed in Table 4.10 for all the coded schemes, where the VR-
TBCH-AQAM scheme exhibited the highest channel decoder complexity as a result of the
utilization of more complex BCH codes for this scheme. The complexity of the P-TBCH-
AQAM scheme also increased due to its higher number of transmission modes. The gains
achieved by the Low- and High-BER coded schemes are listed in Table 4.11 and 4.12, re-
spectively. The gains achieved when the schemes were experimentally optimised for the sake
of an creating a near-error-free system was tabulated in Table 4.13. The variation and trends
of these gains were linked to the size of the turbo interleaver, the coding rate, the transmission
frame size and the targeted BER, as explained in Section 4.8.

In terms of the error correction aspects of these turbo block coded schemes, we have ob-
served the trade-offs involving the BER, BPS throughput, and the complexity of each scheme.
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Figure 4.45: BER performance of the fixed modem modes of 4QAM, 8PSK, 16QAM and 64QAM
utilising TCM, TTCM, BICM and BICM-ID schemes in the context of System II. For the
sake of maintaining a similar decoding complexity, we used a TCM code memory of 6,
TTCM code memory of 3 with 4 turbo iterations, BICM code memory of 6 and a BICM-
ID code memory of 3 with 8 decoding iterations. However, BICM-ID had a slightly higher
complexity than the other systems, since the demodulator module was invoked 8 times as
compared to only once for its counterparts during each decoding process.

With the exception of the P-TBCH-AQAM scheme, the BER/SNR and BPS/SNR gains were
evident at low to medium channel SNRs. However, the BPS throughput gain degraded at
high channel SNRs due to the associated coding rate limitations. In order to increase the
BPS throughput, the P-TBCH-AQAM and VR-TBCH-AQAM schemes were designed with
added complexity. In comparing these two schemes, the VR-TBCH-AQAM provided a bet-
ter BER/SNR versus BPS/SNR gain trade-off in conjunction with a more complex channel
decoder. However, it is important to note that all these schemes achieved the targeted BER.

The size of the turbo interleaver was also crucial to the BER and BPS performance, where
in the variable turbo interleaver size assisted schemes the gains were significantly lower than
those of the FCFI-TBCH-AQAM scheme, when a large turbo interleaver size was used.
Since the variable turbo interleaver sizes were chosen for supporting burst-by-burst channel
decoding, a smaller speech frame shown in Figure 3.13 resulted in a smaller turbo interleaver.
The implementation of burst-by-burst decoding also provided near-instantaneous error detec-
tion capability at the receiver, which was exploited in blindly detecting the modulation modes.

For the turbo block coded AQAM scheme of Section 4.4, which utilized large fixed-sized
turbo interleavers, we have observed that the scheme, which targeted a lower BER displayed
a better BER/SNR and BPS/SNR gain, as evidenced by the gains recorded in Tables 4.11
and 4.12. This was as a result of the superior coding gain at lower BERs, which was also
observed for the fixed modulation modes of Section 4.3. As a result of the higher coding gain,
the coded switching thresholds of the turbo coded AQAM schemes were lowered resulting in
higher SNR gains, when compared to the uncoded AQAM schemes for similar target BERs.
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Figure 4.46: BER and BPS performance of the adaptive TCM/BICM System I, using memory 3
codes and that of the adaptive TTCM/BICM-ID System II, over the Rayleigh fading
COST207 TU channel of Figure 4.33. The switching mechanism was characterized by
Equation 4.18. The switching thresholds were set experimentally, in order to achieve a
BER of below 0:01%, as shown in Table 4.17.

The channel codes were also exploited in order to detect the modulation modes, where
the so-called hybrid SD-MSE modulation detection algorithm of Section 4.6.2 was imple-
mented and its performance was shown in Figure 4.16. This hybrid algorithm, which was
characterized by Equation 4.6 utilized the MSE algorithm in order to detect the BPSK mode,
while the other modes were detected using the SD algorithm of Section 4.6.1. In this respect,
a specific transmission frame structure was introduced for the NOTX mode, where a known
m-sequence was transmitted in order to estimate the channel quality. Furthermore the unique
correlation properties of the m-sequence - described by Equation 4.3 - supported a detection
scheme at the receiver as discussed in Section 4.6.1. However, this modulation detection
scheme incurred a high complexity as a result of the utilization of the channel decoders for
detecting the possible modulation modes.

Convolutional codes were then utilized as the component codes for the turbo codec in Sec-
tion 4.9. In comparing its performance to that of the turbo block coded schemes, a slight SNR
degradation of 1�2dB was observed for the fixed modulation modes, as evidenced by Figure
4.23. However, the computational complexity incurred by the turbo block coded schemes
was higher by a factor of approximately seven when compared to the turbo convolutional
schemes. In implementing the turbo convolutional coded AQAM schemes, the performance
was similar to that of the turbo block coded AQAM schemes at a reduced complexity.

The concept of iterative channel equalization and decoding, termed as turbo equaliza-
tion was then introduced in Section 4.10, where gains of approximately 0:7 � 2:0dB were
observed for the modulation modes of BPSK, 4QAM and 16QAM. Subsequently, an itera-
tive LMS-based CIR estimation technique was proposed, which exploited the iterative nature



188 CHAPTER 4. CHANNEL-CODED WIDEBAND ADAPTIVE MODULATION

of this scheme. The CIR estimation based performance approached that of the perfect CIR
estimation based performance, as evidenced by Figure 4.29. The turbo equalizer was then im-
plemented in an AQAM scheme, which yielded a gain of approximately 1:0� 2:0dB, when
compared to the fixed modulation modes.

The application of turbo coding in a wideband AQAM scheme resulted in substantial per-
formance gains, when compared to the fixed modulation modes and to the uncoded wideband
AQAM scheme at a certain targeted BER. Furthermore, with the implementation of burst-
by-burst decoding at the receiver the error detection capability of the channel codec was
exploited, in order to detect the modulation modes as well as to potentially provide channel
quality estimates. However, the complexity incurred in these turbo coded AQAM schemes
was high due to the iterative regime of the channel decoding process. In the context of turbo
equalization the complexity of this scheme increased exponentially, when higher-order mod-
ulation modes were used or, when channels exhibiting a long memory were encountered.
This severely hindered the implementation of such AQAM schemes.

In this chapter, the performance of the wideband AQAM scheme based on the assump-
tions listed in Section 3.3.1 was investigated. However, in order to invoke a more practical
wideband AQAM scheme, these assumptions are discarded and the resulting performance
is analysed in the next chapter. Furthermore, the impact of co-channel interference is also
considered, which will form the core of our next chapter.
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Chapter 11
Burst-by-Burst Adaptive
Multiuser Detection CDMA

E. L. Kuan and L. Hanzo1

11.1 Motivation

As argued throughout the previous chapters of the book, mobile propagation channels exhibit
time-variant propagation properties [10]. Although apart from simple cordless telephone
schemes most mobile radio systems employ power control for mitigating the effects of re-
ceived power fluctuations, rapid channel quality fluctuations cannot be compensated by prac-
tical, finite reaction-time power control schemes. Furthermore, the ubiquitous phenomenon
of signal dispersion due to the multiplicity of scaterring and reflecting objects cannot be mit-
igated by power control. Similarly, other performance limiting factors, such as adjacent- and
co-channel intereference as well as multi-user interference vary as a function of time. The
ultimate channel quality metric is constituted by the bit error rate experienced, irrespective
of the specific impairment encountered. The channel quality variations are typically higher
near the fringes of the propagation cell or upon moving from an indoor scenario to an out-
door cell due to the high standard deviation of the shadow- and fast-fading [10] encountered,
even in conjunction with agile power control. Furthermore, the bit errors typically occur in
bursts due to the time-variant channel quality fluctuations and hence it is plausible that a fixed
transceiver mode cannot achieve a high flexibility in such environments.

The design of powerful and flexible transceivers has to be based on finding the best com-
promise amongst a number of contradicting design factors. Some of these contradicting fac-
tors are low power consumption, high robustness against transmission errors amongst various
channel conditions, high spectral efficiency, low-delay for the sake of supporting interactive
real-time multimedia services, high-capacity networking and so forth [2]. In this chapter we

1This chapter is based on Kuan and Hanzo: Burst-by-Burst Adaptive Multiuser Detection CDMA:
A Framework for Existing and Future Wireless Standards, submitted to the Proceedings of the IEEE c
IEEE, 2001
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will address a few of these issues in the context of Direct Sequence Code Division Multiple
Access (DS-CDMA) systems. It was argued in [2] that the time-variant optimisation crite-
ria of a flexible multi-media system can only be met by an adaptive scheme, comprising the
firmware of a suite of system components and invoking that particular combination of speech
codecs, video codecs, embedded un-equal protection channel codecs, voice activity detector
(VAD) and transceivers, which fulfills the currently prevalent set of transceiver optimisation
requirements.

These requirements lead to the concept of arbitrarily programmable, flexible so-called
software radios [313], which is virtually synonymous to the so-called tool-box concept in-
voked to a degree in a range of existing systems at the time of writing [3]. This concept
appears attractive also for third- and future fourth-generation wireless transceivers. A few
examples of such optimisation criteria are maximising the teletraffic carried or the robustness
against channel errors, while in other cases minimisation of the bandwidth occupancy or the
power consumption is of prime concern.

Motivated by these requirements in the context of the CDMA-based third-generation
wireless systems [10, 122], the outline of the chapter is as follows. In Section 11.2 we re-
view the current state-of-the-art in multi-user detection with reference to the receiver family-
tree of Figure 11.4. Section 11.4 is dedicated to adaptive CDMA schemes, which endeavour
to guarantee a better performance than their fixed-mode counterparts. Burst-by-burst (BbB)
adaptive adaptive quadrature amplitude modulation (AQAM) based and Variable Spreding
Factor (VSF) assisted CDMA system proposals are studied comparatively in Section 11.5.
Lastly our conclusions are offered in Section 11.6.

11.2 Multiuser detection

11.2.1 Single-user channel equalisers

11.2.1.1 Zero-forcing principle

The fundamental approach of multiuser equalisers accrues from recognising the fact that the
nature of the interference is similar, regardless, whether its source is dispersive multipath
propagation or multiuser interference. In other words, the effects of imposing interference on
the received signal by a K-path dispersive channel or by a K-user system are similar. Hence
below we continue our discourse with a rudimentary overview of single-user equalisers, in
order to pave the way for a more detailed discourse on multiuser equalisers.

The concept of zero-forcing (ZF) channel equalizers can be readily followed for exam-
ple using the approach of [65]. Specifically, the zero-forcing criterion [65] constrains the
signal component at the output of the equalizer to be free of intersymbol interference (ISI).
More explicitly, this implies that the product of the transfer functions of the dispersive and
hence frequency-selective channel and the channel equaliser results in a ’frequency-flat’ con-
stant, implying that the concatenated equaliser restores the perfect all-pass channel transfer
function. This can be formulated as:

G(z) = F (z)B(z) = 1; (11.1)

F (z) =
1

B(z)
; (11.2)
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Figure 11.1: Block diagram of a simple transmission scheme using a zero-forcing equalizer.

where F (z) and B(z) are the z-transforms of the ZF-equaliser and that of the dispersive
channel, respectively. The impulse response corresponding to the concatenated system hence
becomes a Dirac delta, implying that no ISI is inflicted. More explicitly, the zero-forcing
equalizer is constituted by the inverse filter of the channel. Figure 11.1 shows the simplified
block diagram of the corresponding system.

Upon denoting by D(z) and N(z) the z-transforms of the transmitted signal and the
additive noise respectively, the z-transform of the received signal can be represented byR(z),
where

R(z) = D(z)B(z) +N(z): (11.3)

The z-transform of the multiuser equalizer’s output will be

D̂(z) = F (z)R(z) (11.4)

=
R(z)

B(z)
(11.5)

= D(z) +
N(z)

B(z)
: (11.6)

From Equation 11.6, it can be seen that the output signal is free of ISI. However, the noise
component is enhanced by the inverse of the transfer function of the channel. This may
have a disastrous effect on the output of the equalizer, in terms of noise amplification in
the frequency domain at frequencies where the transfer function of the channel was severely
attenuated. Hence a disadvantage of the ZF-equaliser is that in an effort to compensate for
the effects of the dispersive and consequently frequency-selective channel and the associated
ISI it substantially enhances the originally white noise spectrum by frequency-selectively
amplifying it. This deficiency can be mitigated by invoking the so-called minimum mean
square error linear equalizer, which is capable of jointly minimising the effects of noise and
interference, rather than amplifying the effects of noise.

11.2.1.2 Minimum mean square error equalizer

Minimum mean square error (MMSE) equalizers have been considered in depth for example
in [65] and a similar approach is followed here. Upon invoking the MMSE criterion [65], the
equalizer tap coefficients are calculated in order to minimize the MSE at the output of the
multiuser equalizer, where the MSE is defined as :

e2
k
= E[jdk � d̂kj

2]; (11.7)
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Figure 11.2: Block diagram of a simple transmission scheme employing an MMSE equalizer.
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Figure 11.3: Block diagram of a decision feedback equalizer.

where the function E[x] indicates the expected value of x. Figure 11.2 shows the system’s
schematic using an MMSE equalizer, whereB(z) is the channel’s transfer function and F (z)
is the transfer function of the equalizer. The output of the equalizer is given by :

D̂(z) = F (z)B(z)D(z) + F (z)N(z); (11.8)

whereD(z) is the z-transform of the data bits di, D̂(z) is the z-transform of the data estimates
d̂i and N(z) is the z-transform of the noise samples ni.

11.2.1.3 Decision feedback equalizers

The decision feedback equalizer (DFE) [65] can be separated into two components, a feed-
forward filter and a feedback filter. The schematic of a general DFE is depicted in Figure 11.3.
The philosophy of the DFE is two-fold. Firstly, it aims for reducing the filter-order of the ZFE,
since with the aid of Equation 11.2 and Figure 11.1 it becomes plausible that the inverse filter
of the channel, B�1(z), can only be implemented as an Infinite Impulse Response (IIR)
filter, requiring a high implementational complexity. Secondly, provided that there are no
transmission errors, the output of the hard-decision detector delivers the transmitted data bits,
which can provide valuable explicit training data for the DFE. Hence a reduced-length feed-
forward filter can be used, which however does not entirely eliminate the ISI. Instead, the
feedback filter uses the data estimates at the output of the data detector in order to subtract
the ISI from the output of the feed-forward filter, such that the input signal of the data detector
has less ISI, than the signal at the output of the feed-forward filter. If it is assumed that the
data estimates fed into the feedback filter are correct, then the DFE is superior to the linear
equalizers, since the noise enhancement is reduced. One way of explaining this would be
to say that if the data estimates are correct, then the noise has been eliminated and there is
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Figure 11.4: Classification of CDMA detectors

no noise enhancement in the feedback loop. However, if the data estimates are incorrect,
these errors will propagate through to future decisions and this problem is known as error
propagation.

There are two basic DFEs, the ZF-DFE and the MMSE-DFE. Analogous to its linear
counterpart, the coefficients of the feedback filter for the ZF-DFE are calculated so that the
ISI at the output of the feed-forward filter is eliminated and the input signal of the data
detector is free of ISI [50]. Let us now focus our attention on CDMA multiuser detection
equalizers.

11.3 Multiuser equaliser concepts

DS-CDMA systems [314, 315] support a multiplicity of users within the same bandwidth by
assigning different - typically unique - codes to different users for their communications, in
order to be able to distinguish their signals from each other. When the transmitted signal is
subjected to hostile wireless propagation environments, the signal of different users interfer
with each other and hence CDMA systems are interference-limited due to the multiple access
interference (MAI) generated by the users transmitting within the same bandwidth simulta-
neously. The subject of this chapter is, how the MAI can be mitigated. A whole range of
detectors have been proposed in the literature, which will be reviewed with reference to the
family-tree of Figure 11.4 during our forthcoming discourse.

The conventional so-called single-user CDMA detectors of Figure 11.4 – such as the
matched filter [270,316] and the RAKE combiner [50] – are optimized for detecting the signal
of a single desired user. RAKE combiners exploit the inherent multi-path diversity in CDMA,
since they essentially consist of matched filters for each resolvable path of the multipath
channel. The outputs of these matched filters are then coherently combined according to a
diversity combining technique, such as maximal ratio combining, equal gain combining or
selection diversity combining [50]. These conventional single-user detectors are inefficient,
since the interference is treated as noise and the knowledge of the channel impulse response
(CIR) or the spreading sequences of the interferers is not exploited.

In order to mitigate the problem of MAI, Verdú [317] proposed and analyzed the opti-
mum multiuser detector for asynchronous Gaussian multiple access channels. The optimum
detector invokes all the possible bit sequences, in order to find the sequence that maximizes
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the correlation metric given by [215] :


(r;d) = 2dT r� dTRd; (11.9)

where the elements of the vector r represent the cross-correlation of the spread, channel-
impaired received signal with each of the users’ spreading sequence, the vector d consists
of the bits transmitted by all the users during the current signalling instant and the matrix
R is the cross-correlation (CCL) matrix of the spreading sequences. This optimum detec-
tor significantly outperforms the conventional single-user detector and – in contrast to sin-
gle user detectors – it is insensitive to power control errors, which is often termed as being
near-far resistant. However, unfortunately its complexity grows exponentially in the order
of O(2NK), where N is the number of overlapping asynchronous bits considered in the de-
tector’s decision window and K is the number of interfering users. In order to reduce the
complexity of the receiver and yet to provide an acceptable Bit Error Rate (BER) perfor-
mance, significant research efforts have been invested in the field of sub-optimal CDMA
multiuser receivers [215]. Multiuser detection exploits the base station’s knowledge of the
spreading sequences and that of the estimated (CIRs) in order to remove the MAI. These
multiuser detectors can be categorized in a number of ways, such as linear versus non-linear,
adaptive versus non-adaptive algorithms or burst transmission versus continuous transmission
regimes. Excellent summaries of some of these sub-optimum detectors can be found in the
monographs by Verú [215], Prasad [318], Glisic and Vucetic [319]. Other MAI-mitigating
techniques include the employment of adaptive antenna arrays, which mitigate the level of
MAI at the receiver by forming a beam in the direction of the wanted user and a null towards
the interfering users. Research efforts invested in this area include, amongst others, the inves-
tigations carried out by Thompson, Grant and Mulgrew [320,321]; Naguib and Paulraj [322];
Godara [323]; as well as Kohno, Imai, Hatori and Pasupathy [324]. However, the area of
adaptive antenna arrays is beyond the scope of this article and the reader is referred to the
references cited for further discussions. In the forthcoming section, a brief survey of the
sub-optimal multiuser receivers will be presented with reference to Figure 11.4, which con-
stitute an attractive compromise in terms of the achievable performance and the associated
complexity.

11.3.1 Linear receivers

Following the seminal work by Verdú [317], numerous sub-optimum multiuser detectors
have been proposed for a variety of channels, data modulation schemes and transmission
formats [325]. These CDMA detector schemes will be classified with reference to Figure
11.4, which will be referred to throughout our discussions. Lupas and Verdú [326] initially
suggested a sub-optimum linear detector for symbol-synchronous transmissions and further
developed it for asynchronous transmissions in a Gaussian channel [327]. This linear detec-
tor inverted the CCL matrix R seen in Equation 11.9, which was constructed from the CCLs
of the spreading codes of the users and this receiver was termed the decorrelating detector.
It was shown that this decorrelator exhibited the same degree of near-far resistance, as the
optimum multiuser detector. A further sub-optimum multiuser detector investigated was the
minimum mean square error (MMSE) detector, where a biased version of the CCL matrix
was inverted and invoked, in order to optimize the receiver obeying the MMSE criterion.
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Zvonar and Brady [328] proposed a multiuser detector for synchronous CDMA systems de-
signed for a frequency-selective Rayleigh fading channel. Their approach also used a bank
of matched filters followed by a so-called whitening filter, but maximal ratio combining was
used to combine the resulting signals. The decorrelating detector of [327] was further devel-
oped for differentially-encoded coherent multiuser detection in flat fading channels by Zvonar
et al. [329]. Zvonar also amalgamated the decorrelating detector with diversity combining,
in order to achieve performance improvements in frequency selective fading channels [330].
A multiuser detector jointly performing decorrelating CIR estimation and data detection was
investigated by Kawahara and Matsumoto [331]. Path-by-path decorrelators were employed
for each user in order to obtain the input signals required for CIR estimation and the CIR
estimates as well as the outputs of a matched filter bank were fed into a decorrelator for de-
modulating the data. A variant of this idea was also presented by Hosseinian, Fattouche and
Sesay [332], where training sequences and a decorrelating scheme were used for determin-
ing the CIR estimate matrix. This matrix was then used in a decorrelating decision feedback
scheme for obtaining the data estimates. Juntti, Aazhang and Lilleberg [333] proposed iter-
ative schemes, in order to reduce the complexity. Sung and Chen [334] advocated using a
sequential estimator for minimizing the mean square estimation error between the received
signal and the signal after detection. The cross-correlations between the users’ spreading
codes and the estimates of the channel-impaired received signal of each user were needed, in
order to obtain estimates of the transmitted data for each user. Duel-Hallen [335] proposed
a decorrelating decision-feedback detector for removing the MAI from a synchronous sys-
tem communicating over a Gaussian channel. The outputs from a bank of filters matched
to the spreading codes of the users were passed through a whitening filter. This filter was
obtained by decomposing the CCL matrix of the users’ spreading codes with the aid of the
Cholesky decomposition [223] technique. The results showed that MAI could be removed
from each user’s signal successively, assuming that there was no error propagation. However,
estimates of the received signal strengths of the users were needed, since the users had to be
ranked in order of decreasing signal strengths so that the more reliable estimates were ob-
tained first. Duel-Hallen’s decorrelating decision feedback detector [335] was improved by
Wei and Schlegel [336] with the aid of a sub-optimum variant of the Viterbi algorithm, where
the most likely paths were retained in the case of merging paths in the Viterbi algorithm.
The decorrelating decision feedback detector [335] was also improved with the assistance of
soft-decision convolutional coding by Hafeez and Stark [337]. Soft decisions from a Viterbi
channel decoder were fed back into the filter for signal cancellation.

Having reviewed the range of linear receivers, let us now consider the class of joint de-
tection schemes, which can be found in the family-tree of Figure 11.4 in the next section.

11.3.2 Joint detection

11.3.2.1 Joint detection concept

As mentioned before in the context of single-user channel equalisation, the effect of MAI
on the desired signal is similar to the impact of multipath propagation-induced Inter-symbol
Interference (ISI) on the same signal. Each user in a K-user system suffers from MAI due to
the other (K�1) users. This MAI can also be viewed as a single-user signal perturbed by ISI
inflicted by (K � 1) paths in a multipath channel. Therefore, classic equalization techniques
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[50, 79, 94, 270] used to mitigate the effects of ISI can be modified for multiuser detection
and these types of multiuser detectors can be classified as joint detection receivers. The joint
detection (JD) receivers were developed for burst-based, rather than continuous transmission.
The concept of joint detection for the uplink was proposed by Klein and Baier [216] for
synchronous burst transmissions, which is visualised with the aid of Figure 11.5.

In Figure 11.5 there are a total of K users in the system, where the information is trans-
mitted in bursts. Each user transmits N data symbols per burst and the data vector for user k
is represented as d(k). Each data symbol is spread with a user-specific spreading sequence,
c(k), which has a length of Q chips. In the uplink, the signal of each user passes through a
different mobile channel characterized by its time-varying complex impulse response, h (k).
By sampling at the chip rate of 1=Tc, the impulse response can be represented by W complex
samples. Following the approach of Klein et al. [216], the received burst can be represented
as y = Ad + n, where y is the received vector and consists of the synchronous sum of the
transmitted signals of all the K users, corrupted by a noise sequence, n. The matrix A is
referred to as the system matrix and it defines the system’s response, representing the effects
of MAI and the mobile channels. Each column in the matrix represents the combined impulse
response obtained by convolving the spreading sequence of a user with its channel impulse
response, b(k) = c(k) � h(k). This is the impulse response experienced by a transmitted data
symbol. Upon neglecting the effects of the noise the joint detection formulation is simply
based on inverting the system matrix A, in order to recover the data vector constituted by
the superimposed transmitted information of all the K CDMA users. The dimensions of the
matrixA are (NQ+W � 1)�KN and an example of it can be found in reference [216] by
Klein et al, where the list of the symbols used is given as :

� K for the total number of users,

� N is the number of data symbols transmitted by each user in one transmission burst,

� Q represents the number of chips in each spreading sequence,

� W denotes the length of the wideband CIR, where W is assumed to be an integer
multiple of the number of chip intervals, Tc.

� L indicates the number of multipath components or taps in the wideband CIR.

In order to introduce compact mathematical expressions, matrix notation will be em-
ployed. The transmitted data symbol sequence of the k-th user is represented by a vector as
:

d(k) = (d
(k)
1 ; d

(k)
2 ; : : : ; d(k)

n
; : : : ; d

(k)

N
)T ; (11.10)

for k = 1; : : : ;K; n = 1; : : : ; N;

where k is the user index and n is the symbol index. There are N data symbols per transmis-
sion burst and each data symbol is generated using an m-ary modulation scheme [50].

The Q-chip spreading sequence vector of the k-th user is expressed as :

c(k) = (c
(k)
1 ; c

(k)
2 ; : : : ; c(k)

q
; : : : ; c

(k)

Q
)T ; (11.11)

for k = 1; : : : ;K; q = 1; : : : ; Q:
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Figure 11.5: System model of a synchronous CDMA system on the up-link using joint detection.

The CIR for the n-th data symbol of the k-th user is represented as :

h(k)
n

= (h(k)
n

(1); : : : ; h(k)
n

(w); : : : ; h(k)
n

(W ))T ;

for k = 1; : : : ;K; w = 1; : : : ;W; (11.12)

consisting of W complex CIR samples h(k)n (w) taken at the chip rate of 1=Tc.

The combined impulse response, b(k)
n , due to the spreading sequence and the CIR is

defined by the convolution of c(k) and h(k)n , which is represented as :

b(k)
n

= (b(k)
n

(1); : : : ; b(k)
n

(l); : : : ; b(k)
n

(Q+W � 1))T

= c(k) � h(k)
n
; (11.13)

for k = 1 : : :K; n = 1; : : :N:

In order to represent the ISI due to the N symbols and the dispersive combined impulse
responses, the discretised received signal, r(k), of user k can be expressed as the product of a
matrix A(k) and its data vector d(k), where :

r(k) = A(k)d(k): (11.14)
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The i-th element of the received signal vector r (k) is :

r
(k)
i

=

NX
n=1

[A(k)]ind
(k)
n
; for i = 1; : : : ; NQ+W � 1: (11.15)

Again, the matrix A(k) is the so-called system matrix of the k-th user and it is constructed
from the combined impulse responses of Equation 11.13. It represents the effect of the com-
bined impulse responses on each data symbol d (k)n in the data vector, d(k). Each column
in the matrix A indexed by n contains the combined impulse response, b (k)

n that affects the
n-th symbol of the data vector. However, since the data symbols are spread by the Q-chip
spreading sequences, they are transmitted Q chips apart from each other. Hence the start of
the combined impulse response, b(k)

n , for each column is offset by Q rows from the start
of b(k)

n�1 in the preceding column. Therefore, the element in the [(n � 1)Q + l]-th row and

the n-th column of A(k) is the l-th element of the combined impulse response, b (k)
n , for

l = 1; : : : ; Q+W � 1. All other elements in the column are zero-valued.
The pictorial representation of Equation 11.14 is shown in Figure 11.6, where Q = 4,

W = 2 and N = 3. As it can be seen from the diagram, in each column of the matrix A (k)

– where a box with an asterisk marks a non-zero element – the vector b (k)
n starts at an offset

of Q = 4 rows below its preceding column, except for the first column, which starts at the
first row. The total number of elements in the vector b (k)

n is (Q +W � 1) = 5. The total
number of columns in the matrixA(k) equals the number of symbols in the data vector, d (k),
i.e. N . Finally, the received signal vector product, r (k) in Equation 11.14, has a total of
(NQ+W � 1) = 13 elements due to the ISI imposed by the multipath channel, as opposed
to NQ = 12 elements in a narrowband channel.

The joint detection receiver aims for detecting the symbols of all the users jointly by
utilizing the information available on the spreading sequences and CIR estimates of all the
users. Therefore, as seen in Figure 11.7, the data symbols of all K users can be viewed as
the transmitted data sequence of a single user, by concatenating all the data sequences. The
overall transmitted sequence can be rewritten as :

d = (d(1)T ;d(2)T ; : : : ;d(K)T )T (11.16)

= (d1; d2; : : : ; dKN )T ; (11.17)

where dj = d
(k)
n for j = n+N:(k � 1), k = 1; 2; : : : ;K and n = 1; 2; : : : ; N .

The system matrix for the overall system can be constructed by appending theA (k) matrix
of each of the K users column-wise, whereby :

A = (A(1);A(2); : : : ;A(k); : : : ;A(K)): (11.18)

The construction of matrix A from the system matrices of the K users is depicted in Figure
11.7. Therefore, the discretised received composite signal can be represented in matrix form
as :

y = Ad+ n; (11.19)

y = (y1; y2; : : : ; yNQ+W�1)
T ;
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Figure 11.6: Stylized structure of Equation 11.14 representing the received signal vector of a wideband
channel, where Q = 4, W = 2 and N = 3. The column vectors in the matrix A(k) are
the combined impulse response vectors, b(k)n of Equation 11.13. A box with an asterisk in
it represents a non-zero element, and the remaining notation is as follows : K represents
the total number of users,N denotes the number of data symbols transmitted by each user,
Q represents the number of chips in each spreading sequence, and W indicates the length
of the wideband CIR.
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Figure 11.7: The construction of matrix A from the individual system matrices, A(k) seen in Figure
11.6, and the data vector d from the concatenation of data vectors, d(k), of all K users.

where n = (n1; n2; : : : ; nNQ+W�1)
T , is the noise sequence, which has a covariance matrix

of Rn = E[n:nH ]. The composite signal vector y has (NQ +W � 1) elements for a data
burst of length N symbols. Upon multiplying the matrix A with the vector d seen in Figure
11.7, we obtain the MAI- and ISI-contaminated received symbols according to Equation
11.19.

Taken as a whole, the system matrix,A, can be constructed from the combined response
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vectors, b(k)n of all the K users, in order to depict the effect of the system’s response on the
data vector of Equation 11.16. The dimensions of the matrix are (NQ +W � 1) � KN .
Figure 11.8 shows an example of the matrix, A, for an N -bit long data burst. For ease of
representation, we assumed that the channel length, W , for each user is the same and that
it remains constant throughout the data burst. We have also assumed that the channel expe-
riences slow fading and that the fading is almost constant across the data burst. Therefore,
the combined response vector for each transmitted symbol of user k is represented by b (k),
where b(k) = b

(k)
1 b

(k)
2 = : : : = b

(k)

N
. Focusing our attention on Figure 11.8, the elements

in the j-th column of the matrix constitute the combined response vector that affects the j-th
data symbol in the transmitted data vector d. Therefore, columns j = 1 to N of matrix A
correspond to symbols m = 1 to N of vector d, which are also the data symbols of user
k = 1. The next N columns correspond to the next N symbols of data vector d, which are
the data symbols of user k = 2 and so on.

For user k, each successive response vector, b(k), is placed at an offset of Q rows from
the preceding vector, as shown in Figure 11.8. For example, the combined response vector
in column 1 of matrix A is b(1) and it starts at row 1 of the matrix because that column
corresponds to the first symbol of user k = 1. In column 2, the combined response vector is
also b(1), but it is offset from the start of the vector in column 1 by Q rows. This is because
the data symbol corresponding to this matrix column is transmitted Q chips later. This is
repeated until the columns j = 1; : : : ; N contain the combined response vectors that affect
all the data symbols of user k = 1. The next column of j = N + 1 in the matrix A contains
the combined impulse response vector that affects the data symbol, dN+1 = d

(2)
1 , which is

the first data symbol of user k = 2. In this column, the combined response vector for user
k = 2, b(2), is used and the vector starts at row 1 of the matrix because it is the first symbol
of this user. The response matrix, b(2) is then placed into columns j = N+1; : : : ; 2N of the
matrixA, with the same offsets for each successive vector, as was carried out for user 1. This
process is repeated for all the other users until the system matrix is completely constructed.

The mathematical representation of matrix A in general can be written as :

[A]ij =

8<
:

b
(k)
n (l) for k = 1; : : : ;K; n = 1; : : : ; N ;

l = 1; : : : ; Q+W � 1
0 otherwise;

(11.20)

for i = 1; : : : ; NQ+W � 1; j = 1; : : : ;KN;

where i = Q(n� 1) + l and j = n+N(k � 1).
Figure 11.9 shows the stylized structure of Equation 11.19 for a specific example. In the

figure, a system with K = 2 users is depicted. Each user transmits N = 3 symbols per
transmission burst, and each symbol is spread with a signature sequence of length Q = 3
chips. The channel for each user has a dispersion length of W = 3 chips. The blocked
segments in the figure represent the combination of elements that result in the element y 4,
which is obtained from Equation 11.19 by :

y4 =

KN=6X
i=1

[A]4;idi + n4 (11.21)

= [A]4;1d1 + [A]4;2d2 + [A]4;4d4 + [A]4;5d5 + n4 (11.22)
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Figure 11.8: Stylized structure of the system matrix A, where b(1), b(2) and b(K) are column vectors
representing the combined impulse responses of users 1, 2 andK, respectively in Equation
11.13. The notation is as follows : K represents the total number of users, N denotes the
number of data symbols transmitted by each user, Q represents the number of chips in
each spreading sequence, and W indicates the length of the wideband CIR.
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signature sequence of length Q = 3 chips. The channel for each user has a dispersion
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d̂
ŷ

S -1y M

Figure 11.10: Structure of the receiver represented in Equation 11.23

Given the above transmission regime, the basic concept of joint detection is centred
around processing the received composite signal vector, y, in order to determine the trans-
mitted data vector, d. This concept is encapsulated in the following set of equations :

ŷ = Sd̂ =My; (11.23)

where S is a square matrix with dimensions (KN � KN) and the matrix M is a [KN �
(NQ+W � 1)]-matrix. These two matrices determine the type of joint detection algorithm,
as it will become explicit during our further discourse. The schematic in Figure 11.10 shows
the receiver structure represented by this equation.

A range of joint detection schemes designed for uplink communications were proposed
by Jung, Blanz, Nasshan, Steil, Baier and Klein, such as the minimum mean-square error
block linear equalizer (MMSE-BLE) [198, 209, 217, 218], the zero-forcing block decision
feedback equalizer (ZF-BDFE) [209, 218] and the minimum mean-square error block deci-
sion feedback equalizer (MMSE-BDFE) [209, 218].

These joint-detection receivers were also combined with coherent receiver antenna diver-
sity (CRAD) techniques [209,217,218,338] and turbo coding [339,340] for performance im-
provement. Joint detection receivers were proposed also for downlink scenarios by Nasshan,
Steil, Klein and Jung [341,342]. CIR estimates were required for the joint detection receivers
and CIR estimation algorithms were proposed by Steiner and Jung [343] for employment in
conjunction with joint detection. Werner [344] extended the joint detection receiver by com-
bining ZF-BLE and MMSE-BLE techniques with a multistage decision mechanism using
soft inputs to a Viterbi decoder.

Having considered the family of JD receivers, which typically exhibit a high complex-
ity, let us now highlight the state-of-the-art in the context of lower complexity interference
cancellation schemes in the next section.

11.3.3 Interference cancellation

Interference cancellation (IC) schemes constitute another variant of multiuser detection and
they can be broadly divided into three categories, parallel interference cancellation (PIC),
successive interference cancellation (SIC) and the hybrids of both, as seen in Figure 11.4.
Varanasi and Aazhang [345] proposed a multistage detector for an asynchronous system,
where the outputs from a matched filter bank were fed into a detector that performed MAI
cancellation using a multistage algorithm. At each stage in the detector, the data estimates
d̂(1); : : : ; d̂(K�1) of all the other (K� 1) users from the previous stage were used for recon-
structing an estimate of the MAI and this estimate was then subtracted from the interfered
received signal representing the wanted bit. The computational complexity of this detector
was linear with respect to the number of users, K. Figure 11.11 depicts the schematic of
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Figure 11.11: Schematic of a single cancellation stage for user k in the parallel interference cancel-
lation (PIC) receiver for K users. The data estimates, d̂(1); : : : ; d̂(K�1) of the other
(K � 1) users were obtained from the previous cancellation stage and the received sig-
nal of each user other than the k-th one is reconstructed and cancelled from the received
signal, r.

a single cancellation stage in the PIC receiver. Varanasi further modified the above paral-
lel cancellation scheme, in order to create a parallel group detection scheme for Gaussian
channels [346] and later developed it further for frequency-selective slow Rayleigh fading
channels [347]. In this scheme, K users were divided into P groups and each group was de-
modulated in parallel using a group detector. Yoon, Kohno and Imai [348] then extended the
applicability of the multistage interference cancellation detector to a multipath, slowly fading
channel. At each cancellation stage, hard decisions generated by the previous cancellation
stage were used for reconstructing the signal of each user and for cancelling its contribution
from the composite signal. The effects of CIR estimation errors on the performance of the
cancellation scheme were also considered. A multiuser receiver that integrated MAI rejec-
tion and channel decoding was investigated by Giallorenzi and Wilson [349]. The MAI was
cancelled via a multistage cancellation scheme and soft-outputs were fed from the Viterbi
channel decoder of each user to each stage for improving the performance.

The PIC receiver of Figure 11.11 [345] was also modified for employment in multi-carrier
modulation [350] by Sanada and Nakagawa. Specifically, convolutional coding was used in
order to obtain improved estimates of the data for each user at the initial stage and these
estimates were then utilized for interference cancellation in the following stages. The em-
ployment of convolutional coding improved the performance by 1.5 dB. Latva-aho, Juntti
and Heikkilä [351] enhanced the performance of the parallel interference cancellation re-
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Figure 11.12: Schematic of the successive interference cancellation (SIC) receiver for K users. The
users’ signals have been ranked, where user 1’s signal was received at the highest power,
while user K’s signal at the lowest power. In the order of ranking, the data estimates of
each user are obtained and the received signal of each user is reconstructed and cancelled
from the received composite signal, r.

ceiver by feeding back CIR estimates to the signal reconstruction stage of the multistage
receiver seen in FIgure 11.11 and proposed an algorithm for mitigating error propagation.
Dahlhaus, Jarosch, Fleury and Heddergott [352] combined multistage detection with CIR
estimation techniques utilizing the outputs of antenna arrays. The CIR estimates obtained
were fed back into the multistage detector in order to refine the data estimates. An advanced
parallel cancellation receiver was also proposed by Divsalar, Simon and Raphaeli [353]. At
each cancellation stage, only partial cancellation was carried out by weighting the regener-
ated signals with a less than unity scaling factor. At each consecutive stage, the weights were
increased based on the assumption that the estimates became increasingly accurate.

Following the above brief notes on PIC receivers, let us now consider the family of
reduced-complexity SIC receivers classified in Figure 11.4. A simple SIC scheme was an-
alyzed by Patel and Holtzman [354]. The received signals were ranked according to their
correlation values, which were obtained by utilizing the correlations between the received
signal and the spreading codes of the users. The transmitted information of the strongest user
was estimated, enabling the transmitted signal to be reconstructed with the aid of the spreader
as well as the CIR and subtracted from the received signal, as portrated in Figure 11.12. This



11.3. MULTIUSER EQUALISER CONCEPTS 503

was repeated for the next strongest user, where the reconstructed signal of this second user
was cancelled from the composite signal remaining after the first cancellation. The interfer-
ence cancellation was carried out successively for all the other users, until eventually only the
signal of the weakest user remained. It was shown that the SIC receiver improved the BER
and the system’s user capacity over that of the conventional matched filter for the Gaussian,
for narrowband Rayleigh and for dispersive Rayleigh channels. Multipath diversity was also
exploited by combining the SIC receiver with the RAKE correlator [354]. Again, Figure
11.12 shows the schematic of the SIC receiver. Soong and Krzymien [355] extended the SIC
receiver by using reference symbols in order to aid the CIR estimation. The performance
of the receiver was investigated in flat and frequency-selective Rayleigh fading channels, as
well as in multi-cell scenarios. A soft-decision based adaptive SIC scheme was proposed by
Hui and Letaief [356], where soft decisions were used in the cancellation stage and if the
decision statistic did not satisfy a certain threshold, no data estimation was carried out for
that particular data bit, in order to reduce error propagation.

Hybrid SIC and PIC schemes were proposed by Oon, Li and Steele [357, 358], where
SIC was first performed on the received signal, followed by a multistage PIC arrangement.
This work was then extended to an adaptive hybrid scheme for flat Rayleigh fading chan-
nels [359]. In this scheme, successive cancellation was performed for a fraction of the users,
while the remaining users’ signals were processed via a parallel cancellation stage. Finally,
multistage parallel cancellation was invoked. The number of serial and parallel cancellations
performed was varied adaptively according to the BER estimates. Sawahashi, Miki, Andoh
and Higuchi [360] proposed a pilot symbol-assisted multistage hybrid successive-parallel
cancellation scheme. At each stage, data estimation was carried out successively for all the
users, commencing with the user having the strongest signal and ending with the weakest
signal. For each user, the interference inflicted by the other users was regenerated using the
estimates of the current stage for the stronger users and the estimates of the previous stage
for the weaker users. CIR estimates were obtained for each user by employing pilot symbols
and a recursive estimation algorithm. Another hybrid successive and parallel interference
cancellation receiver was proposed by Sun, Rasmussen, Sugimoto and Lim [361], where the
users to be detected were split into a number of groups. Within each group, PIC was per-
formed on the signals of these users belonging to the group. Between the separate groups,
SIC was employed. This had the advantage of a reduced delay and improved performance
compared to the SIC receiver. A further variant of the hybrid cancellation scheme was con-
stituted by the combination of MMSE detectors with SIC receivers, as proposed by Cho and
Lee [362]. Single-user MMSE detectors were used to obtain estimates of the data symbols,
which were then fed back into the SIC stages. An adaptive interference cancellation scheme
was investigated by Agashe and Woerner [363] for a multicellular scenario, where interfer-
ence cancellation was performed for both in-cell interferers and out-of-cell interferers. It was
shown that cancelling the estimated interference from users having weak signals actually de-
graded the performance, since the estimates were inaccurate. The adaptive scheme exercised
interference cancellation in a discriminating manner, using only the data estimates of users
having strong received signals. Therefore signal power estimation was needed and the thresh-
old for signal cancellation was adapted accordingly. Following the above brief discourse on
interference cancellation algorithms, let us now focus our attention on the tree-type detection
techniques, which were also categorised in Figure 11.4.



504 CHAPTER 11. BURST-BY-BURST ADAPTIVE MULTIUSER DETECTION CDMA

11.3.4 Tree-search detection

Several tree-search detection [364–366] receivers have been proposed in the literature, in
order to reduce the complexity of the original maximum likelihood detection scheme pro-
posed by Verdú [317]. Specifically, Rasmussen, Lim and Aulin [364] investigated a tree-
search detection algorithm, where a recursive, additive metric was developed in order to
reduce the search complexity. Reduced tree-search algorithms, such as the well-known M-
algorithms [367] and T-algorithms [367] were used by Wei, Rasmussen and Wyrwas [365]
in order to reduce the complexity incurred by the optimum multiuser detector. According
to the M-algorithm, at every node of the trellis search algorithm, only M surviving paths
were retained, depending on certain criteria such as for example the highest-metric M num-
ber of paths. Alternatively, all the paths that were within a fixed threshold, T , compared
to the highest metric were retained. At the decision node, the path having the highest met-
ric was chosen as the most likely transmitted sequence. Maximal-ratio combining was also
used in conjunction with the reduced tree-search algorithms and the combining detectors out-
performed the “non-combining” detectors. The T-algorithm was combined with soft-input
assisted Viterbi detectors for channel-coded CDMA multiuser detection in the work carried
out by Nasiri-Kenari, Sylvester and Rushforth [366]. The recursive tree-search detector gen-
erated soft-outputs, which were fed into single-user Viterbi channel decoders, in order to
generate the bit estimates.

The so-called multiuser projection based receivers were proposed by Schlegel, Roy, Alexan-
der and Jiang [368] and by Alexander, Rasmussen and Schlegel [369]. These receivers re-
duced the MAI by projecting the received signal onto a space which was orthogonal to the un-
wanted MAI, where the wanted signal was separable from the MAI. Having reviewed the two
most well-known tree-search type algorithms, we now concentrate on the family of intelligent
adaptive detectors in the next section, which can be classified with the aid of Figure 11.4.

11.3.5 Adaptive multiuser detection

In all the multiuser receiver schemes discussed earlier, the required parameters - except for
the transmitted data estimates - were assumed to be known at the receiver. In order to re-
move this constraint while reducing the complexity, adaptive receiver structures have been
proposed [370]. An excellent summary of these adaptive receivers has been provided by
Woodward and Vucetic [371]. Several adaptive algorithms have been introduced for approxi-
mating the performance of the MMSE receivers, such as the Least Mean Squares (LMS) [94]
algorithm, the Recursive Least Squares (RLS) algorithm [94] and the Kalman filter [94].
Xie, Short and Rushforth [372] showed that the adaptive MMSE approach could be applied
to multiuser receiver structures with a concomitant reduction in complexity. In the adaptive
receivers employed for asynchronous transmission by Rapajic and Vucetic [370], training
sequences were invoked, in order to obtain the estimates of the parameters required. Lim,
Rasmussen and Sugimoto introduced a multiuser receiver for an asynchronous flat-fading
channel based on the Kalman filter [373], which compared favourably with the finite impulse
response MMSE detector. An adaptive decision feedback based joint detection scheme was
investigated by Seite and Tardivel [374], where the least mean squares (LMS) algorithm was
used to update the filter coefficients, in order to minimize the mean square error of the data
estimates. New adaptive filter architectures for downlink DS-CDMA receivers were sug-



11.3. MULTIUSER EQUALISER CONCEPTS 505

gested by Spangenberg, Cruickshank, McLaughlin, Povey and Grant [40], where an adaptive
algorithm was employed in order to estimate the CIR, and this estimated CIR was then used
by a channel equalizer. The output of the channel equalizer was finally processed by a fixed
multiuser detector in order to provide the data estimates of the desired user.

11.3.6 Blind detection

The novel class of multiuser detectors, referred to as “blind” detectors, does not require ex-
plicit knowledge of the spreading codes and CIRs of the multiuser interferers. These detectors
do not require the transmission of training sequences or parameter estimates for their oper-
ation. Instead, the parameters are estimated “blindly” according to certain criteria, hence
the term “blind” detection. RAKE-type blind receivers have been proposed, for example by
Povey, Grant and Pringle [375] for fast-fading mobile channels, where decision-directed CIR
estimators were used for estimating the multipath components and the output of the RAKE
fingers was combined employing various signal combining methods. Liu and Li [376] also
proposed a RAKE-type receiver for frequency-selective fading channels. In [376], a weight-
ing factor was utilized for each RAKE finger, which was calculated based on maximizing the
signal-to-interference-plus-noise ratio (SINR) at the output of each RAKE finger.

Xie, Rushforth, Short and Moon [377] proposed an approximate Maximum Likelihood
Sequence Estimation (MLSE) solution known as the per-survivor processing (PSP) type al-
gorithm, which combined a tree-search algorithm for data detection with the Recursive Least
Squares (RLS) adaptive algorithm used for channel amplitude and phase estimation. The
PSP algorithm was first proposed by Seshadri [378]; as well as by Raheli, Polydoros and
Tzou [379, 380] for blind equalization in single-user ISI-contaminated channels. Xie, Rush-
forth, Short and Moon extended their own earlier work [377], in order to include the estima-
tion of user-delays along with channel- and data-estimation [381].

Iltis and Mailaender [382] combined the PSP algorithm with the Kalman filter, in order to
adaptively estimate the amplitudes and delays of the CDMA users. In other blind detection
schemes, Mitra and Poor compared the application of neural networks and LMS filters for
obtaining data estimates of the CDMA users [383]. In contrast to other multiuser detectors,
which required the knowledge of the spreading codes of all the users, only the spreading
code of the desired user was needed for this adaptive receiver [383]. An adaptive decorrelat-
ing detector was also developed by Mitra and Poor [384], which was used to determine the
spreading code of a new user entering the system.

Blind equalization was combined with multiuser detection for slowly fading channels in
the work published by Wang and Poor [385]. Only the spreading sequence of the desired
user was needed and a zero-forcing as well as an MMSE detector were developed for data
detection. As a further solution, a so-called sub-space approach to blind multiuser detection
was also proposed by Wang and Poor [386], where only the spreading sequence and the
delay of the desired user were known at the receiver. Based on this knowledge, a blind sub-
space tracking algorithm was developed for estimating the data of the desired user. Further
blind adaptive algorithms were developed by Honig, Madhow and Verdú [387], Mandayam
and Aazhang [388], as well as by Ulukus and Yates [389]. In [387], the applicability of
two adaptive algorithms to the multiuser detection problem was investigated, namely that of
the stochastic gradient algorithm and the least squares algorithm, while in [389] an adaptive
detector that converged to the solution provided by the decorrelator was analyzed.
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The employment of the Kalman filter for adaptive data, CIR and delay estimation was car-
ried out by Lim and Rasmussen [390]. They demonstrated that the Kalman filter gave a good
performance and exhibited a high grade of flexibility. However, the Kalman filter required
reliable initial delay estimates in order to initialize the algorithm. Miguez and Castedo [391]
modified the well-known constant modulus approach [392, 393] to blind equalization for
ISI-contaminated channels in the context of multiuser interference suppression. Fukawa
and Suzuki [394] proposed an orthogonalizing matched filtering detector, which consisted
of a bank of despreading filters and a signal combiner. One of the despreading filters was
matched to the desired spreading sequence, while the other despreading sequences were ar-
bitrarily chosen such that the impulse responses of the filters were linearly independent of
each other. The filter outputs were adaptively weighted in the complex domain under the
constraint that the average output power of the combiner was minimized. In another design,
an iterative scheme used to maximize the so-called log-likelihood function was the basis of
the research by Fawer and Aazhang [395]. RAKE correlators were employed for exploiting
the multipath diversity and the outputs of the correlators were fed to an iterative scheme for
joint CIR estimation and data detection using the Gauss-Seidel [287] algorithm.

11.3.7 Hybrid and novel multiuser receivers

Several hybrid multiuser receiver structures have also been proposed recently [396–399].
Bar-Ness [396] advocated the hybrid multiuser detector that consisted of a decorrelator for
detecting asynchronous users, followed by a data combiner maximising the Signal-to-noise
Ratio (SNR), an adaptive canceller and another data combiner. The decorrelator matrix was
adaptively determined.

A novel multiuser CDMA receiver based on genetic algorithms (GA) was considered by
Yen et al. [397], where the transmitted symbols and the channel parameters of all the users
were jointly estimated. The maximum likelihood receiver of synchronous CDMA systems
exhibits a computational complexity that is exponentially increasing with the number of users,
since at each signalling instant the corresponding data bit of all users has to be determined.
Hence the employment of maximum likelihood detection invoking an exhaustive search is
not a practical approach. GAs have been widely used for solving complex optimization prob-
lems in engineering, since they typically constitute an attractive compromise in performance
versus complexity terms. Using the approach of [397] GAs can be invoked, in order to jointly
estimate the users’ channel parameters as well as the transmitted bit vector of all the users at
the current signalling instant with the aid of a bank of matched filters at the receiver. It was
shown in [397] that GA-based multi-user detectors can approach the single-user BER perfor-
mance at a significantly lower complexity than that of the optimum ML multiuser detector
without the employment of training sequences for channel estimation.

The essence of this GA-based technique [397] is that the search-space for the most likely
data vector of all the users at a given signalling instant was limited to a certain population of
vectors and the candidate vectors were updated at each iteration according to certain proba-
bilistic genetic operations, known as reproduction, crossover or mutation. Commencing with
a population of tentative decisions concerning the vector of all the users’ received bits at the
current signalling instant, the best n data vectors were selected as so-called “parent” vectors
according to a certain “fitness” criterion - which can be also considered to be a cost-function
- based on the likelihood function [397] in order to generate the so-called “offspring” for the
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next generation of data vector estimates. The aim is that the off-spring should exhibit a bet-
ter “fitness” or cost-function contribution, than the “parents”, since then the algorithm will
converge. The offspring of data vector estimates were generated by employing a so-called
uniform “crossover process”, where the bits between two parent or candidate data vectors
were exchanged according to a random cross-over mask and a certain exchange probability.
Finally, the so-called “mutation” was performed, where the value of a bit in the data vector
was flipped according to a certain mutation probability. In order to prevent the loss of “high-
fitness” parent sequences during the process of evolution of the estimated user data vectors,
the “highest-merit” estimated user data vector that was initially excluded from the pool of
parent vectors in creating a new generation of candidate data vectors was then used to replace
the “lowest-merit” offspring.

Neural network-type multi-user equalizers have also been proposed as CDMA receivers
[400,401]. Specifically, Tanner and Cruickshank proposed a non-linear receiver that exploited
neural-network structures and employed pattern recognition techniques for data detection
[400]. This work [400] was extended to a reduced complexity neural network receiver for the
downlink scenario [401]. The advantage of the neural-network based receivers is that they are
capable of ’learning’ the optimum partitioning rules in the signal constellation space, even,
when the received interference-contaminated constellation points linearly non-separable. In
this scenario linear receivers would exhibit a residual BER even in the absence of channel
noise.

Other novel techniques employed for mitigating the multipath fading effects inflicted
upon multiple users include joint transmitter-receiver optimization proposed by Jang,
Vojčić and Pickholtz [398, 399]. In these schemes, transmitter precoding was carried out,
such that the mean squared errors of the signals at all the receivers were minimized. This
required the knowledge of the CIRs of all the users and the assumption was made that the
channel fading was sufficiently slow, such that CIR prediction could be employed reliably by
the transmitter.

Recently, there has been significant interest in iterative detection schemes, where chan-
nel coding was exploited in conjunction with multiuser detection, in order to obtain a high
BER performance. The spreading of the data and the convolutional channel coding was
viewed as a serially concatenated code structure, where the CDMA channel was viewed as
the inner code and the single user convolutional codes constituted the outer codes. After pro-
cessing the received signal in a bank of matched filters - often referred to as orthogonalizing
whitening matched filter - the matched filter outputs were processed using a so-called turbo-
style iterative decoding (TEQ) [402] process. In this process, a multiuser decoder was used
to produce bit confidence measures, which were used as soft inputs of the single-user chan-
nel decoders. These single-user decoders then provided similar confidence metrics, which
were fed back to the multiuser detector. This iterative process continued, until no further
performance improvement was recorded.

Giallorenzi and Wilson [403] presented the maximum likelihood solution for the asyn-
chronous CDMA channel, where the user data was encoded with the aid of convolutional
codes. Near-single-user performance was achieved for the two-user case in conjunction with
fixed length spreading codes. The decoder was implemented using the Viterbi channel de-
coding algorithm, where the number of states increased exponentially with the product of the
number of users and the constraint length of the convolutional codes. Later, a suboptimal
modification of this technique was proposed [349], where the MAI was cancelled via multi-
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stage cancellation and the soft outputs of the Viterbi algorithm were supplied to each stage of
the multistage canceller for improving the performance. Following this, several iterative mul-
tiuser detection schemes employing channel-coded signals have been presented [404–409].
For example, Alexander, Astenstorfer, Schlegel and Reed [406, 408] proposed the multiuser
maximum a-posteriori (MAP) detectors for the decoding of the inner CDMA channel code
and invoked single-user MAP decoders for the outer convolutional code. A reduced com-
plexity solution employing the M-algorithm [367] was also suggested, which resulted in a
complexity that increased linearly – rather than exponentially, as in [403] – with the num-
ber of users [407]. Wang and Poor [409] employed a soft-output multiuser detector for the
inner channel code, which combined soft interference cancellation and instantaneous linear
MMSE filtering, in order to reduce the complexity. These iterative receiver structures showed
considerable promise and near-single-user performance was achieved at high SNRs.

Figure 11.4 portrays the classification of most of the CDMA detectors that have been
discussed previously. All the acronyms for the detectors have been defined in the text. Ex-
amples of the different classes of detectors are also included. Having considered the family
of various CDMA detectors, let us now turn our attention to adaptive rate CDMA schemes.

11.4 Adaptive CDMA Schemes

Mobile radio signals are subject to propagation path loss as well as slow fading and fast fad-
ing. Due to the nature of the fading channel, transmission errors occur in bursts, when the
channel exhibits deep fades due to shadowing, obstructing vehicles, etc. or when there is
a sudden surge of multiple access interference (MAI) or inter-symbol interference (ISI). In
mobile communications systems power control techniques are used to mitigate the effects
of path loss and slow fading [10]. However, in order to counteract the problem of fast fad-
ing and co-channel interference, agile power control algorithms are required [410]. Another
technique that can be used to overcome the problems due to the time-variant fluctuations of
the channel is Burst-by-Burst (BbB) adaptive transmission [1,49], where the information rate
is varied according to the near-instantaneous quality of the channel, rather than according
to user requirements. When the near-instantaneous channel quality is low, a lower informa-
tion rate is supported, in order to reduce the number of errors. Conversely, when the near-
instantaneous channel quality is high, a higher information rate is used, in order to increase
the average throughput of the system. More explicitly, this method is similar to multi-rate
transmission [39], except that in this case, the transmission rate is modified according to
the near-instantaneous channel quality, instead of the service required by the mobile user.
BbB-adaptive CDMA systems are also useful for employment in arbitrary propagation envi-
ronments or in hand-over scenarios, such as those encountered, when a mobile user moves
from an indoor to an outdoor environment or in a so-called ’birth-death’ scenario, where the
number of transmitting CDMA users changes frequently [40], thereby changing the inter-
ference dramatically. Various methods of multi-rate transmission have been proposed in the
research literature. Next we will briefly discuss some of the current research on multi-rate
transmission schemes, before focusing our attention on BbB-adaptive systems.

Ottosson and Svensson compared various multi-rate systems [39], including multiple
spreading factor (SF) based, multi-code and multi-level modulation schemes. According
to the multi-code philosophy, the SF is kept constant for all users, but multiple spreading
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codes transmitted simultaneously are assigned to users requiring higher bit rates. In this case
- unless the spreading codes’s perfect orthogonality is retained after transmission over the
channel - the multiple codes of a particular user interfere with each other. This inevitebly
reduces the system’s performance.

Multiple data rates can also be supported by a variable SF scheme, where the chip rate is
kept constant, but the data rates are varied, thereby effectively changing the SF of the spread-
ing codes assigned to the users; at a fixed chip rate the lower the SF, the higher the supported
data rate. Performance comparisons for both of these schemes have been carried out by Ot-
tosson and Svensson [39], as well as by Ramakrishna and Holtzman [41], demonstrating that
both schemes achieved a similar performance. Adachi, Ohno, Higashi, Dohi and Okumura
proposed the employment of multi-code CDMA in conjunction with pilot symbol-assisted
channel estimation, RAKE reception and antenna diversity for providing multi-rate capabil-
ities [42, 43]. The employment of multi-level modulation schemes was also investigated by
Ottosson and Svensson [39], where higher-rate users were assigned higher-order modulation
modes, transmitting several bits per symbol. However, it was concluded that the performance
experienced by users requiring higher rates was significantly worse, than that experienced
by the lower-rate users. The use of M -ary orthogonal modulation in providing variable rate
transmission was investigated by Schotten, Elders-Boll and Busboom [44]. According to this
method, each user was assigned an orthogonal sequence set, where the number of sequences,
M , in the set was dependent on the data rate required – the higher the rate required, the
larger the sequence set. Each sequence in the set was mapped to a particular combination of
b = (log2M) bits to be transmitted. The M -ary sequence was then spread with the aid of a
spreading code of a constant SF before transmission. It was found [44] that the performance
of the system depended not only on the MAI, but also on the Hamming distance between the
sequences in the M -ary sequence set.

Saquib and Yates [45] investigated the employment of the decorrelating detector in con-
junction with the multiple-SF scheme and proposed a modified decorrelating detector, which
utilized soft decisions and maximal ratio combining, in order to detect the bits of the different-
rate users. Multi-rate transmission schemes involving interference cancellation receivers have
previously been investigated amongst others by Johansson and Svensson [46, 47], as well as
by Juntti [48]. Typically, multiple users transmitting at different bit rates are supported in the
same CDMA system invoking multiple codes or different spreading factors. SIC schemes and
multi-stage cancellation schemes were used at the receiver for mitigating the MAI [46–48],
where the bit rate of the users was dictated by the user requirements. The performance com-
parison of various multiuser detectors in the context of a multiple-SF transmission scheme
was presented for example by Juntti [48], where the detectors compared were the decorrela-
tor, the PIC receiver and the so-called group serial interference cancellation (GSIC) receiver.
It was concluded that the GSIC and the decorrelator performed better than the PIC receiver,
but all the interference cancellation schemes including the GSIC, exhibited an error floor at
high SNRs due to error propagation.

The bit rate of each user can also be adapted according to the near-instantaneous channel
quality, in order to mitigate the effects of channel quality fluctuations. Kim [49] analyzed the
performance of two different methods of combating the near-instantaneous quality variations
of the mobile channel. Specifically, Kim studied the adaptation of the transmitter power or
the switching of the information rate, in order to suit the near-instantaneous channel con-
ditions. Using a RAKE receiver [50], it was demonstrated that rate adaptation provided a
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higher average information rate, than power adaptation for a given average transmit power
and a given BER [49]. Abeta, Sampei and Morinaga [51] conducted investigations into an
adaptive packet transmission based CDMA scheme, where the transmission rate was modi-
fied by varying the channel code rate and the processing gain of the CDMA user, employing
the carrier to interference plus noise ratio (CINR) as the switching metric. When the channel
quality was favourable, the instantaneous bit rate was increased and conversely, the instanta-
neous bit rate was reduced when the channel quality dropped. In order to maintain a constant
overall bit rate, when a high instantaneous bit rate was employed, the duration of the trans-
mission burst was reduced. Conversely, when the instantaneous bit rate was low, the duration
of the burst was extended. This resulted in a decrease in interference power, which translated
to an increase in system capacity. Hashimoto, Sampei and Morinaga [52] extended this work
also to demonstrate that the proposed system was capable of achieving a higher user capacity
with a reduced hand-off margin and lower average transmitter power. In these schemes the
conventional RAKE receiver [50] was used for the detection of the data symbols. A variable-
rate CDMA scheme – where the transmission rate was modified by varying the channel code
rate and, correspondingly, the M -ary modulation constellations – was investigated by Lau
and Maric [53]. As the channel code rate was increased, the bit-rate was increased by in-
creasing M correspondingly in the M -ary modulation scheme. Another adaptive system was
proposed by Tateesh, Atungsiri and Kondoz [54], where the rates of the speech and chan-
nel codecs were varied adaptively [54]. In their adaptive system, the gross transmitted bit
rate was kept constant, but the speech codec and channel codec rates were varied accord-
ing to the channel quality. When the channel quality was low, a lower rate speech codec
was used, resulting in increased redundancy and thus a more powerful channel code could
be employed. This resulted in an overall coding gain, although the speech quality dropped
with decreasing speech rate. A variable rate data transmission scheme was proposed by Oku-
mura and Adachi [55], where the fluctuating transmission rate was mapped to discontinuous
transmission, in order to reduce the interference inflicted upon the other users, when there
was no transmission. The transmission rate was detected blindly at the receiver with the
help of cyclic redundancy check decoding and RAKE receivers were employed for coherent
reception, where pilot-symbol-assisted channel estimation was performed.

The information rate can also be varied in accordance with the channel quality, as it will
be demonstrated shortly. However, in comparison to conventional power control techniques
- which again, may disadvantage other users in an effort to maintain the quality of the links
considered - the proposed technique does not disadvantage other users and increases the
network capacity [56]. The instantaneous channel quality can be estimated at the receiver
and the chosen information rate can then be communicated to the transmitter via explicit
signalling in a so-called closed-loop controlled scheme. Conversely, in an open-loop scheme
- provided that the downlink and uplink channels exhibit a similar quality - the information
rate for the downlink transmission can be chosen according to the channel quality estimate
related to the uplink and vice versa. The validity of the above channel reciprocity issues in
TDD-CDMA systems have been investigated by Miya et al. [57], Kato et al. [58] and Jeong
et al. [59].

In the next section two different methods of varying the information rate are considered,
namely the Adaptive Quadrature Amplitude Modulated (AQAM) scheme and the Variable
Spreading Factor (VSF) scheme. AQAM is an adaptive-rate technique, whereby the data
modulation mode is chosen according to some criterion related to the channel quality. On
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Figure 11.13: Basic concept of a four-mode AQAM transmission in a narrowband channel. The varia-
tion of the modulation mode follows the fading variation of the channel over time.

the other hand, in VSF transmission, the information rate is varied by adapting the spreading
factor of the CDMA codes used, while keeping the chip rate constant. Further elaborations
on these two methods will be given in subsequent sections.

11.5 Burst-by-burst AQAM/CDMA

11.5.1 Burst-by-burst AQAM/CDMA Philosophy

Burst-by-burst AQAM [50] is a technique that attempts to increase the average throughput of
the system by switching between modulation modes depending on the instantaneous state or
quality of the channel. When the channel quality is favourable, a modulation mode having a
high number of constellation points is used to transmit as many bits per symbol as possible,
in order to increase the throughput. Conversely, when the channel is hostile, the modulation
mode is switched to using a low number of constellation points, in order to reduce the error
probability and to maintain a certain adjustable target BER. Figure 11.13 shows the stylized
quality variation of the fading channel and the switching of the modulation modes in a four-
mode AQAM system, where both the BER and the throughput increase, when switching from
Mode 1 to 4.
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Figure 11.14: Three different methods of modulation mode signalling for the adaptive schemes, where
BS represents the Base Station, MS denotes the Mobile Station, the transmitter is repre-
sented by Tx and the receiver is denoted by Rx.
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In order to determine the best choice of modulation mode in terms of the required trade-
off between the BER and the throughput, the near-instantaneous quality of the channel has to
be estimated. The near-instantaneous channel quality can be estimated at the receiver and the
chosen modulation mode is then communicated using explicit signalling to the transmitter
in a closed-loop scheme. In other words, the receiver instructs the remote transmitter as to
the choice of the transmitter’s required modulation mode, in order to satisfy the receiver’s
prevalent BER and bits per symbol (BPS) throughput trade-off. This closed-loop scheme is
depicted schematically in Figure 11.14(a). By contrast, in the open-loop scheme of Figure
11.14(b), the channel quality estimation can be carried out at the transmitter itself based
on the co-located receiver’s perception of the channel quality during the last received burst,
provided that the uplink and downlink channel quality can be considered similar. Then the
transmitter explicitly informs the remote receiver as to the modem mode used in the burst
and modulation mode detection would then be performed on this basis at the receiver. This
scheme performs most successfully in situations, where the channel fading varies slowly
in comparison to the burst transmission rate. Channel quality estimation is inherently less
accurate in a fast-fading channel and this lag in the quality estimation renders the choice of
modulation mode less appropriate for the channel. Another approach to this issue would be
for the receiver to detect the modulation mode used blindly [144, 411], as shown in Figure
11.14(c).

11.5.2 Channel Quality Metrics

As stated earlier, a metric corresponding to the near-instantaneous channel quality is required
in order to adapt the AQAM modes. Some examples of these metrics include the carrier-to-
interference (C/I) ratio of the channel [12], the SNR of the channel [1,50], the received signal
strength indicator’s (RSSI) output [121], the mean square error (MSE) at the output of the
receiver’s channel equalizer and the BER of the system [412]. The most accurate metric is
the BER of the system, since this metric corresponds directly to the system’s performance,
irrespective of the actual source of the channel impairment. However, the BER is dependent
on the AQAM mode employed, and cannot be estimated directly for most receivers. For
a system that incorporates channel coding, such as turbo coding [128], the so-called log-
likelihood ratios (LLR) – which indicate the ratio of the probabilities of the estimated bit
taking its two possible values – at the input and output of the turbo decoder can also be em-
ployed as the adaptation metric. AQAM systems were first proposed for narrowband channels
and the research in this field includes work published by Webb and Steele [1, 50], Sampei,
Komaki and Morinaga [12] Goldsmith and Chua [19]; as well as Torrance et al. [13]. Webb
et al. [1,50] employed Star QAM [50] and the channel quality was determined by measuring
the received signal strength and the near-instantaneous BER. Sampei et al. [12] switched the
modulation modes by estimating the signal to co-channel interference ratio and the expected
delay spread of the channel. This work has been extended to wideband channels by Wong et
al. [15], where the received signal also suffers from ISI in addition to amplitude and phase
distortions due to the fading channel. In wideband AQAM systems the channel SNR, the
Carrier-to-Interference (C/I) ratio or RSSI metrics cannot be readily estimated or predicted,
amongst other factors due to the multipath nature of the channel or as a result of the so-called
’birth-death’ processes associated with the sudden appearance or disappearance of commu-
nicating users. Additionally, the above simple metrics do not provide accurate measures of
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Switching criterion Modulation mode

o(k) < t1 V1

t1 � 
o(k) < t2 V2
� �
� �
� �

tM � 
o(k) VM

Table 11.1: The general rules employed for switching the modulation modes in an AQAM system. The
choice of modulation modes are denoted by Vm, where the total number of modulation
modes is M and m = 1; 2; : : : ;M . The modulation modes with the lowest and highest
number of constellation points are V1 and VM , respectively. The SINR at the output of
the multiuser receiver is represented by 
o(k) and the values (t1; � � � ; tM) represent the
switching thresholds, where t1 < t2 < � � � < tM .

the system performance at the output of the receiver employed, since the effects of the CIR
are not considered in the estimation of these metrics. Wong et al. [14] proposed a combined
adaptive modulation and equalization scheme, where a Kalman-filtered DFE was used to mit-
igate the effects of ISI inflicted upon the signal. The CIR estimate was used to calculate the
Signal to residual ISI plus Noise Ratio (SINR) at the output of the channel equalizer and this
SINR value was used to switch the modulation modes. This was a more appropriate switching
parameter than the received signal level, since it was a reliable indicator of the performance
that could be achieved after equalization.

In AQAM/CDMA systems the SINR – 
o(k), for k = 1; : : : ;K – at the output of the
multiuser receiver is estimated for all the K users by employing the estimated CIRs and
spreading sequences of all the users [224]. After 
o(k) is calculated, the modulation mode
is chosen accordingly and communicated to the transmitter. Let us designate the choice of
modulation modes by Vm, where the total number of modulation modes is M and m =
1; 2; : : : ;M . The modulation mode having the lowest number of modulation constellation
points is V1 and the one with the highest is VM . The rules used to switch the modulation
modes are tabulated in Table 11.1, where 
o(k) is the SINR of the k-th user at the output of
the multiuser receiver and the values (t1; � � � ; tM ) represent the switching thresholds, where
t1 < t2 < � � � < tM .

The schematic of the transmitter is shown in Figure 11.15. The data bits are mapped to
their respective symbols according to the modulation mode chosen. The QAM symbols are
then spread with the spreading code assigned to the user, modulated on to the carrier and
transmitted. At the output of the multiuser receiver, the data estimates are demodulated ac-
cording to the modulation mode used for transmission. Following the above brief protrayal
of the associated AQAM/CDMA philosophy, let us now embark on the comparative perfor-
mance study of various AQAM/CDMA schemes in the next section.
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Figure 11.15: The schematic of the transmitter of an AQAM/CDMA system. In this transmitter, a
TDD transmission scheme is assumed. Channel estimates are obtained by assuming
close correlation between the uplink and downlink channels, which are used to measure
the quality of the channel. This quality measure is passed to the modulation parameter
controller, which selects the modulation mode according to the thresholds set. The data
bits are mapped to QAM symbols according to the chosen modulation mode, spread with
the spreading code and modulated on to the carrier.

Parameter Value

Doppler frequency 80 Hz
Spreading ratio 64
Spreading sequence Pseudo-random
Chip rate 2.167 MBaud
Burst structure FMA1 Spread burst 1 [413]
Burst duration 577 �s

Table 11.2: Simulation parameters for the JD, SIC and PIC AQAM-CDMA systems

11.5.3 Comparison of JD, SIC and PIC CDMA receivers for AQAM
transmission

In this section a comparative performance study of JD-CDMA, SIC-CDMA and PIC-CDMA
systems is provided in the context of AQAM transmissions. The switching criterion employed
was the SINR at the output of the respective multiuser receivers. For JD-CDMA, the SINR
was estimated by employing the SINR expression given by Klein et al. [198], whilst for
the SIC and PIC receivers the SINR expression presented by Patel and Holtzman [354] was
adopted. For the SIC and PIC receivers, the RAKE receiver was used to provide the initial
data estimates required for the subsequent cancellation stages. The rest of the simulation
parameters are summarized in Table 11.2. In our investigations the COST 207 [414] channel
models developed for the Global System of Mobile Communications known as GSM were
employed. Although due to the orthogonal spreading sequences and due to the resultant high
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Figure 11.16: Normalized channel impulse response for the COST 207 protect [414] seven path Bad
Urban channel.

chip-rate the number of resolvable multipath components is higher in our CDMA system
than in GSM, nonetheless we used the COST 207 models, since these are widely used in the
community. The CIR profile of the COST 207 [414] Bad Urban channel is shown in Figure
11.16.

Figure 11.17 compares the performance of the JD, the SIC receiver and the PIC receiver
for a twin-mode, eight-user AQAM-CDMA system, switching between BPSK and 4-QAM.
Here, the BER performance of all three receivers was kept as similar as possible and the per-
formance comparison was evaluated on the basis of their BPS throughput. The BPS through-
put of the JD was the highest, where approximately 1.9 BPS was achieved at E s=N0 = 14
dB. The PIC receiver outperformed the SIC receiver in BPS throughput terms, where the BPS
throughput of the PIC receiver was approximately 1.55 BPS at E s=N0 = 14 dB compared
to the approximately 1.02 BPS achieved by the SIC receiver. The two IC receivers suffered
from MAI and they were unable to match the performance of the JD receiver. The PIC re-
ceiver outperformed the SIC receiver, since the received signal powers of all the users were
similar on average and hence - as expected - the PIC receiver achieved a higher degree of
interference cancellation than the SIC receiver.

The previous performance comparisons between the three multiuser receivers were then
extended to triple-mode AQAM systems – switching between BPSK, 4-QAM and 16-QAM
– that supported K = 8 users, as portrayed in Figure 11.18. For these systems, we can
observe from the results that both the PIC and SIC receivers were unable to match the BPS
performance of the JD receiver, when the multiuser receivers achieved similar BERs. This
was because the increase in the number of users aggravated the MAI, thus degrading the
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Figure 11.17: Performance comparison of the JD, SIC and PIC CDMA receivers for twin-mode
(BPSK, 4-QAM) AQAM transmission and K = 8 users over the Bad Urban chan-
nel of Figure 11.16. The rest of the simulation parameters are tabulated in Table 11.2.
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Figure 11.18: BER and BPS performance comparisons for triple-mode JD, SIC and PIC AQAM-
CDMA schemes supporting K = 8 users over the Bad Urban channel of Figure 11.16.
The modulation mode was chosen to be BPSK, 4-QAM or 16-QAM. The rest of the
simulation parameters are tabulated in Table 11.2.
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Switching criterion Spreading code


o(k) < t1 c
(k)
1 ; Qh

t1 � 
o(k) < t2 c
(k)
2 ; 2�1Qh

� �
� �
� �

tM � 
o(k) c
(k)

M
; 2�(M�1)Qh

Table 11.3: The general switching rules for a VSF/CDMA system, where 
o(k) is the SINR of the
k-th user at the output of the multiuser receiver. The values of t1; � � � ; tM represent the
switching thresholds for the different modulation modes, where t1 < t2 < � � � < tM .

ability of the RAKE receivers to provide reliable data estimates for interference cancellation.
Here again, the PIC receiver outperformed the SIC receiver in BPS throughput terms.

Let us now provide performance comparisons for the JD, SIC and PIC receivers in the
context of VSF-CDMA schemes, rather than AQAM-CDMA.

11.5.4 VSF-CDMA

Multi-rate transmission systems using spreading sequences having different processing gains
have been proposed in the literature amongst others by Adachi, Sawahashi and Okawa [415];
Ottosson and Svensson [39]; Ramakrishna and Holtzman [41]; Saquib and Yates [45]; as well
as by Johansson and Svensson [46]. In the FRAMES FMA2 Wideband CDMA proposal for
UMTS [416], different bit rates are accommodated by supporting variable spreading factor
(VSF) [415] and multi-code based operation. In this section, we discuss the employment
of VSF codes in adaptive-rate CDMA systems, where the chip rate of the CDMA users is
kept constant throughout the transmission, while the bit rate is varied by using spreading
codes exhibiting different spreading factors over the course of transmission. For example, by
keeping the chip rate constant, the number of bits transmitted in the same period of time upon
using a spreading code of length Q = 16 is twice the number of bits transmitted upon using
a spreading code of length Q = 32.

In the VSF-based scheme the rate adaptation is dependent on the channel quality. Gen-
erally, when the channel quality is favourable, a code with a low spreading factor is used,
in order to increase the throughput. Conversely, when the channel is hostile, a code with a
high spreading factor is employed, in order to minimize the number of errors inflicted and to
maintain a given target BER performance. Each user in the VSF-CDMA system is assigned
M number of legitimate spreading codes having different lengths, Q 1; Q2; : : : ; QM . Anal-
ogously to the AQAM/CDMA system discussed in Section 11.5, the SINR at the output of
the multiuser receiver is estimated and used as the metric for choosing the spreading code
to be used for transmission. Generally, when the channel quality is favourable, a code with
a low spreading factor will be used, in order to increase the throughput. Conversely, when
the channel is hostile, a code with a high spreading factor will be used, in order to minimize
the number of errors inflicted. In order to have a system that can accommodate a large num-
ber of spreading codes having different SFs, the simplest choice of spreading codes would
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Parameter Value

Doppler frequency 80 Hz
Modulation mode 4-QAM
Spreading sequence Pseudo-random
Chip rate 2.167 MBaud
Burst structure FMA1 Spread burst 1 [413]
Burst duration 577 �s

Table 11.4: Simulation parameters for the JD, SIC and PIC VSF-CDMA systems

be those having SFs of Q = 2r, where r = 1; 2; 3; � � � . Let us denote the set of spreading
codes assigned to the k-th user by fc(k)1 ; c

(k)
2 ; � � � ; c

(k)

M
g, where c(k)1 is the spreading code

having the highest spreading factor and the code c (k)
M

has the lowest spreading factor. If the
highest spreading factor is denoted by Qh, then the rules used to choose the spreading code
are tabulated in Table 11.3.

11.5.5 Comparison of JD, SIC and PIC CDMA receivers for VSF trans-
mission

In this section, the above JD, PIC and SIC receivers are compared in the context of adaptive
VSF/CDMA schemes. The spreading factor used was varied adaptively, opting for Q 1 = 64,
Q2 = 32 or Q3 = 16, while the rest of the simulation parameters employed are summarized
in Table 11.4.

Figure 11.19 portrays the associated BER and throughput comparisons for the adap-
tive VSF PIC-, SIC- and JD-CDMA schemes using 4-QAM. The minimum and maximum
throughput values were approximately 68 kbits/s and 271 kbits/s, respectively, spanning a bit
rate range of a factor of four according to Q 1=Q3 = 4. The throughput performance values
were normalized to the minimum throughput of 68 kbits/s, thus giving minimum and max-
imum normalized throughput values of 1 and 4, respectively. We compared the normalized
throughput of the JD-CDMA system to that of the PIC and SIC based systems, under the
condition of similar BER performances. At low Es=N0 values the PIC and SIC receivers
outperformed the JD receiver in throughput terms, because the MAI was relatively low in
a two-user scenario and the additive noise was the main impairment at low E s=N0 values.
However, as Es=N0 increased, the JD gradually outperformed the two interference cancella-
tion based receivers in both BER and BPS throughput performance terms, achieving a nor-
malized throughput of 3.5 compared to 2.7 and 2 for the PIC and SIC receivers, respectively,
at Es=N0 = 16 dB.

The above triple-mode VSF schemes using 4-QAM were then extended to systems sup-
porting K = 8 users. From the results presented in Figure 11.20, it can be seen that the
JD consistently outperformed the PIC and SIC receivers in both BER and throughput per-
formance terms. The VSF/IC-CDMA systems were unable to accommodate the variability
in the channel conditions and hence their normalized throughput performance remained in
the range of 1 to 1.5, compared to the JD, which was capable of achieving a normalized
throughput of 2.8 at Es=N0 = 14 dB.
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(a) BER comparisons are in bold, throughput comparisons are in grey.
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Figure 11.19: BER and throughput performance comparisons for triple-mode JD, SIC and PIC VSF-
CDMA schemes supporting K=2 users over the Bad Urban channel of Figure 11.16. The
spreading factor was adaptively varied using Q1 = 64, Q2 = 32 or Q3 = 16; and
4-QAM was used as the data modulation mode. The rest of the simulation parameters
are tabulated in Table 11.4.
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Figure 11.20: BER and throughput performance comparisons for triple-mode JD, SIC and PIC VSF-
CDMA schemes supporting K=8 users over the Bad Urban channel of Figure 11.16. The
modulation mode was chosen to be 4-QAM. The rest of the simulation parameters are
tabulated in Table 11.4.

JD SIC PIC

Es=N0 BPS Cmplx BPS Cmplx BPS Cmplx
10 1.7 2641 1.02 1869 1.55 4605
14 1.98 2641 1.03 1869 1.38 4605

Table 11.5: Performance summary of the eight-user, twin-mode AQAM-CDMA results for the JD,
SIC and PIC receivers, using a spreading factor of Q = 64 and transmitting over the
seven-path Bad Urban channel of Figure 11.16. The Es=N0 values in the table are the
values at which the AQAM-CDMA systems achieved the target BER of 1% or less. The
complexity (Cmplx) values are in terms of the number of additions plus multiplications
required per detected data symbol.
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JD SIC PIC

Es=N0 BPS Cmplx BPS Cmplx BPS Cmplx
10 1.88 2641 1.02 1869 1.99 4605
14 3.39 2641 1.03 1869 2 4605

Table 11.6: Performance summary of the eight-user, triple-mode AQAM-CDMA results for the JD,
SIC and PIC receivers, using a spreading factor ofQ = 64 and transmitting over the seven-
path Bad Urban channel of Figure 11.16. The Es=N0 values in the table are the values at
which the AQAM systems achieved the target BER of 1% or less. The complexity (Cmplx)
values are in terms of the number of additions plus multiplications operations required per
detected data symbol.

JD SIC PIC

Es=N0 Tp. Cmplx Tp. Cmplx Tp. Cmplx
10 2.07 18298 1.08 1869 1.4 4605
14 2.83 18298 1.11 1869 1.48 4605

Table 11.7: Performance summary of triple-mode VSF-CDMA results for the JD, SIC and PIC re-
ceivers, where 4-QAM was employed as the modulation mode and transmission was con-
ducted over the Bad Urban channel of Figure 11.16. The number of users in the system
was K = 8. The Es=N0 in the table are the values at which the VSF systems achieved the
target BER of 1% or less. The notation “Tp.” denotes the throughput values normalized
to the throughput of the fixed-rate scheme employing Q = 64 and 4-QAM. The com-
plexity (Cmplx) values indicated are valid for the modem mode that incurred the highest
complexity for each receiver.

11.6 Review and Discussion

The recent history of smart CDMA MUDs has been reviewed and the most promising schemes
have been comparatively studied, in order to assist in the design of third- and fourth-generation
receivers. All future transceivers are likely to become BbB-adaptive, in order to be able to ac-
commodate the associated channel quality fluctuations without disadvantageously affecting
the system’s capacity. Hence the methods reviewed in this chapter are advantageous, since
they often assist in avoiding powering up, which may inflict increased levels of co-channel
interference and power consumption. Furthermore, the techniques characterized in this chap-
ter support an increased throughput within a given bandwidth and will contribute towards
reducing the constantly increasing demand for more bandwidth.

Both SIC and PIC receivers were investigated in the context of AQAM/CDMA schemes,
which were outperformed by the JD based twin-mode AQAM/CDMA schemes for a spread-
ing factor of Q = 64 and K = 8 users. Both IC receivers were unable to provide good
performances in the triple-mode AQAM/CDMA arrangement, since the BER curves exhib-
ited error floors. In the VSF/CDMA systems the employment of variable spreading factors
of Q = 32 and Q = 16 enabled the PIC and SIC receivers to provide a reasonable BER and
throughput performance, which was nonetheless inferior to that of the JD. When the number
of users in the system was increased, the PIC and SIC receivers were unable to exploit the
variability in channel conditions in order to provide a higher information throughput, as op-
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posed to the JD scheme, which showed performance gains in both the adaptive-rate AQAM
and VSF CDMA schemes. However, the complexity of the IC receivers increased only lin-
early with the number of CDMA users, K, compared to the joint detector, which exhibited a
complexity proportional to O(K 3). Tables 11.5, 11.6 and 11.7 summarize our performance
comparisons for all three multiuser detectors in terms ofEs=N0 required to achieve the target
BER of 1% or less, the normalized throughput performance and the associated complexity in
terms of the number of operations required per detected symbol. Both the third and future
fourth generation standard work may benefit from this study. In conjunction with adaptive
beam-steering [56] the order of the receiver performance may change.
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[297] A. Klein, R. Pirhonen, J. Sköld, and R. Suoranta, “FRAMES Multiple Access Mode1 - Wideband TDMA
with and without spreading,” in Proceedings of the IEEE International Symposium on Personal, Indoor and
Mobile Radio Communications 1997, (Helsinki, Finland), pp. 37–41, 1-4 September 1997.

[298] M. Gertsman and J. Lodge, “Symbol-by-symbol MAP demodulation of CPM and PSK signals on Rayleigh
flat-fading channels,” IEEE Transactions on Communications, vol. 45, pp. 788–799, July 1997.

[299] D. Raphaeli and Y. Zarai, “Combined turbo equalization and turbo decoding,” IEEE Communications Letters,
vol. 2, pp. 107–109, April 1998.

[300] A. Knickenberg, B. L. Yeap, J. Hamorsky, M. Breiling, and L. Hanzo, “Non-iterative joint channel equal-
isation and channel decoding,” in Proceedings of Globecom’99, (Rio de Janeiro, Brazil), pp. 442–446, 5-9
December 1999.

[301] G. Bauch, H. Khorram, and J. Hagenauer, “Iterative equalization and decoding in mobile communications
systems,” in European Personal Mobile Communications Conference, (Bonn, Germany), pp. 301–312, 30
September - 2 October 1997.

[302] M. S. Yee and L. Hanzo, “Multi-level radial basis function network based equalisers for Rayleigh channels,”
in Proceedings of IEEE Vehicular Technology Conference, (Houston, USA), pp. 707–711, IEEE, 16-19 May
1999.

[303] K. Abend, T. J. Harley Jr, B. D. Fritchman, and C. Gumacos, “On optimum receivers for channels having
memory,” IEEE Transactions Information Theory, vol. IT-14, pp. 818–819, November 1968.

[304] M. S. Yee, T. H. Liew, and L. Hanzo, “Block turbo coded burst-by-burst adaptive radial basis function deci-
sion feedback equaliser assisted modems,” in Proceedings of IEEE Vehicular Technology Conference, vol. 3,
(Amsterdam, Netherlands), pp. 1600–1604, September 1999.

[305] B. L. Yeap, C. H. Wong, and L. Hanzo, “Reduced complexity in-phase/quadrature-phase turbo equalisation,”
in IEEE International Communications Conference, (Helsinki, Finland), pp. 393–397, 11 - 14 June 2001.

[306] B. L. Yeap, C. H. Wong, and L. Hanzo, “Reduced complexity in-phase/quadrature-phase turbo equalisation.”
submitted to IEEE Journal on Selected Areas in Communication, 2000.

[307] L. Hanzo, W. Webb, and T. Keller, Single- and Multi-carrier Quadrature Amplitude Modulation. New York:
John Wiley-IEEE Press, April 2000.



BIBLIOGRAPHY 677

[308] A. Glavieux, C. Laot, and J. Labat, “Turbo Equalization over a frequency selective channel,” in Proceedings of
the International Symposium on Turbo Codes & Related Topics, (Brest, France), pp. 96–102, 3-5 September
1997.

[309] M. S. Yee, B. L. Yeap, and L. Hanzo, “Radial basis function assisted turbo equalisation,” in Proceedings of
IEEE Vehicular Technology Conference, (Japan, Tokyo), pp. 640–644, IEEE, 15-18 May 2000.

[310] G. Bauch, A. Naguib, and N. Seshadri, “MAP equalization of space-time coded signals over frequency se-
lective channels,” in Proceedings of Wireless Communications and Networking Conference, (New Orleans,
USA), pp. 261–265, September 1999.

[311] B. L. Yeap, T. H. Liew, and L. Hanzo, “Turbo equalization of serially concatenated systematic convolutional
codes and systematic space time trellis codes,” in Proceedings of the IEEE Vehicular Technology Conference,
(Rhodes, Greece), pp. 1464–1468, 6 - 9 May 2001.

[312] M. S. Yee, B. L. Yeap, and L. Hanzo, “Radial basis function assisted turbo equalisation,” in Proceedings of
the IEEE Vehicular Technology Conference 2000, (Tokyo, Japan), pp. 640–644, 15-18 May 2000.

[313] “Feature topic: Software radios,” IEEE Communications Magazine, vol. 33, pp. 24–68, May 1995.

[314] A. Viterbi, CDMA: Principles of Spread Spectrum Communication. Reading MA, USA: Addison-Wesley,
June 1995. ISBN 0201633744.

[315] L. Miller and J. Lee, CDMA Systems Engineering Handbook. London, UK: Artech House, 1998.

[316] A. Whalen, Detection of signals in noise. New York, USA: Academic Press, 1971.
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[487] J. Borowski, S. Zeisberg, J. Hübner, K. Koora, E. Bogenfeld, and B. Kull, “Performance of OFDM and
comparable single carrier system in MEDIAN demonstrator 60GHz channel,” in Proceeding of ACTS Mobile
Communication Summit ’97, (Aalborg, Denmark), pp. 653–658, ACTS, 7–10 October 1997.

[488] M. D. Benedetto, P. Mandarini, and L. Piazzo, “Effects of a mismatch in the in–phase and in–quadrature
paths, and of phase noise, in QDCPSK-OFDM modems,” in Proceeding of ACTS Mobile Communication
Summit ’97, (Aalborg, Denmark), pp. 769–774, ACTS, 7–10 October 1997.

[489] T. Rautio, M. Pietikainen, J. Niemi, J. Rautio, K. Rautiola, and A. Mammela, “Architecture and implementa-
tion of the 150 Mbit/s OFDM modem (invited paper),” in IEEE Benelux Joint Chapter on Communications
and Vehicular Technology, 6th Symposium on Vehicular Technology and Communications, (Helsinki, Fin-
land), p. 11, 12–13 October 1998.

[490] J. Ala-Laurila and G. Awater, “The magic WAND — wireless ATM network demondtrator system,” in Pro-
ceeding of ACTS Mobile Communication Summit ’97, (Aalborg, Denmark), pp. 356–362, ACTS, 7–10 Octo-
ber 1997.

[491] J. Aldis, E. Busking, T. Kleijne, R. Kopmeiners, R. van Nee, R. Mann-Pelz, and T. Mark, “Magic into
reality, building the WAND modem,” in Proceeding of ACTS Mobile Communication Summit ’97, (Aalborg,
Denmark), pp. 775–780, ACTS, 7–10 October 1997.
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