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Chapter

HSDPA-Style FDD Networking,
Adaptive Arrays and Adaptive
Modulation

5.1 Introduction

In January 1998, the European standardisation body fat teneration mobile radio sys-
tems, the European Telecommunications Standards IrestitBpecial Mobile Group (ETSI
SMG), agreed upon a radio access scheme for third generatibite radio systems, referred
to as the Universal Mobile Telecommunication System (UM[I$)59]. Although this chap-
ter was detailed in Chapter 1, here we provide a rudimentdrgduction to the system, in
order to allow readers to consult this chapter directlyhaiit having to read Chapter 1 first.
Specifically, the UMTS Terrestrial Radio Access (UTRA) sogip two modes of duplexing,
namely Frequency Division Duplexing (FDD) , where the uplamd downlink are transmit-
ted on different frequencies, and Time Division Duplexiii@D) , where the uplink and the
downlink are transmitted on the same carrier frequencymultiplexed in time. The agree-
ment recommends the employment of Wideband Code DivisioltipieiAccess (W-CDMA)
for UTRA FDD and Time Division - Code Division Multiple Acce¢TD-CDMA) for UTRA
TDD. TD-CDMA is based on a combination of Time Division Muyli¢ Access (TDMA) and
CDMA, whereas W-CDMA is a pure CDMA-based system. The UTRAesne can be
used for operation within a minimum spectrum of 2 x 5 MHz forRA'FDD and 5 MHz for
UTRA TDD. Both duplex or paired and simplex or unpaired freqey bands have been iden-
tified in the region of 2 GHz to be used for the UTRA third getieramobile radio system.
Both modes of UTRA have been harmonised with respect to tei Isgstem parameters,
such as carrier spacing, chip rate and frame length. TheF€y/TDD dual mode operation
is facilitated, which provides a basis for the developméftw cost terminals. Furthermore,
the interworking of UTRA with GSM [11] is ensured.

In UTRA, the different service needs are supported in a sakcefficient way by a com-
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bination of FDD and TDD. The FDD mode is intended for applimas in both macro- and
micro-cellular environments, supporting data rates ofau&4 kbps and high mobility. The
TDD mode, on the other hand, is more suited to micro and pétlodar environments, as
well as for licensed and unlicensed cordless and wireless loop applications. It makes
efficient use of the unpaired spectrum - for example in weglaternet applications, where
much of the teletraffic is in the downlink - and supports datas of up to 2 Mbps. Therefore,
the TDD mode is particularly well suited for environmentsigeating a high traffic density
(e.g. in city centres, business areas, airports etc.) ariddoor coverage, where the applica-
tions require high data rates and tend to have highly asynonedffic again, as in Internet
access.

In parallel to the European activities, extensive work hesrbcarried out also in Japan
and the USA on third generation mobile radio systems. Tharkge standardisation body
known as the Association of Radio Industry and Business BARIso opted for using W-
CDMA, and the Japanese as well as European proposals for EabDdrong similarities.
Similar concepts have also been developed by the North-isareil 1 standardisation body
for the pan-American third generation (3G) system known drea2000, which was also
described in Chapter 1 [11].

In order to work towards a truly global third generation mebadio standard, the Third
Generation Partnership Project (3GPP) was formed in Deeert®98. 3GPP consists of
members of the standardisation bodies in Europe (ETSIJ81€T1), Japan (ARIB), Korea
(TTA - Telecommunications Technologies Association), &mniha (CWTS - China Wireless
Telecommunications Standard). 3GPP merged the alreadharehonised proposals by the
regional standardisation bodies and now works towards glestommon third generation
mobile radio standard under the terminology UTRA, retairits two modes, and aiming to
operate on the basis of the evolved GSM core network. ThedTléneration Partnership
Project 2 (3GPP2), on the other hand, works towards a thingrggion mobile radio stan-
dard, which is based on an evolved 1S-95 type system whichonigially referred to as
cdma2000 [11]. In June 1999, major international operdtotee Operator Harmonisation
Group (OHG) proposed a harmonised G3G (Global Third Geleeatoncept, which has
been accepted by 3GPP and 3GPP2. The harmonised G3G canaegihgle standard with
the following three modes of operation:

e CDMA direct spread (CDMA-DS), based on UTRA FDD as specifig@GPP.

e CDMA multi-carrier (CDMA-MC), based on cdma2000 using FDPB specified by
3GPP2.

e TDD (CDMA TDD) based on UTRA TDD as specified by 3GPP.

5.2 Direct Sequence Code Division Multiple Access

A rudimentary introduction to CDMA was provided in Chapténthe context of single-user
receivers, while in Chapter 2 the basic concepts of mubkirdgtection have been introduced.
However, as noted earlier, our aim is to allow reader to clbtisis chapter directly, without
having to refer back to the previous chapters. Hence herghdwerview of the undrlying
CDMA basics is provided.
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Figure 5.1: Multiple access schemes: FDMA (left), TDMA (middle) and CDMA (right).

Traditional ways of separating signals in time using TDMAl am frequency ensure that
the signals are transmitted orthogonal in either time ogufemcy and hence they are non-
interfering. In CDMA different users are separated empigya set of waveforms exhibiting
good correlation properties, which are known as spreadinigs. Figure 5.1 illustrates the
principles of FDMA, TDMA and CDMA. More explicitly, FDMA usea fraction of the total
FDMA frequency band for each communications link for the ehduration of a conver-
sation, while TDMA uses the entire bandwidth of a TDMA chdnioe a fraction of the
TDMA frame, namely for the duration of a time slot. FinallyD®IA uses the entire avail-
able frequency band all the time and separates the usersheithid of unique, orthogonal
user signature sequences.

In a CDMA digital communications system, such as that shawRigure 5.2, the data
stream is multiplied by the spreading code, which replaees elata bit with a sequence of
code chips. A chip is defined as the basic element of the sipggadde, which typically
assumes binary values. Hence, the spreading processtsanisieplacing each bit in the
original user’s data sequence with the complete spreadidg.cThe chip rate is significantly
higher than the data rate, hence causing the bandwidth afdbes data to be spread, as
shown in Figure 5.2.

At the receiver, the composite signal containing the spdzdd of multiple users is mul-
tiplied by a synchronised version of the spreading code efwanted user. The specific
auto-correlation properties of the codes allow the reedivedentify and recover each de-
layed, attenuated and phase-rotated replica of the traéeshsignal, provided that the signals
are separated by more than one chip period and the receisghbaapability of tracking
each significant path. This is achieved using a Rake recfsy¢hat can process multiple
delayed received signals. Coherent combination of thesesinitted signal replicas allows
the original signal to be recovered. The unwanted signath@fother simultaneous users
remain wideband, having a bandwidth equal to that of theenaiad appear as additional
noise with respect to the wanted signal. Since the bandwittie despread wanted signal is
reduced relative to this noise, the signal-to-noise rdttb®wanted signal is enhanced by the
despreading process in proportion to the ratio of the spaeaddespread bandwidths, since



298 CHAPTER 5. HSDPA-STYLE FDD NETWORKING, ADAPTIVE ARRAYS AND AQA M

Signal
A ‘ A/SI—JL
s ]
SF-B
N1 1 Spreading code
Interferer
A l A/t
T ]
Py
111 [ Spreading code %/_\
Y Afsk- |
A
M1 Despreading code

Figure 5.2: CDMA Spreading and Despreading Processes

the noise power outside the useful despread signal’s baltidvean be removed by a low-
pass filter. This bandwidth ratio is equal to the ratio of thgpaate to the data rate, which
is known as the Processing Gain (PG). For this process to @ftidiently, the signals of all
of the users should be received at or near the same power eddbieer. This is achieved
with the aid of power control, which is one of the critical mlents of a CDMA system. The
performance of the power control scheme directly affe@sctpacity of the CDMA network.

5.3 UMTS Terrestrial Radio Access

A bandwidth of 155 MHz has been allocated for UMTS servicelSunope in the frequency
region of 2.0 GHz. The paired bands of 1920-1980 MHz (upliakyl 2110-2170 MHz
(downlink) have been set aside for FDD W-CDMA systems, areluhpaired frequency
bands of 1900-1920 MHz and 2010-2025 MHz for TDD CDMA systems

A UTRA Network (UTRAN) consists of one or several Radio Netlw®@ub-systems
(RNSs), which in turn consist of base stations (referredstblade Bs) and Radio Network
Controllers (RNCs). A Node B may serve one or multiple célsbile stations are known as
User Equipment (UE), which are expected to support multdenmperation in order to enable
handovers between the FDD and TDD modes and, prior to complERAN coverage, also
to GSM. The key parameters of UTRA have been defined as in Bable
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Duplex scheme FDD TDD
Multiple access scheme W-CDMA TD-CDMA
Chip rate 3.84 Mchip/s 3.84 Mchip/s
Spreading factor range 4-512 1-16

Frequency bands

1920-1980 MHz (UL)
2110-2170 MHz (DL)

1900-1920 MHz
2010-2025 MHz

Modulation mode 4-QAM/QPSK | 4-QAM/QPSK
Bandwidth 5 MHz 5 MHz
Nyquist pulse shaping 0.22 0.22
Frame length 10 ms 10 ms
Number of timeslots per frame 15 15

Table 5.1: Key UTRA Parameters.

5.3.1 Spreading and Modulation

As usual, the uplink is defined as the transmission path fleemtobile station to the base
station, which receives the unsynchronised channel iragaignals from the network’s mo-
biles. The base station has the task of extracting the wageal from the received signal
contaminated by both intra- and inter-cell interferencewigver, as described in Section 5.2,
some degree of isolation between interfering users is aetlidue to employing unigue or-
thogonal spreading codes, although their orthogonalityeistroyed by the hostile mobile
channel.

The spreading process consists of two operations. The fiestiothe channelisation
operation, which transforms every data symbol into a nunabehips, thus increasing the
bandwidth of the signal, as seen in Figure 5.2 of Section F.Be channelisation codes
in UTRA are Orthogonal Variable Spreading Factor (OVSF)esfiL1] that preserve the
orthogonality between a given user’s different physicarotels, which are also capable of
supporting multirate operation. These codes will be furthigcussed in the context of Figure
5.4. The second operation related to the spreading, namelistrambling’ process then
multiplies the resultant signals separately on the I- andr&ches by a complex-valued
scrambling code, as shown in Figure 5.3. The scramblingsat®y be one of eithe?®*
different ‘long’ codes o2* ‘short’ uplink scrambling codes.

The Dedicated Physical Control CHannel (DPCCH) [11, 38&psead to the chip rate
by the channelisation cod&., while then!" Dedicated Physical Data CHannel (DPDCH),
namely DPDCH, is spread to the chip rate by the channelisation addgg. One DPCCH
and up to six parallel DPDCHSs can be transmitted simultasigpue. 1 < n < 6 as seen
in Figure 5.3). However, it is beneficial to transmit with thie of a single DPDCH, if the
required bit-rate can be provided by a single DPDCH for reasuf terminal amplifier ef-
ficiency. This is because multi-code transmissions inerdlas peak-to-average ratio of the
transmission, which reduces the efficiency of the terménadwer amplifier [59]. The max-
imum user data rate achievable with the aid of a single coderived from the maximum
channel bit rate, which is 960 kbps using a spreading fadtéous without channel coding
in the 1999 version of the UTRA standard. However, at the tifngriting a spreading factor
of one is being considered by the standardisation body. @itinnel coding the maximum
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Figure 5.3: Spreading for uplink DPCCH and DPDCHs
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Figure 5.4: Code tree for the generation of Orthogonal Variable Spreading Fa2W8k) codes

practical user data rate for single code transmission is\@forder of 400-500 kbps. For
achieving higher data rates parallel multi-code channelsiaed. This allows up to six par-
allel codes to be used, increasing the achievable channaitbiup to 5740 kbps, which can
accommodate a 2 Mbps user data rate or even higher datawasthe channel coding rate
is1/2.

The OVSF codes [130] can be defined using the code tree ofd-tgdr In Figure 5.4, the
channelisation codes are uniquely described’by s, Where SF is the spreading factor
of the codes, and is the code index wheré < k < SF — 1. Each level in the code
tree defines spreading codes of length SF, correspondingaaetigular spreading factor of
SF. The number of codes available for a particular spreadictgr is equal to the spreading
factor itself. All the codes of the same level in the code tremstitute a set and they are
orthogonal to each other. Any two codes of different leveésaso orthogonal to each other,
as long as one of them is not the mother of the other code. Fongte, the codes,;5(2),
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¢7(1) andcg(1) are all the mother codes of; (3) and hence are not orthogonaldg (3),
where the number in the round bracket indicates the code.irideis not all the codes within
the code tree can be used simultaneously by a mobile st&mmcifically, a code can be used
by an MS if and only if no other code on the path from the specifide to the root of the
tree, or in the sub-tree below the specific node is used byatime S.

For the DPCCH and DPDCHs the following applies:

e The PDCCH is always spread by cofle = C¢, 256,0.

e When only one DPDCH is to be transmitted, DPDCiH spread by the cod€y,; =
Cen,sr.x, Where SF is the spreading factor of DPDC&hdk = SF'/4.

e When more than one DPDCHSs have to be transmitted, all DPDCHhs $areading
factors equal to four. Furthermore, DPDEl spread by the cod€y, = Cen 4k,
wherek = 1if n C {1,2}, k =3if n C {3,4}, andk = 2if n C {5, 6}.

A fundamental difference between the uplink and the dovninthat in the downlink
synchronisation is common to all users and channels of aget. This enables us to exploit
the cross-correlation properties of the OVSF codes, whietewriginally proposed in [130].
These codes offer perfect cross-correlation in an ideahméla but there is only a limited
number of these codes available. The employment of OVSFscallews the spreading
factor to be changed and orthogonality between the sprgadites of different lengths to be
maintained. The codes are selected from the code tree, vghildinstrated in Figure 5.4. As
illustrated above, there are certain restrictions as tekwbf the channelisation codes can be
used for transmission from a single source. Another phisttannel may invoke a certain
code from the tree, if no other physical channel to be trattsthemploying the same code
tree is using a code on an underlying branch, since this wmeikeljuivalent to using a higher
spreading factor code generated from the spreading codeusdal, which are not orthogonal
to each other on the same branch of the code tree. Neitherstaalker spreading factor code
on the path to the root of the tree be used. Hence, the numlaeradéble codes depends on
the required transmission rate and spreading factor of plagsical channel.

In the UTRA downlink a part of the multi-user interferencendae orthogonal - apart
from the channel effects. The users within the same celksth@ same scrambling code, but
use different channelisation/OVSF codes. In a non-disgedownlink channel, all intra-cell
users are synchronised and therefore they are perfectipgohal. Unfortunately, in most
cases the channel will be dispersive, implying that norchymnised interference will be
suppressed only by a factor corresponding to the procegsingand thus they will interfere
with the desired signal. The interference from other celsc is referred to as inter-cell
interference, is non-orthogonal, due to employing diffiéserambling but possibly the same
channelisation codes. Therefore inter-cell interferesa@dso suppressed by a factor corre-
sponding to the processing gain.

The channelisation code used for the Primary Common Pll@r®id! (CPICH) is fixed to
Ceh,256,0, While the channelisation code for the Primary Common Qaiithysical CHannel
(CCPCH) is fixed ta’., 256,1 [386]. The channelisation codes for all other physical cleds
are assigned by the UTRAN [386].

A total of 28 — 1 = 262143 scrambling codes, numbered@s . 262142 can be gener-
ated. However, not all of the scrambling codes are used. Gitarbling codes are divided
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into 512 sets, each consisting of a primary scrambling codkl®d secondary scrambling
codes [386].

More specifically, the primary scrambling codes consistoofmbling codes = 16 * 1,
wherei = 0...511. Thei*" set of secondary scrambling codes consists of scramblitgsco
16 x i + k wherek = 1...15. There is a one-to-one mapping between each primary scram-
bling code and the associated 15 secondary scrambling @odeset, such that th&" pri-
mary scrambling code uniquely identifies t#i& set of secondary scrambling codes. Hence,
according to the above statement, scrambling cédes0...8191 are used. Each of these
codes is associated with a left alternative scrambling eodka right alternative scrambling
code, that may be used for the so-called compressed frarpesifiSally, compressed frames
are shortened duration frames transmitted right beforenddneer, in order to create an inac-
tive period during which no useful data is transmitted. Tdliews the transceivers to carry
out operations necessary for the handover to be succedsfalleft alternative scrambling
code associated with scrambling cddés the scrambling codgé + 8192, while the corre-
sponding right alternative scrambling code is scrambliaded: + 16384. In compressed
frames, the left alternative scrambling code is used, & SF'/2 and the right alternative
scrambling code is used, if > SF/2, whereC,, sr, is the channelisation code used for
non-compressed frames.

The set of 512 primary scrambling codes is further dividet i®4 scrambling code
groups, each consisting of 8 primary scrambling codes. jthescrambling code group
consists of primary scrambling cod&&* 8 x j + 16 x k, wherej = 0...63andk =0...7.

Each cell is allocated one and only one primary scramblirdgecdhe primary CCPCH
and primary CPICH are always transmitted using this prinsnambling code. The other
downlink physical channels can be spread and transmittddtixé aid of either the primary
scrambling code or a secondary scrambling code from thessetcited with the primary
scrambling code of the cell.

5.3.2 Common Pilot Channel

The Common Pllot CHannel (CPICH) is an unmodulated downtiotte channel, which is
scrambled with the aid of the cell-specific primary scramdplcode. The function of the
downlink CPICH is to aid the Channel Impulse Response (CHijration necessary for the
detection of the dedicated channel at the mobile stationt@unpiovide the CIR estimation
reference for the demodulation of the common channels,wdiie not associated with the
dedicated channels.

UTRA has two types of common pilot channels, namely the pnneand secondary
CPICHs. Their difference is that the primary CPICH is alwaysead by the primary scram-
bling code defined in Section 5.3.1. More explicitly, thenpairy CPICH is associated with
a fixed channelisation code allocation and there is only ach shannel and channelisation
code for a cell or sector. The secondary CPICH may use anynetiaation code of length
256 and may use a secondary scrambling code as well. A tygagdication of secondary
CPICHSs usage would be in conjunction with narrow antennanseéatended for service pro-
vision at specific teletraffic ‘hot spots’ or places exhifgtia high traffic density [59].

An important application of the primary common pilot chahisaluring the collection of
channel quality measurements for assisting during the dwaarcand cell selection process.
The measured CPICH reception level at the terminal can be fesehandover decisions.
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Furthermore, by adjusting the CPICH power level the celtlloan be balanced between
different cells, since reducing the CPICH power level emagas some of the terminals to
handover to other cells, while increasing it invites morenieals to handover to the cell, as
well as to make their initial access to the network in thal cel

5.3.3 Power Control

Agile and accurate power control is perhaps the most impbatspect in W-CDMA, in partic-
ular on the uplink, since a single high-powered rogue maiale cause serious performance
degradation to other users in the cell. The problem is reteto as the ‘near-far effect’ and
occurs when, for example, one mobile is near the cell edgkaanther is near the cell cen-
tre. In this situation, the mobile at the cell edge is expdseaisignificantly higher pathloss,
say 70 dB higher, than that of the mobile near the cell cetifttbere were no power control
mechanisms in place, the mobile near the base station casily éverpower’ the mobile at
the cell edge, and thus may block a large part of the cell. Thienum strategy in the sense
of maximising the system’s capacity is to equalise the weckpower per bit of all mobile
stations at all times.

A so-called open-loop power control mechanism [59] attertpimake a rough estimate
of the expected pathloss by means of a downlink beacon siguiathis method can be highly
inaccurate. The prime reason for this is that the fast faidiegsentially uncorrelated between
the uplink and downlink, due to the large frequency sepamatif the uplink and downlink
band of the W-CDMA FDD mode. Open-loop power control is hogreused in W-CDMA,
but only to provide a coarse initial power setting of the ni@station at the beginning of a
connection.

A better solution is to employ fast closed-loop power car8]. In closed-loop power
control in the uplink, the base station performs frequetitreges of the received SIR and
compares it to the target SIR. If the measured SIR is highan the target SIR, the base
station commands the mobile station to reduce the powetlenilit is too low it will instruct
the MS to increase its power. Since each 10 ms UTRA frame sinef 15 time slots,
each corresponding to one power control power adjustmeitichehis procedure takes place
at a rate of 1500 Hz. This is far faster than any significanihgkaof pathloss, including
street corner effects, and indeed faster than the speedytdiffafading for low to moderate
mobile speeds. The street corner effect occurs when a muabile the street corner and
hence the received signal power drops markedly. Theref@renobile responds by rapidly
increasing its transmit power, which may inflict sever iféegnce upon other closely located
base stations. In response, the mobiles using these btieastacrease their transmit powers
in an effort to maintain their communications quality. Thesundesirable, since it results in
a high level of co-channel interference, leading to exeessansmission powers and to a
reduction of the battery recharge period.

The same closed-loop power control technique is used ondialahk, although the
rationale is different. More specifically, there is no n&arproblem due to the one-to-many
distributive scenario, i.e. all the signals originate frtima single base station to all mobiles.
It is, however, desirable to provide a marginal amount ofitamlthl power to mobile stations
near the cell edge, since they suffer from increased irgkirderference. Hence, the closed
loop power control in CDMA systems ensures that each mataitestnits just sufficient power
to satisfy the outer-loop power control scheme’s SIR targjee SIR target is controlled by
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an outer-loop power control process that adjusts the redu®R in order to meet the Bit
Error Ratio (BER) requirements of a particular service. ighler mobile speeds typically a
higher SIR is necessary for attaining a given BER/FER.

5.3.3.1 Uplink Power Control

The uplink’s inner-loop power control adjusts the mobileEnsmit power in order to main-
tain the received uplink SIR at the given SIR target, namelyiak;.,,;. The base stations
that are communicating with the mobile generate Transité?d@ontrol (TPC) commands
and transmit them, once per slot, to the mobile. The mobimn ttlerives from the TPC
commands of the various base stations, a single TPC comrfignd’, cmd, for each slot,

combining multiple received TPC commands if necessary. 38V] two algorithms were
defined for the processing of TPC commands and hence foriigfiP C _cmd.

Algorithm 1: [387]

When not in soft-handover, i.e. when the mobile communioattsa single base station,
only one TPC command will be received in each slot. Henceg#mh slot, if the TPC
command is equal to (R > SIRi4rget) thenT PC_emd = —1, otherwise, if the TPC
command is 1§/ R < SIRi4rget) thenT PC_cmd = 1, which implies powering down or
up, respectively.

When in soft handover, multiple TPC commands are receivedgh slot from the dif-
ferent base stations in the active base station set. If aHebase station’s TPC commands
are identical, then they are combined to form a single TPCnocand, namely’ PC _cmd.
However, if the TPC commands of the different base statidffesrdthen a soft decisiofV;
is generated for each of the TPC commarii®C;, wherei = 1,2,..., N, andN is the
number of TPC commands. Theagsoft decisions are then used to form a combined TPC
commandl' PC_cmd according to:

TPC_cmd =~(Wi,Ws,...,Wn) (5.1)

whereT' PC_cmd is either -1 or +1 and() is the decision function combining the soft values,
W17 ey WN-

If the N TPC commands appear to be uncorrelated, and have a similbalglity of
being 0 or 1, then function() should be defined such that the probability that the output of
the functiony() is equal to 1, is greater than or equal to’i/2nd the probability that the
output ofy() is equal to -1, shall be greater than or equal to 0.5 [387]erAltively, the
function~() should be defined such thR(~() = 1) > 1/2V andP(y() = —1) > 0.5.

Algorithm 2: [387]

When not in soft handover, only one TPC command will be reckineeach slot, and
the mobile will process the maximum 15 TPC commands in a fiveeycle, where the sets
of five slots are aligned with the frame boundaries and the detot overlap. Therefore,
when not in soft handover, for the first four slots of a fivetsletT PC_cmd = 0 is used for
indicating that no power control adjustments are made. f®fifth slot of a set the mobile
performs hard decisions on all five of the received TPC conunali all five hard decisions
resultin a binary 1, then we sétPC_cmd = 1. In contrast, if all five hard decisions yield a
binary 0, therdl’PC_cmd = —1 is set, elsd' PC _cmd = 0.

When the mobile is in soft handover, multiple TPC commandshelreceived in each
slot from each of the base stations in the set of active batierss. When the TPC commands
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of the active base stations are identical, then they can mbiced into a single TPC com-
mand. However, when the received TPC commands are diffefemobile makes a hard
decision concerning the value of each TPC command for thoesecutive slots, resulting in
N hard decisions for each of the three slots, wh¥res the number of base stations within
the active set. The sets of three slots are aligned to theeftaoundaries and do not overlap.
ThenT PC_cmd = 0 is set for the first two slots of the three-slot set, and thétC'_cmd is
determined for the third slot as follows.

The temporary commariPC _temp; is determined for each of th¥ sets of three TPC
commands of the consecutive slots by setihgC _temp; = 1 if all three TPC hard deci-
sions are binary 1. In contrast, if all three TPC hard densiare binary 07’ PC _temp; =
—1is set, otherwise we s&tPC _temp; = 0. These temporary TPC commands are then used
to determine the combined TPC command for the third slotkimgpthe decision function
~(TPC_tempy, TPC_tempas, ..., TPC_tempy) defined as:

N
L1
TPC.emd=1 if ~ ZTPC,tempi > 0.5

i=1

N
L1
TPC.emd=—1 if < ; TPC temp; < —0.5 (5.2)
TPC_emd =0  otherwise.

5.3.3.2 Downlink Power Control

The downlink transmit power control procedure simultarsiypwontrols the power of both
the DPCCH and its corresponding DPDCHSs, both of which arestélfl by the same amount,
and hence the relative power difference between the DPC@H&DCHSs remains constant.

The mobile generates TPC commands for controlling the bas®ss transmit power
and sends them in the TPC field of the uplink DPCCH. When the lmabinot in soft
handover, the TPC command generated is transmitted in tteafrailable TPC field us-
ing the uplink DPCCH. In contrast, when the mobile is in sadntover, it checks the
downlink power control model§ PC_MODEFE) before generating the TPC command. If
DPC_MODE = 0, the mobile sends a unique TPC command in the first availaBlé T
field in the uplink DPCCH. If howevetDPC_MODE = 1, the mobile repeats the same
TPC command over three consecutive slots of the same fracdhthamew TPC command is
transmitted to the base station in an effort the control @wgr at the beginning of the next
frame. The minimum required transmit power step size is 1wiBy a smaller step size of
0.5 dB being optional. The power control step size can beeasad from 1 dB to 2 dB, thus
allowing a 30 dB correction range during the 15 slots of a 10ramee. The maximum trans-
mit powers are +21 dBm and +24 dBm, although it is likely timethie first phase of network
deployment most terminals will belong to the 21 dBm powesgl®9].

5.3.4 Soft Handover

Theoretically, the ability of CDMA to despread the intenfigr signals, and thus adequately
operate at low signal-to-noise ratios, allows a CDMA netwtwr have a frequency reuse
factor of one [59]. Traditionally, non-CDMA based netwofiave required adjacent cells to
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have different carrier frequencies, in order to reduce thet@annel interference to acceptable
levels. Therefore, when a mobile hands over from one cehtter, it has to re-tune its syn-
thesiser to the new carrier frequency, i.e. it performs &rifrequency handover. This pro-
cess is a ‘break-before-make’ procedure, known as a hablran and hence call disruption
or interruption is possible. However, in a CDMA based nekydiaving a frequency reuse
factor of one, so-called soft handovers may be performedchwis a ‘make-before-break’
process, potentially allowing for a smoother handover ketwcells. During a soft handover
a mobile is connected to two or more base stations simultehgahus utilising more net-
work resources and transmitting more signals, which ieterfvith other users. Therefore, it
is in the network operator’s interests to minimise the nunab@sers in soft handover, whilst
maintaining a satisfactory quality of service. In soft hawvet, each connected base station
receives and demodulates the user’s data, and selectiersityvis performed between the
base stations, i.e. the best version of the uplink framdésta. In the downlink, the mobile
station performs maximal ratio combining [5] of the signe¢eived from the multiple base
stations. This diversity combining improves the coveragegions of previously low-quality
service provision, but at the expense of increased backiwauections.

The set of base stations engaged in soft handover is knowmeagtive set The mo-
bile station continuously monitors the received power ll®@fghe Pllot CHannels (PICHS)
transmitted by its neighbouring base stations. The redgilet power levels of these base
stations are then compared to two thresholds, the acceptareshold;,l;,.. and the drop-
ping thresholdl;,,,. Therefore, as a mobile moves away from base station 1, avetrds
base station 2, the pilot signal strength received from btg®n 2 increases. When the pilot
strength exceeds tleeceptance threshold,.., the mobile station enters the soft handover
state, as shown in Figure 5.5. As the mobile continues to ramagy from base station 1,
its pilot strength decreases, until it falls below tirep threshold After a given time inter-
val, Tyrop, during which the signal strength from base station 1 hassro¢eded the drop
threshold, base station 1 is removed from the active set.

5.3.5 Signal-to-Interference plus Noise Ratio Calculatias
5.3.5.1 Downlink

The interference received at the mobile can be divided intexrference due to the signals
transmitted to other mobiles from the same base statiorchwisiknown as intra-cell inter-
ference, and that received due to the signals transmitt@dhter mobiles from other base
stations, which is termed inter-cell interference. In agaidcase, the intra-cell interference
would be zero, since all the signals from the base statiosasgected to the same channel
conditions, and orthogonal channelisation codes are wsezkparating the users. However,
after propagation through a dispersive multipath charthéd, orthogonality is eroded. The
intra-cell and inter-cell interference values are always-nero when in a single-user scenario
due to the inevitable interference inflicted by the commdotghannels.

The instantaneous SINR is obtained by dividing the recesigdal powers by the total
interference plus thermal noise power, and then by multiglyhis ratio by the spreading
factor,SF, yielding

SF-S
(1 - a)IIntra + Ilnter + N()’

SINRp, = (5.3)
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Figure 5.5: The soft handover process showing the process of adding andidgdpase stations from
the active set.

wherea = 1 corresponds to the ideal case of perfectly orthogonal-eethinterference,
anda = 0 is for completely asynchronous intra-cell interferenceurtfrermore,Ny is the
thermal noise’s power spectral densifyis the received signal powelf; ..., is the intra-cell
interference andy,,.., is the inter-cell interference. Again, the interferenagspioise power
is scaled by the spreading factétf’, since after the low-pass filtering the noise bandwidth
is reduced by a factor & F' during the despreading process.

When in soft handover, the maximum ratio combining is perfedron theN received
signals of theV active base stations. Therefore, provided that the actige Istations’ re-
ceived signals are independent, the SINR in this situation i

SINRpy, = SINRpr, + SINRpL, + ...+ SINRpL . (5.4)

5.3.5.2 Uplink

The uplink differs from the downlink in that the multiple &ss interference is asynchronous
in the uplink due to the un-coordinated transmissions ohtioile stations, whereas it may
remain quasi-synchronous in the downlink. Therefore, thiaicell uplink interference is
not orthogonal. A possible solution for mitigating this pkem is employing Multi-User
Detectors (MUDSs) [93] at the base stations.

Thus, we defings as the MUD’s efficiency, which effectively gives the percage of the
intra-cell interference that is removed by the MUD. Settihg- 0.0 implies 0% efficiency,
when the intra-cell interference is not reduced by the MUBereas3 = 1.0 results in the
perfect suppression of all the intra-cell interferenceerEffiore, the expression for the uplink
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SINR is:
SF-S

(1 - ﬁ)IIntTa + Ilnter + NO.

When in soft handover, selection diversity is performed @WNtreceived signals at each
of the active base stations. Therefore, the SINR in thiatiin becomes:

SINRyp =

(5.5)

SINRUL = maX(SINRULl,SINRULz, .. .,SINRULN). (56)

5.3.6 Multi-User Detection

Multiple access communications using DS-CDMA is interfe limited due to the Mul-
tiple Access Interference (MAI) generated by the usersstratting simultaneously within
the same bandwidth. The signals received from the usersperated with the aid of the
despreader using spreading sequences that are uniquehtossrc Again, these spreading
sequences are usually non-orthogonal. Even if they ar@gotial, the asynchronous up-
link transmissions of the users or the time-varying natdrthe mobile radio channel may
partially destroy this orthogonality. The non-orthogonature of the codes results in resid-
ual MAI, which degrades the performance of the system. Teguency selective mobile
radio channel also gives rise to Inter-Symbol Interferefi®) due to dispersive multipath
propagation. This is exacerbated by the fact that the mohd® channel is time-varying.
Conventional CDMA detectors - such as the matched filter§8] &nd the RAKE com-
biner [389] - are optimised for detecting the signal of a Erdgesired user. RAKE combiners
exploit the inherent multi-path diversity in CDMA, sinceethessentially consist of matched
filters combining each resolvable path of the multipath clehnThe outputs of these matched
filters are then coherently combined according to a diversimbining technique, such as
maximal ratio combining [309], equal gain combining or séiles diversity combining .
These conventional single-user detectors are ineffidiettause the interference is treated as
noise, and our knowledge concerning the CIR of the mobil@eék or that of the spreading
sequences of the interferers is not exploited. The effigi@fichese detectors is dependent
on the cross-correlation (CCL) between the spreading cotiak the users. The higher the
cross-correlation, the higher the MAI. This CCL-induced Mé&exacerbated by the effects
of the dispersive multi-path channel and asynchronoustnissions. The utilisation of these
conventional receivers results in an interference-lichggstem. Another weakness of the
above-mentioned conventional CDMA detectors is the phemam known as the ‘near-far
effect’ [390,391]. For conventional detectors to operdtfieiently, the signals received from
all the users have to arrive at the receiver with approxiipdte same power. A signal that
has a significantly weaker signal strength compared to theratignals will be ‘swamped’
by the relatively higher powers of the other signals and thedity of the weaker signal at the
output of the conventional receiver will be severely degrhdrherefore, stringent power con-
trol algorithms are needed to ensure that the signals atisinilar powers at the receiver, in
order to achieve a similar quality of service for differesets [391,392]. Using conventional
detectors to detect a signal corrupted by MAI, while encering a hostile channel results
in an irreducible BER, even if th&, /N, ratio is increased. This is because at higly Ny
values the probability of errors due to thermal noise isgniicant compared to the errors
caused by the MAI and the channel. Therefore, detectorséimteduce or remove the effects
of MAI and ISI are needed in order to achieve user capacitygadihese detectors also have
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to be ‘near-far resistant’, in order to avoid the need fangent power control requirements.
In order to mitigate the problem of MAI, Vetd93] proposed the optimum multi-user detec-
tor for asynchronous Gaussian multiple access channeis optimum detector significantly
outperforms the conventional detector and it is near-faistant, but unfortunately its com-
plexity increases exponentially according to the orde©¢2™¥ ), where N is the number
of overlapping asynchronous bits considered in the dateatandow, andK is the number
of interfering users. In order to reduce the complexity & thceiver and yet to provide an
acceptable BER performance, significant research effante been invested in the field of
sub-optimal CDMA multiuser receivers [93, 393].

In summary, multi-user detectors reduce the error floor ddAl and this translates into
user capacity gains for the system. These multi-user deteate also near-far resistant to a
certain extent and this results in less stringent powerrobrequirements. However, multi-
user detectors are more complex than conventional desec@@herent detectors require the
explicit knowledge of the channel impulse response es@imathich implies that a channel
estimator is needed in the receiver, and hence trainingesegs have to be included in the
transmission frames. Training sequences are specifie@iMED mode of the UTRA stan-
dard and enable the channel impulse response of each simaltsly communicating user to
be derived, which is necessary for the multi-user detectob® able to separate the signals
received from each user. These multi-user detectors alsibiean inherent latency, which
results in delayed reception. Multi-user detection is meugable for the uplink receiver
since the base station has to detect all users’ signals grgméhit can tolerate a higher com-
plexity. In contrast, a hand-held mobile receiver is reggito be compact and lightweight,
imposing restrictions on the available processing powercert research into blind MUDs
has shown that data detection is possible for the desiredui®ut invoking the knowledge
of the spreading sequences and channel estimates of odrsr tience using these detectors
for downlink receivers is becoming feasible.

5.4 Simulation Results

This section presents simulation results obtained for ab Ridde UMTS type CDMA cel-
lular network, investigating the applicability of variossft handover metrics when subjected
to different propagation conditions. This is followed byrfjoemance curves obtained using
adaptive antenna arrays, when subjected to both non-sleaidasvwell as shadowed propa-
gation conditions. The performance of adaptive modulatimmniques used in conjunction
with adaptive antenna arrays in a shadow faded environrad¢hén characterised.

5.4.1 Simulation Parameters

Simulations of an FDD mode UMTS type CDMA based cellular rewere conducted for
various scenarios and algorithms in order to study theaotens of the processes involved
in such a network. As in the standard, the frame length wa® 96t ms, containing 15 power
control timeslots. The power control target SINR was chdeegive a Bit Error Ratio (BER)
of 1 x 103, with a low quality outage occurring at a BER®k 10~2 and an outage taking
place at a BER of x 10~2. The received SINRs at both the mobile and the base statiere w
required for each of the power control timeslots, and hehe®titage and low quality outage
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statistics were gathered. If the received SINR was founatbddow the outage SINR for 75
consecutive power control timeslots, corresponding torseoutive transmission frames or
50 ms, the call was dropped. The post despreading SINRss@ydsr obtaining the target
BERs were determined with the aid of physical-layer simaofet using a 4-QAM modulation
scheme, in conjunction with/2 rate turbo coding and joint detection over a COST 207
seven-path Bad Urban channel [394]. For a spreading faétd6 othe post-de-spreading
SINR required to give a BER df x 10~2 was 8.0 dB, for a BER of x 1073 it was 7.0 dB,
and for a BER ofl x 10~2 was about 6.6 dB. These values can be seen along with the other
system parameters in Table 5.2. The-pre de-spreading SIN&ated taF, /N, and to the
spreading factor by :

SINR = (Ey/N,)/SF, (5.7)

where the spreading fact&tF' = W/ R, with W being the chip rate an® the data rate.
A receiver noise figure of 7 dB was assumed for both the mobitkthe base stations [59].
Thus, in conjunction with a thermal noise density of -174 dBmand a noise bandwidth of
3.84 MHz, this resulted in a receiver noise power of -100 dBhe power control algorithm
used was relatively simple, and unrelated to the previoimipduced schemes of Section
5.3.3. Furthermore, since it allowed a full transmissiow@ochange of 15 dB within a 15-
slot UTRA data frame, the power control scheme advocatedlikaly to limit the network’s
capacity.

Specifically, for each of the 15 timeslots per transmitteaife, both the mobile and base
station transmit powers were adjusted such that the re&&R was greater than the tar-
get SINR, but less than the target SINR plus 1 dB of hysteraafsen in soft handover, a
mobile’s transmission power was only increased if all ofltlage stations in the Active Base
station Set (ABS) requested a power increase, but was iedsed if any of the base stations
in the ABS had an excessive received SINR. In the downlinkdfreceived SINR at the mo-
bile was insufficiently high then all of the active base stasiwere commanded to increase
their transmission powers. Similarly, if the received SINBs unnecessarily high, then the
active base stations would reduce their transmit powers.dbiwnlink intra-cell interference
orthogonality factorg, as described in Section 5.3.5, was set to 0.5 [395-397]. tDtiee
frequency reuse factor of one, with its associated low feagy reuse distance, it was nec-
essary for both the mobiles and the base stations, wheatingia new call or entering soft
handover, to increase their transmitted power graduallis Was required to prevent sud-
den increases in the level of interference, particularhyimks using the same base station.
Hence, by gradually increasing the transmit power to thérelddevel, the other users of
the network were capable of compensating for the increagedérence by increasing their
transmit powers, without encountering undesirable owadge an FDMA/TDMA network
this effect is less noticeable due to the significantly higheguency reuse distance.

Since a dropped call is less desirable from a user’s viewgban a blocked call, two
resource allocation queues were invoked, one for new calistiae other - higher prior-
ity - queue, for handovers. By forming a queue of the handogguests, which have a
higher priority during contention for network resourceartmew calls, it is possible to re-
duce the number of dropped calls at the expense of an indr&éseked call probability. A
further advantage of the Handover Queueing System (HQ®aisduring the time a han-
dover is in the queue, previously allocated resources megrbe available, hence increasing
the probability of a successful handover. However, in a CDb&sed network the capac-
ity is not hard-limited by the number of frequency/timestoimbinations available, like in
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Parameter Value | Parameter Value
Frame length 10 ms | Timeslots per frame 15
TargetEy /No 8.0dB | OutageE}/N, 6.6 dB
Low Quality (LQ) OutageEy /No 7.0dB | BS Pilot Power -5dBm
BS/MS Minimum TX Power -44 dBm | BS Antenna Gain 11 dBi
BS/MS Maximum TX Power +21 dBm | MS Antenna Gain 0 dBi
Attenuation at 1 m reference point] 39dB | Pathloss exponent -3.5
Power control SINR hysteresis 1dB | Cellradius 150 m
Downlink scrambling codes per B$ 1 | Modulation scheme 4-QAM
Downlink OVSF codes per BS Variable | Max new-call queue-time 5s
Uplink scrambling codes per BS Variable | Average inter-call time 300s
Uplink OVSF codes per BS Variable | Average call length 60s
Spreading factor Variable | Data/voice bit rate Variable
Remove BS from ABS threshold Variable | Add BS to ABS threshold| Variable
User speed 1.34 m/s | Noisefloor -100 dBm

(3 mph) | Size of ABS 2

Table 5.2: Simulation parameters of the UTRA-type CDMA based cellular network.

an FDMA/TDMA based network, such as GSM. The main limitingtas are the number
of available spreading and OVSF codes, where the numbereddhilable OVSF codes is
restricted to the spreading factor minus one, since an O\dsle ¢s reserved for the pilot
channel. This is because, although the pilot channel hasadipg factor of 256, it removes
an entire branch of the OVSF code generation tree. Othetitignfiactors are the interference
levels in conjunction with the restricted maximum transpatver, resulting in excessive call
dropping rates. New call allocation requests were queuedddo 5 s, if they could not be
immediately satisfied, and were blocked if the request hadh@en completed successfully
withinthe 5 s.

Similarly to our TDMA-based investigations portrayed inapher 4, several network
performance metrics were used in order to quantify the tyuafi service provided by the
cellular network, namely the:

e New Call Blocking probability,Pg,

Call Dropping or Forced Termination probabilitzr,

Probability of low quality connection?,,,,

Probability of OutageP,.:,

Grade Of Service(7OS.

The new call blocking probabilityPg, is defined as the probability that a new call is
denied access to the network. In an FDMA/TDMA based netwsukh as GSM, this may
occur because there are no available physical channels détfired base station or the avail-
able channels are subject to excessive interference. Howiava CDMA based network this
does not occur, provided that no interference level basadssibn control is performed and
hence the new call blocking probability is typically low.

The call dropping probabilityPr7, is the probability that a call is forced to terminate
prematurely. In a GSM type network, an insufficiently highNBl which inevitably leads
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to dropped calls, may be remedied by an intra- or inter-catidover. However, in CDMA
either the transmit power must be increased, or a soft hamdoust be performed in order
to exploit the available diversity gain.

Again, the probability of a low quality connection is defiresl

Plow = P{SINRuplznk < SINRTeq or S]NRdownlink < SINRTeq} (58)
= P{min(SINRuplmk, SINRdownlink) < SINRTeq}.

The GOS was defined in [317] as:

GOS = P{unsuccessful or low-quality call accéss (5.9)
= P{callis blocked + P{call is admitted x
P{low signal quality and call is admittéd
= Pp+ (1 - Pp)Pow,

and is interpreted as the probability of unsuccessful nétwocess (blocking), or low quality
access, when a call is admitted to the system.

In our forthcoming investigations, in order to compare théwork capacities of different
networks, similarly to our TDMA-based investigations inapter 4, it was decided to use
two scenarios defined as :

e A conservative scenarjavhere the maximum acceptable value for the new call block-
ing probability, Pg, is 3%, the maximum call dropping probabilit{zr, is 1%, and
Py is 1%.

e A lenient scenaripwhere the maximum acceptable value for the new call blagckin
probability, Pg, is 5%, the maximum call dropping probabilitf#z7, is 1%, andP,.,
is 2%.

In the next section we consider the network’s performaneosicering both fixed and nor-
malised soft handover thresholds using both received pdater and received pilot power
versus interference threshold metrics. A spreading faufté6 was used, corresponding to a
channel data rate of 3.84 Mbps/16 = 240 kbps with no chanrighgpor 120 kbps when us-
ing 1/2 rate channel coding. It must be noted at this stage that thitsepresented in the fol-
lowing sections are network capacities obtained using easfing factor of 16. The network
capacity results presented in the previous chapter, whigk wbtained for an FDMA/TDMA
GSM-like system, were achieved for speech-rate users. Werassumed that the channel
coded speech-rate was 15 kbps, which is the lowest posséaefted Physical Data CHan-
nel (DPDCH) rate. Speech users having a channel coded rate kifps may be supported
by invoking a spreading factor of 256. Hence, subjectingctiennel data rate of 15 kbps to
1/2 rate channel coding gives a speech-rate of 7.5 kbps, or iégted by &/3 rate code
the speech-rate becomes 10 kbps, which are sufficiently foigemploying the so-called
Advanced MultiRate (AMR) speech codec [398—400] capablepefrating at rates between
4.7 kbps and 12.2 kbps. Therefore, by multiplying the resulhetwork capacities according
to a factor of 256/16=16, it is possible to estimate the nunolbspeech users supported by
a speech-rate network. However, with the aid of our expteyasimulations, conducted us-
ing a spreading factor of 256, which are not presented hexegchieved network capacities
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higher than 30 times the network capacity supported in cmtian with a spreading factor
of 16. Therefore, it would appear that the system is likelgupport more than 16 times the
number of 240 kbps data users, when communicating at thesippately 16 times lower
speech-rate, employing a high spreading factor of 256. eleasing the above-mentioned
scaling factor of 16 we arrive at the lower bound of networgamity. A mobile speed of
3 mph was used in conjunction with a cell size of 150 m radidsclvwas necessarily small
in order to be able to support the previously assumed 240 kigbstarget data rate. The per-
formance advantages of using both adaptive beamformingdaptive modulation assisted
networks are also investigated.

5.4.2 The Effect of Pilot Power on Soft Handover Results

In this section we consider the settings of the soft handitwesholds, for an 1S-95 type han-
dover algorithm [58], where the handover decisions aredasalownlink pilot power mea-
surements. Selecting inappropriate values for the softitner thresholds, namely for the
acceptance thresholdnd thedrop threshold may result in an excessive number of blocked
and dropped calls in certain parts of the simulation area: example, if theacceptance
thresholdthat has to be exceeded by the signal level for a base statibe added to the
active set is too high (Threshold B in Figure 5.6), then a usay be located within a cell,
but it would be unable to add any base stations to its actige btation set. Hence this user is
unable to initiate a call. Figure 5.6 illustrates this ph@eaon and shows that theceptance
thresholdamust be set sufficiently low for ensuring that at least one Isé&tion covers every
part of the network.

Another consequence of setting theceptance thresholw an excessively high value, is
that soft handovers may not be completed. This may occur wheser leaving the coverage
area of a cell, since the pilot signal from that cell dropobethedrop threshold before the
signal from the adjacent cell becomes sufficiently strongtftw be added to the active base
station set. However, if thacceptance thresholdh conjunction with thedrop thresholdis
set correctly, then new calls and soft handovers shouldgka as required, so long as the
availability of network resources allows it. Care must beetahowever, not to set the soft
handover threshold too low, otherwise the mobiles occugtiathal network resources and
create extra interference, due to initiating unnecessaftyhandovers.

5.4.2.1 Fixed Received Pilot Power Thresholds without Shasving

Figure 5.7 shows the new call blocking probability of a netwasing a spreading factor of
16, in conjunction with fixed received pilot signal strengpidised soft handover thresholds
without imposing any shadowing effects. The figure illugsahat reducing both the accep-
tance and the dropping soft handover thresholds resulta improved new call blocking
performance. Reducing the threshold at which further bésttoss may be added to the
Active Base station Set (ABS) increases the probability Hase stations exist within the
ABS, when a new call request is made. Hence, as expectedatheall blocking probability
is reduced, when the acceptance threshold is reduced. aBiniliropping the threshold at
which base stations are removed from the ABS also results improved new call blocking
probability, since a base station is more likely to be retdim the ABS as a mobile moves
away from it. Therefore, should a mobile attempt to initiateall in this situation, there is a



5.4. SIMULATION RESULTS 315
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Figure 5.6: This figure indicates that using inappropriate soft handover threshwglidead to blocked
and dropped calls due to insufficient pilot coverage of the simulation arbeeshold A
is the drop threshold, which when combined with the acceptance threshcda @il to
cover the simulation area sufficiently well, thus leading to soft handovieirda When
combining threshold A with the acceptance threshold B, users located inewecall dead
zone’ may become unable to initiate calls.
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Figure 5.7: New call blocking probability versus mean carried traffic of a CDMA lbsellular net-
work usingfixed received pilot powerbased soft handover thresholdighout shadowing
for SF=16.

greater chance that the ABS will contain a suitable basmatat

The associated call dropping probability is depicted iruFégs.8, indicating that reducing
the soft handover thresholds, and thus increasing the toaetsn soft handover, improved
the performance up to a certain point. However, above thiist ploe additional interference
inflicted by the soft handover process led to a degraded ieégioce. For example, in this fig-
ure the performance associated with. = —111 dBm improved, whefly,.,,, was decreased
from -112 dBm to -113 dBm. However, at high traffic levels tleefprmance degraded when
Turop Was decreased further, to -114 dBm. The call dropping pritihabbtained using
Tuce=-113 dBm andl;,,,=-115 dBm was markedly lower for the lesser levels of traféic c
ried due to the extra diversity gain provided by the soft luaed process. However, since
these soft handover thresholds resulted in a greater gropaf time spent in soft handover,
the levels of interference were increased, and thus at gieehtraffic levels the performance
degraded rapidly, as can be seen in Figure 5.8. Hence, thdrogbping performance is
based on a trade-off between the diversity gain providedhewbdft handover process and the
associated additional interference.

The probability of low quality access (not explicitly shopmas similar in terms of its
character to the call dropping probability, since redudig,, improved the performance to
a certain point, after which it degraded.

The mean number of base stations in the ABS is shown in Fig@eillustrating that
reducing the soft handover thresholds leads, on averagehigher number of base stations
in the ABS. Therefore, a greater proportion of call time iergpn soft handover. The asso-
ciated diversity gain improves the link quality of the refiece user but additional co-channel
interference is generated by the diversity links, thusndtely reducing the call quality, as
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Figure 5.8: Call dropping probability versus mean carried traffic of a CDMA basgtilar network
usingfixed received pilot powerbased soft handover thresholdighout shadowing for
SF=16.

shown in Figure 5.8. Additionally, this extra co-channeéifierence required more transmis-
sion power for maintaining the target SINR as depicted imuFadh.10. This figure shows that
when lower soft handover thresholds are used, and thus segpraportion of time is spent
in soft handover, greater levels of co-channel interfegegre present, and thus the required
mean transmission powers became higher. It is interestimpte that for the highest soft
handover thresholds employed in Figure 5.10, the downteksmission power required for
maintaining the target SINR is lower than the uplink trarssign power, whereas for the
lower soft handover thresholds, the required mean upliafistmission power is lower than
the downlink transmission power. The required downlinki$raission power was, in gen-
eral, lower than the uplink transmission power due to theitedbations’ ability to perform
maximal ratio combining when in soft handover. This was olee despite the absence of
the pilot interference in the uplink, and despite the baagasts’ ability to perform selec-
tive diversity which offers less diversity gain when conmgzhto maximal ratio combining.
However, reducing the soft handover thresholds to the lolessls shown in Figure 5.10,
led to increased co-channel interference on the downlinks tequiring higher base station
transmission powers, as clearly seen in the figure.

In summary, as seen by comparing Figures 5.7-5.10 the maxioapacity of the net-
work using fixed received pilot power based soft handoverstholds was limited by the call
dropping probability. The new call blocking probabilitynained below the 3% limit, thanks
to the appropriate choice of thresholds used, whilst theadsiity of low quality access was
constantly below the 1% mark. Therefore, the maximum ndeedlteletraffic load was
1.64 Erlangs/krfYMHz, corresponding to a total network capacity of 290 usetsle satis-
fying both quality of service constraints, was achievedilie aid of an acceptance threshold
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Figure 5.11: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
using fixed received pilot power based soft handover thresholds in conjunctiath
0.5 Hz shadowing having a standard deviation of 3 dBor SF=16.

of -112 dBm and a dropping threshold of -114 dBm. A mean ABS siz1.7 base stations
was registered at this traffic level, and both the mobile aagklstations exhibited a mean
transmission power of 5.1 dBm.

5.4.2.2 Fixed Received Pilot Power Thresholds with 0.5 Hz 8Howing

In this section we examine the achievable performance, upmg fixed received pilot power
based soft handover thresholds when subjected to log-hatmdow fading having a stan-
dard deviation of 3 dB and a maximum frequency of 0.5 Hz.

The call dropping results of Figure 5.11 suggested that #teark’s performance was
poor when using fixed received pilot power soft handoversthoids in the above mentioned
shadow fading environment. The root cause of the probletmaisthe fixed thresholds must
be set such that the received pilot signals, even when geldjez shadow fading, are retained
in the active set. Therefore, setting the thresholds tob regults in the base stations being
removed from the active set, thus leading to an excessivéauof dropped calls. However,
if the thresholds are set too low, in order to counteractghenomenon, then the base stations
can be in soft handover for too high a proportion of time, d@ngstan unacceptable level of
low quality accesses is generated due to the additionahaare! interference inflicted by
the high number of active base stations. Figure 5.11 shostg¢lducing the soft handover
thresholds improved the network’s call dropping prob&hilbut Figure 5.12 illustrates that
reducing the soft handover thresholds engendered an sectieathe probability of a low
quality access.

The network cannot satisfy the quality requirements of theservative scenario, namely
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Figure 5.12: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usindfixed received pilot powerbased soft handover thresholds in conjunction
with 0.5 Hz shadowing having a standard deviation of 3 dBor SF=16.

that of maintaining a call dropping probability of 1% coméihwith a maximum probability

of low quality access below 1%. However, the entire netwanip®rted 127 users, whilst
meeting the lenient scenario’s set of criteria, which cstissof a maximum call dropping
probability of 1% and a probability of low quality access @ldw 2%, using the thresholds
of Tpec=-113 dBm andl 40, =-115 dBm.

5.4.2.3 Fixed Received Pilot Power Thresholds with 1.0 Hz &dowing

This section presents results obtained using fixed receil@rpower based soft handover
thresholds in conjunction with log-normal shadow fadingihg a standard deviation of 3 dB
and a maximum fading frequency of 1.0 Hz.

The corresponding call dropping probability is depictedrigure 5.13, showing that us-
ing fixed thresholds in a propagation environment exposstadow fading resulted in a very
poor performance. This was due to the shadow fading inducetbfitions of the received
pilot signal power, which resulted in removing base statisom the ABS mid-call, which
ultimately engendered dropped calls. Hence, lowering ttexlfthresholds significantly re-
duced the call dropping probability. However, this led toededioration of the low quality
access probability, as shown in Figure 5.14. The probghififow quality access was also
very poor due to the rapidly fluctuating interference-leditenvironment. This was shown
particularly explicitly in conjunction witil;,..=-113 dBm andl;,,,=-115 dBm, where re-
ducing the number of users resulted in a degradation of theylmlity access performance
due to the higher deviation of the reduced number of combgauenices of interference. In
contrast, adding more users led to a near-constant levetafiérence that varied less dra-
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Figure 5.13: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
usingfixed received pilot powerbased soft handover thresholds in conjunctidgtih 1 Hz
shadowing having a standard deviation of 3 dBor SF=16.

matically.

It was found that the network was unable to support any udettsearequired service
quality, since using the thresholds that allowed the marini%s call dropping probability
restriction to be met, led to a greater than 2% probabilitg ww quality outage occurring.

5.4.2.4 Summary

In summary of our findings in the context of Figure 5.7-5.14jsadvantage of using fixed
soft handover thresholds is that in some locations all giighals may be weak, whereas in
other locations, all of the pilot signals may be strong dutholocalised propagation envi-
ronment or terrain. Hence, using relative or normalisetlisafidover thresholds is expected
to be advantageous in terms of overcoming this limitation.aélditional benefit of using dy-
namic thresholds is confirmed within a fading environmeritere the received pilot power
may drop momentarily below a fixed threshold, thus causingeoessary removals and ad-
ditions to/from the ABS. However, these base stations mag baen the only base stations
in the ABS, thus ultimately resulting in a dropped call. Whaing dynamically controlled
thresholds this scenario would not have occurred. Hendbeimext section we considered
the performance of using relative received pilot power bas#t handover thresholds under
both non-shadowing and shadowing impaired propagatioditions.

To summarise, using fixed received pilot power thresholds mon-shadowing environ-
ment resulted in a total network capacity of 290 users foh loptality of service scenarios,
namely for both the conservative and lenient scenariosideresd. However, this perfor-
mance was severely degraded in a shadow fading impaire@gatipn environment, where
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Figure 5.14: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usindfixed received pilot powerbased soft handover thresholds in conjunction
with 1 Hz shadowing having a standard deviation of 3 dBfor SF=16.

a total network capacity of 127 users was supported in catipmwith a maximum shadow
fading frequency of 0.5 Hz. Unfortunately, the network aapecould not be evaluated when
using a maximum shadow fading frequency of 1.0 Hz due to timrasting characteristics
of the dropped call and low quality access probability ressul

5.4.2.5 Relative Received Pilot Power Thresholds withouttadowing

Employing relative received pilot power thresholds is imtpot in realistic propagation en-
vironments exposed to shadow fading. More explicitly, imtcast to the previously used
thresholds, which were expressed in terms of dBm, i.e. vagipect to 1 mW, in this sec-
tion the threshold¥%,.. and7y,,, are expressed in terms of dB relative to the received pilot
strength of the base stations in the ABS. Their employmestt ehters for situations, where
the absolute pilot power may be too low for use in conjunctth fixed thresholds, but
nonetheless sufficiently high for reliable communicatiddsnce, in this section we examine
the performance of relative received pilot power based Isafidover thresholds in a non-
shadow faded environment.

The call dropping performance is depicted in Figure 5.15ictvishows that reducing
the soft handover thresholds, and thus increasing the ti@etsn soft handover, improved
the call dropping performance. It was also found in the casesidered here, that simul-
taneously the probability of a low quality access decreaasdllustrated by Figure 5.16.
However, it was also evident in both figures, that reducirgsibit handover thresholds past a
certain point resulted in degraded performance due to ttra @xerference incurred during
the soft handover process.



5.4. SIMULATION RESULTS 323

Tacc (dB), Tdrop (d B)
2t O -10,-12

ar A -10,-18

- 0 -12,-18
2 O -14,-18 1%
3 102} b
< 10
o}
o
S
o
[S2
=
Q.
Q.
o
—
@)
T 2
O

10°

08 09 10 11 12 13 14 15 16 17 18
Mean Carried Teletraffic (Erlangsll<2ﬂ\/IHz)

Figure 5.15: Call dropping probability versus mean carried traffic of a CDMA basslliar network
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Figure 5.17: Call dropping probability versus mean carried traffic of a CDMA bagshlilar network
usingrelative received pilot powerbased soft handover thresholds in conjunctioti
0.5 Hz shadowing and a standard deviation of 3 dBor SF=16.

Since the probability of low quality access was under the hé#éshold, the network
capacity for both the lenient and conservative scenarios W same, namely 1.65 Erlangs
/ km? / MHz or a total of 288 users over the entire simulation area.86 kn?. The mean
ABS size was 1.7 base stations, with a mean mobile trangmiggiwer of 4.1 dBm and an
average base station transmit power of 4.7 dBm.

5.4.2.6 Relative Received Pilot Power Thresholds with 0.5445hadowing

In this section we present results obtained using relatigeived pilot power based soft han-
dover thresholds in a shadowing-impaired propagationrenwient. The maximum shadow
fading frequency was 0.5 Hz and the standard deviation ofatpanormal shadowing was
3 dB.

Figure 5.17 depicts the call dropping probability for sedeelative thresholds and shows
that by reducing both the thresholds, the call droppinggrernce is improved. This enables
the mobile to add base stations to its ABS earlier on duriegstift handover process, and
to relinquish them at a much later stage than in the case f Usgher handover thresholds.
Therefore, using lower relative soft handover thresholgsllts in a longer period of time
spent in soft handover, as can be seen in Figure 5.18, whahsstne mean number of base
stations in the ABS.

The probability of low quality access is shown in Figure 5ill@strating that, in general,
as the relative soft handover thresholds were reduced,rdiEbpility of low quality access
increased. This demonstrated that spending more time irhaaflover generated more co-
channel interference and thus degraded the network’s ipeaface. However, the difference
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Figure 5.18: Mean number of base stations in the active base station set versus anead taffic of
a CDMA based cellular network usimglative received pilot powerbased soft handover
thresholds in conjunctiowith 0.5 Hz shadowing and a standard deviation of 3 dBor
SF=16.

between the two thresholds must also be considered. Forpteathe probability of low
quality access is higher in conjunction wilfy.. = —16 dB andTy,.,,=-18 dB, than using
Toce=-16 dB andl,.,,=-20 dB, since the latter scenario has a higher mean numbsasef
stations in its ABS. Therefore, there is a point at which thi& Bandover gain experienced
by the desired user outweighs the detrimental effects oéxtie interference generated by
base stations’ transmissions to users engaged in the safohear process.

Figure 5.20 shows the mean transmission powers of both thelescand the base sta-
tions. The mobiles are required to transmit at a lower powan the base stations, because
the base stations are not subjected to downlink pilot pomterfierence and to soft handover
interference. Furthermore, the mobiles are not affectethbylevel of the soft handover
thresholds, because only selective diversity is performetie uplink, and hence the mo-
bile transmits as if not in soft handover. As the soft handekeesholds were reduced, the
time spent in soft handover increased and thus the mean taasenission power had to be
increased in order to overcome the additional downlinkrfetence.

The maximum network capacity of 0.835 ErlangskiHz, or 144 users over the entire
simulation area, was achieved using the soft handovertbl#s ofT;..=-14 dB andl 4,,p=-
18 dB for the conservative scenario. The mean ABS size wasHage stations, while the
mean mobile transmit power was -1.5 dBm and 0.6 dBm for the bttions. In the lenient
scenario a maximum teletraffic load of 0.865 Erlangs ? KiiviHz, corresponding to a total
network capacity of 146 users was maintained using softtwardhresholds dt;,..=-16 dB
andTy,.,=-18 dB. The mean number of base stations in the ABS was 1.i#8aw average
transmit power of -1.5 dBm for the mobile handset, and 1.3 d&nthe base station.
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Figure 5.19: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingelative received pilot powerbased soft handover thresholds in conjunc-
tion with 0.5 Hz shadowing and a standard deviation of 3 dBor SF=16.

3 : .
’E\ Filled = BS, Blank = MS
m ol Tacc(dB)v Tdrop (dB)
<) O -10,-12
— A -12,-14
2 1] O 14,16
o O -14,-18
o
g0l
‘»
R
e 1l
5 1
c
s
-2
c
[\
[
= -3f
-4 L L L L L
0.3 0.4 0.5 0.6 0.7 0.8 0.9

Mean Carried Teletraffic (ErIangs/kZIM Hz)

Figure 5.20: Mean transmission power versus mean carried traffic of a CDMA bealédar network
usingrelative received pilot powerbased soft handover thresholds in conjunctidti
0.5 Hz shadowing and a standard deviation of 3 dBor SF=16.



5.4. SIMULATION RESULTS 327

Tacc (dB)r Tdrop (d B)

21 O -2,-20
T N -2,-22
= 0 -12,-14
2
2 O -14,-16 /%
9 102t x -14,-18 1% ZZ
S & -18,-
o
P
o
(@] 5
£
[eX
o
o
S
o
T 2
(@)

3 ‘ ‘ ‘ ‘

10 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Mean Carried Teletraffic (ErIangs/I%ﬂVle)

Figure 5.21: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
usingrelative received pilot powerbased soft handover thresholds in conjunctiotih
1 Hz shadowing and a standard deviation of 3 dBor SF=16.

5.4.2.7 Relative Received Pilot Power Thresholds with 1.0245hadowing

In this section we present further performance resultsinddausing relative received pilot
power based soft handover thresholds in a shadowing prtpagavironment. The max-
imum shadow fading frequency was 1.0 Hz and the standardiit@viof the log-normal
shadowing was 3 dB.

On comparing the call dropping probability curves seen guké 5.21 with the call drop-
ping probability obtained for a maximum shadow fading frelgey of 0.5 Hz in Figure 5.17
it was found that the performance of the 1.0 Hz frequency alvady scenario was slightly
worse. However, the greatest performance difference wssreéd in the probability of low
quality access, as can be seen in Figure 5.22.

Using the soft handover thresholds which gave a good pedcm for a maximum
shadow fading frequency of 0.5 Hz resulted in significantyper low quality access per-
formance for a maximum shadowing frequency of 1.0 Hz. In otdeobtain a probability
of low quality access of below 1% it was necessary to use mfyrkifferent soft handover
thresholds, which reduced the time spent in soft handowthance also the size of the ABS,
as illustrated in Figure 5.23.

For the conservative scenario, where the maximum probaluifilow quality access,
P, Was set to 1%, the maximum network capacity was found to@@Bxlangs/km/MHz,
equivalent to a total network capacity of 127 users, obthu&ng’y,,,=-2 dB andlg..=-
16 dB. In contrast, in the lenient scenario, where g, limit was 2%, the maximum
number of users supported was found to be 144, or 0.825 EflamgyMHz, in conjunction
with T}, ..=-14 dB andl4,,,=-18 dB.
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Figure 5.22: Probability of low quality access versus mean carried traffic of a CDMgetacellular
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5.4.2.8 Summary

In summary, using relative received pilot power as a sofdbaar metric has resulted in a
significantly improved performance in comparison to thathef fixed received pilot power
based results in a shadow fading environment. In the nodestred environment the net-
work capacity was approximately the same as when using tled fixreshold algorithm,
albeit with a slightly improved mean transmission powereDao the time varying nature of
the received signals subjected to shadow fading, usingjveldaresholds has been found to
be more amenable to employment in a realistic propagatiwimeemment, than using fixed
thresholds. In conclusion, without shadow fading the netveoipported a total of 288 users,
whilst with a maximum shadow fading frequency of 0.5 Hz, apgpmately 145 users were
supported by the entire network, for both the conservatialanient scenarios. However,
different soft handover thresholds were required for edfthatson, for achieving these ca-
pacities. At a maximum shadowing frequency of 1.0 Hz, a totdl27 users were supported
in the conservative scenario, and 144 in the lenient scenbldwever, again, different soft
handover thresholds were required in each scenario in twdeaximise the network capac-

ity.

5.4.3 E./I, Power Based Soft Handover Results

An alternative soft handover metric used to determine ‘eethership’ is the pilot to down-
link interference ratio of a cell, which was proposed for émgment in the 3rd generation
systems [59]. The pilot to downlink interference ratio, I6¢/1,, may be calculated thus
as [401]:

& _ P);m',lotN 7 (510)

Io Ppior + No + Y=y PyTy
where P, is the total transmit power of cell, T}, is the transmission gain, which includes
the antenna gain and pathloss as well as shadouNpds the power spectral density of the
thermal noise an@V..;;s is the number of cells in the network. The advantage of usiraty s
a scheme is that it is not an absolute measurement that ishugetie ratio of the pilot power
to the interference power. Thus, if fixed thresholds wereal esérm of admission control
may be employed for new calls if the interference level bexton high. A further advantage
is that it takes into account the time-varying nature of titerference level in a shadowed
environment.

5.43.1 FixedE./I, Thresholds without Shadowing

The new call blocking probability obtained when using fixed I, soft handover thresholds
without any form of shadow fading is shown in Figure 5.24, ethsuggests that in general,
lowering the soft handover thresholds reduced the probalbi a new call attempt being
blocked. However, it was found that in conjunction with,.,, = —40 dB, dropping the
thresholdT, .. from -20 dB to -24 dB actually increased the new call blockimgbability.
This was attributed to the fact that the lower threshold ipitated a higher level of co-
channel interference, since there was a higher mean nunfillexrse stations in the ABS,
as evidenced by Figure 5.25. Therefore, since the meandéwelerference present in the
network is higher, when using a lower threshold, and thestiokel determines the value of
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Figure 5.24: New call blocking probability versus mean carried traffic of a CDMA lobsellular net-
work usingfixed E. /I, based soft handover thresholdighout shadowing for SF=16.

the pilot to downlink interference ratio at which base siasi may be added to the ABS, a
more frequent blocking of calls occurs. Alternatively, aéy threshold resulted in a higher
level of downlink interference due to the additional inez&ince inflicted by supporting the
mobiles in soft handover, which prevented base statioms freing included in the ABS due

to insufficient pilot to interference ‘head-room’. This theltimately led to blocked calls due

to the lack of base stations in the ABS.

Again, the mean number of base stations in the ABS is givenignré 5.25, which
illustrates that as expected, reducing the soft handovesltolds increased the proportion of
time spent in soft handover, and thus reduced the mean nuhbese stations in the ABS.
The average size of the ABS was found to decrease, as the mk&twraffic load increased.
This was a consequence of the increased interference Essdsiated with the higher traffic
loads, which therefore effectively reduced the pilot t@iference ratio at a given point, and
hence base stations were less likely to be in soft handovkinathe ABS.

Figure 5.26 depicts the mean transmission powers for betluplink and the downlink,
for a range of different soft handover thresholds. Theseltseshow similar trends to the
results presented in previous sections, with the requirerhge downlink transmission power
increasing, since a greater proportion of call time is spesbft handover. Again, the mean
uplink transmission power varied only slightly, since tledestion diversity technique of the
base stations only marginally affected the received iaterfce power at the base stations.

Figure 5.27 shows the call dropping performance, indicgtitat lowering the soft han-
dover thresholds generally improved the call droppinggrenince. However, reducing the
soft handover thresholds too much resulted in a degradafitire call dropping probability
due to the increased levels of co-channel interferencaémhevhen a higher proportion of
the call time is spent in soft handover. This is explicitipdtrated by Figure 5.28, which
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Figure 5.27: Call dropping probability versus mean carried traffic of a CDMA baseltllar net-
work usingfixed received E. /I, based soft handover thresholdithout shadowing
for SF=16.

indicates that reducing the soft handover thresholds chasgnificant degradation in the
probability of low quality access. This was a consequendh®fadditional co-channel in-
terference associated with the soft handover process. gheefalso shows that there is a
point where the diversity gain of the mobiles obtained witd advent of the soft handover
procedure outweighs the extra interference that it geesrat

On the whole, the capacity of the network when using fikedI, soft handover thresh-
olds was lower than when using fixed received pilot power thasdt handover thresholds.
This can be attributed to the fact that thg/ I,, thresholds are related to the interference level
of the network, which changes with the network load and pgatian conditions. Hence
using a fixed threshold is sub-optimal. In the conservatoenario, the network capacity
was 1.275 Erlangs/kiiMHz, corresponding to a total network capacity of 223 ushkrshe
lenient scenario, this increased to 1.305 Erlangs/khiz, or 231 users. In contrast, when
using fixed received pilot power thresholds the entire neétvsapported 290 users.

5.4.3.2 FixedE./I, Thresholds with 0.5 Hz Shadowing

In this section we consider fixed pilot to downlink interfiece ratio based soft handover
thresholds in a propagation environment exhibiting shaf@aling in conjunction with a max-
imum fading frequency of 0.5 Hz and a standard deviation d83 d

Examining Figure 5.29, which shows the call dropping praligbwe see, again, that
reducing the soft handover thresholds typically resulted lower probability of a dropped
call. However, since the handover thresholds are depengentthe interference level, there
was some interaction between the handover thresholds arehthdropping rate. For exam-



5.4. SIMULATION RESULTS 333

2%

N

1%

:

[N
(=)

3

Tacc (d B)v Tdrop (dB)
-20, -40
-24,-40
-28,-42
-32, -44
-34, -44
10-3 .

08 09 10 11 12 13 14 15 16 17 18
Mean Carried Teletraffic (Erlangs/k2ﬂ\/|Hz)

Probability of low quality access,;,

x<>O> O
N
®
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for SF=16.

ple, it can be seen in the figure that whEp,, = —40 dB, the call dropping probability fell
asT,.. was reduced from -20 dB to -24 dB. However, on lowerihyg. further, to -26 dB,
the call dropping rate at low traffic loads became markedghér. A similar phenomenon
was observed in Figure 5.30, which shows the probabilitpwafduality outage.

It is explicitly seen from Figures 5.29 and 5.30 that the pemfance of the fixedv. /I,
soft handover threshold based scheme clearly exceedeof tiat fixed received pilot power
threshold based system in a shadow fading environment. d@tweork supported a teletraffic
load of 0.7 Erlangs/kifiMHz or a total of 129 users in the conservative scenariocwhise
to 0.78 Erlangs/kMMHz, or 140 users, in the lenient scenario. These netwoplacities
were achieved with the aid of a mean number of active baserssdn the ABS, which were
1.88 and 1.91, respectively. In order to achieve the totthork capacity of 129 users in
the conservative scenario, a mean mobile transmit powe2.4fdBm was required, while
the mean base station transmission power was 7 dBm. Forrtentescenario, these figures
were -2.4 dBm and 8.7 dBm, respectively.

5.4.3.3 FixedE./I, Thresholds with 1.0 Hz Shadowing

Increasing the maximum shadow fading frequency from 0.5d42.0 Hz resulted in an
increased call dropping probability and a greater proltghif low quality access, for a
given level of carried teletraffic. This is clearly seen byngaring Figures 5.31 and 5.32 with
Figures 5.29 and 5.30. Explicitly, Figure 5.31 and 5.32 shtiwat reducing the soft handover
threshold,T,,.. from -20 dB to -24 dB led to both an increased call droppindphality and
an increased probability of low quality access. This cantbéated to the extra co-channel
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Figure 5.29: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
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shadowing and a standard deviation of 3 dEor SF=16.
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Figure 5.31: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
usingfixed received E. /I, based soft handover thresholds in conjunctioth 1.0 Hz
shadowing and a standard deviation of 3 dBor SF=16.

interference generated by the greater proportion of caktbeing spent in soft handover.
This is also confirmed by the increased probability of lowliuaccess observed in Figure
5.32 for lower soft handover threshol@s.. andTy;,p.

The network capacity of the conservative scenario was 055881gs/km/MHz, giving
an entire network capacity of 107 users. In the lenient séeittze network supported a total
of 128 users or a traffic load of 0.675 Erlangs¥MHz was carried. The 107 users were
serviced in conjunction with a mean ABS size of 1.86, a meabilmdransmit power of
-3 dBm and a mean base station transmit power of 4.5 dBm. T8eid€rs supported in the
lenient scenario necessitated an average mobile transmvitrpof -3 dBm and an average
base station transmit power of 9.5 dBm. The mean number &f §tasions in the ABS was
1.91.

5.4.3.4 Summary

In summary, a maximum network capacity of 290 users was &daivhen employing the
fixed E. /I, soft handover thresholds. This capacity was equal to thehwising fixed re-
ceived pilot power thresholds in the lenient scenario wittehadow fading. However, in the
conservative scenario the network capacity was reduced 2&0 to 231 users. Nevertheless,
when a realistic shadowed propagation environment wasidiEnesl, using the pilot power
to interference ratio based soft handover metric improliechietwork capacity significantly.
This was patrticularly evident in conjunction with the maxim shadow fading frequency of
1.0 Hz, when using the fixed received pilot power threshollsisers could be supported
whilst maintaining the desired call quality. In contrasting the fixedE. /I, soft handover
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Figure 5.32: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingfixed receivedE. /I, based soft handover thresholds in conjunctiotin
1.0 Hz shadowing and a standard deviation of 3 dBor SF=16.

thresholds led to a total network capacity of between 10712&lusers, for the conservative
and lenient scenarios, respectively. This capacity irsereas the benefit of the more effi-
cient soft handover mechanism, which was capable of takitggaccount the interference
level experienced, leading to a more intelligent selectibbase stations supporting the call.
At a maximum shadow fading frequency of 0.5 Hz the network &dataximum capacity of
129 and 140 users, for the conservative and lenient scemagpectively, when using the
fixed E./I, soft handover thresholds.

5.4.3.5 RelativeE,. /I, Thresholds without Shadowing

In this section we combined the benefits of using the recelued,, ratio and relative soft
handover thresholds, thus ensuring that variations in twheceived pilot signal strength
and interference levels were monitored in the soft handpraress.

The call dropping performance is shown in Figure 5.33, iflating that reducing the soft
handover thresholds improved the probability of droppdtcia particular at higher traffic
loads. This phenomenon is also evident in Figure 5.34, whiedws the probability of a
low quality outage. However, in some cases it was evideritakeessive reduction of the
thresholds led to increasing the co-channel interfereacd,hence to a greater probability
of outage associated with low quality. Again, this was thasamuence of supporting an
excessive number of users in soft handover, which providezhaficial diversity gain for the
mobiles but also increased the amount of downlink interfeednflicted by the base stations
supporting the soft handovers.

The entire network supported a total of 256 users employafighendover thresholds of
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Figure 5.33: Call dropping probability versus mean carried traffic of a CDMA basshlilar network
using relative received E. /I, based soft handover thresholdgthout shadowing for
SF=16.

Tacc=-12 dB andl;,,=-16 dB. The mean number of base stations in the active set \68s
and the mean mobile transmit power was 3.1 dBm. The averagedation transmit power
was 2.7 dBm.

5.4.3.6 RelativeE. /I, Thresholds with 0.5 Hz Shadowing

Examining the call dropping probability graphs in Figur85shows that the probability
of a dropped call was significantly lower than that of the otbeft handover algorithms
considered for the same propagation environment. This weause the handover algorithm
was capable of taking the current interference levels intmant when deciding whether to
initiate a handover, additionally, the employment of thiatiee thresholds minimised the
chances of making an inappropriate soft handover decigsinoerning the most suitable base
station to use. The superiority of this soft handover athamiwas further emphasised by the
associated low probability of a low quality access, asftithted in Figure 5.36, which was an
order of magnitude lower than that achieved using the atem soft handover algorithms.

WhenT,.. was set to -10 dB the ultimate capacity of the network was amdyginally
affected by changin@..p, although some variation could be observed in the call drgpp
probability. Furthermore, the probability of low qualitg@ess increased for the lowest val-
ues ofTy,..p. This degradation of the probability of low quality accessswiue to the higher
proportion of time spent in soft handover, as indicated leydbrrespondingly increased ABS
size in Figure 5.37, which was a consequence of the assddrateeased co-channel inter-
ference levels.

The mean transmit power curves of Figure 5.38 exhibited f@réifit characteristic in
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Figure 5.34: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingelative received E. /I, based soft handover thresholdighout shadow-
ing for SF=16.
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Figure 5.35: Call dropping probability versus mean carried traffic of a CDMA basdhlilar network
usingrelative receivedE. /I, based soft handover thresholds in conjunctigth 0.5 Hz
shadowing and a standard deviation of 3 dBor SF=16.
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Figure 5.36: Probability of low quality access versus mean carried traffic of a CDMgetacellular
network usingrelative received E. /I, based soft handover thresholds in conjunction
with 0.5 Hz shadowing and a standard deviation of 3 dBor SF=16.
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Figure 5.38: Mean transmission power versus mean carried traffic of a CDMA bealédar network
usingrelative receivedE. /I, based soft handover thresholds in conjunctigth 0.5 Hz
shadowing and a standard deviation of 3 dEor SF=16.

comparison to that observed for the other soft handoverridihgas. Specifically, at low traf-
fic loads the mean mobile transmit power was less than thdieobase stations, whereas at
the higher traffic loads, the mobile transmit power was gnetitan that of the base stations.
Although, comparing this graph with Figure 5.20 revealeat tine spread and the rate of
change of the mobile transmit power versus the traffic load similar in both scenarios,
the mean base station transmission power was lower in F§8& This reduced base sta-
tion transmission power, again demonstrated the supiriofthis soft handover algorithm,
which manifested itself in its more efficient use of resosarce

Since the probability of low quality access fell well beldvet1% threshold, both the con-
servative and lenient scenarios exhibited the same totabmnke capacity, which was slightly
above 150 users for the entire network. This was achieved/erage with the aid of 1.65
base stations, at a mean mobile transmit power b2 dBm and at a mean base station
transmit power of -1.7 dBm.

5.4.3.7 RelativeE,. /I, Thresholds with 1.0 Hz Shadowing

The call dropping probability shown in Figure 5.39 is slightvorse than that obtained in
Figure 5.35 for a maximum shadow fading frequency of 0.5 Hih & greater performance
difference achieved by alterirify;,.,. A similar performance degradation was observed for
the probability of low quality access in Figure 5.40, withassociated relatively low impact
due to varying the soft handover thresholds. Although nptieitly shown, we found that
the mean transmission powers were similar to those reqtoresl maximum shadow fading
frequency of 0.5 Hz.
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Figure 5.39: Call dropping probability versus mean carried traffic of a CDMA bassdhlilar network
usingrelative receivedE. /I, based soft handover thresholds in conjunctigth 1.0 Hz
shadowing and a standard deviation of 3 dBor SF=16.
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Figure 5.40: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingrelative received E. /I, based soft handover thresholds in conjunction
with 1.0 Hz shadowing and a standard deviation of 3 dBor SF=16.
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5.4.3.8 Summary

In summary, the employment of relati¥e / I, soft handover thresholds resulted in a superior
network performance and capacity under all the propagatimditions investigated. This
was achieved whilst invoking the lowest average number sélstations and the minimum
mean base station transmit power. A further advantage sfisndover scheme is that the
same soft handover thresholds excelled in all of the prap@mganvironments studied, unlike
the previously considered algorithms, which obtained thest results at different thresholds
for different conditions. The entire network capacity wé&$ 2isers without shadow fading,
with a mean ABS size of 1.68. At a maximum shadowing frequexf@.5 Hz the network
supported just over a total of 150 users, whilst 144 users werved by the entire network,
when a maximum shadow fading frequency of 1.0 Hz was encoaohte

5.4.4 Overview of Results

Conservative scenario Lenient scenario

PFT:l%,Plowzlo/o PFT:]-%vPlow:Z%
Soft handover Power (dBm) Power (dBm)
algorithm Shadowing || Users| ABS | MS | BS Users| ABS | MS | BS
Fixed pilot pwr. | No 290 1.7 5.1 5.1 290 17 5.1 5.1
Fixed pilot pwr. | 0.5 Hz, 3dB - - - - 127 1.83 | -2.0 6.5
Fixed pilot pwr. | 1.0 Hz, 3dB - - - - - - - -
Delta pilot pwr. | No 288 1.7 4.1 4.7 288 1.7 4.1 4.1

Delta pilot pwr. | 0.5Hz,3dB | 144 | 177 | -1.5 | 0.6 146 | 1.78 | -1.5 1.3
Delta pilot pwr. | 1.0 Hz, 3dB 127 15 | -24 | -19 144 172 | -1.5 0.8
FixedE./I, No 223 | 183 | 2.0 | 10.0 231 186 | 20 | 10.3
FixedE./I, 05Hz,3dB| 129 | 188 | -24 | 7.0 140 | 191 | -24 | 87
FixedE./I, 10Hz,3dB| 107 | 186 | -3.0 | 45 128 | 191 | -3.0 9.5
DeltaE./I, No 256 | 1.68 | 3.1 2.7 256 | 1.68 | 3.1 2.7
DeltaE./I, 0.5Hz,3dB || ~150 | 1.65 | -1.2 | -1.7 ~150 | 1.65 | -1.2 | -1.7
DeltaE./I, 10Hz,3dB|| 144 | 165 | -1.1 | -1.6 144 | 165 | -1.1 | -1.6

Table 5.3: Maximum number of mobile users that can be supported by the netvarkifferent soft
handover metrics/algorithms whilst meeting the preset quality constraihesniean num-
ber of base stations in the Active Base station Set (ABS) is also presaited, with the
mean mobile and mean base station transmit powers.

Table 5.3 summarises the results obtained for the varioit$iandover algorithms over
the three different propagation environments considerid.fixed receiver pilot power based
algorithm performed the least impressively overall, asetgpd due to its inherent inability to
cope with shadow fading. However, it did offer a high netwodpacity in a non-shadowed
environment. Using the relative received pilot power basg#thandover algorithm improved
the performance under shadow fading, but different fadatgs required different thresholds
to meet the conservative and lenient quality criteria. Thdgwmance of the fixed. /I,
based soft handover algorithm also varied significantlygmvbhsing the same thresholds for
the two different fading rates considered. However, theimar network capacity achieved
under the different shadow fading conditions was signifigamgher, than that of the fixed
received pilot power based algorithm. This benefit resutah the inclusion of the interfer-
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ence levels in the handover process, which thus took intolad¢he fading of both the signal
and the co-channel interference. Combining the relativestiold based scheme with using
E./I, thresholds allowed us to support the highest number of usetsr the shadow fading
conditions investigated. Whilst its performance was nottighest in the non-shadowed en-
vironment, this propagation environment is often unrdialignd hence the relative received
E./I, based soft handover algorithm was chosen as the basis fdutowe investigations,
while using the soft handover thresholdsigf.=-10 dB andly,,,=-18 dB. The advantages
of this handover algorithm were its reduced fraction of tigpent in soft handover, and its
ability to perform well under both shadow fading conditiaaluated, whilst utilising the
same soft handover thresholds. Since the constrainingrfatthese network capacity re-
sults was the probability of a dropped caltzr, which was the same for both scenarios,
further network capacity results were only shown for theseowative scenario.

5.4.5 Performance of Adaptive Antenna Arrays in a High Data Rate
Pedestrian Environment

In our previous investigations we endeavoured to identié/doft handover algorithm, which
supports the greatest number of users, at the best caltyjualjardless of the propagation
conditions. In this section we study the impact of adaptivieana arrays on the network’s
performance. The investigations were conducted usingetlaive E./I, based soft han-
dover algorithm in conjunction witff,..=-10 dB andly,.,,,=-18 dB, using a spreading factor
of 16. Given that the chip rate of UTRA is 3.84 Mchips/secs #preading factor corresponds
to a channel data rate of 3.840°/16=240 kbps. Applyind /2 rate error correction coding
would result in an effective data throughput of 120 kbps, rehe utilising &/3 rate error
correction code would provide a useful throughput of 160. kfss in the previous simula-
tions, a cell radius of 150 m was assumed and a pedestriaingalklocity of 3 mph was
used. In our previous results investigations employingptida antenna arrays at the base
station and using a FDMA/TDMA based network, as in Chaptere observed quite sig-
nificant performance gains as a direct result of the interfee rejection capabilities of the
adaptive antenna arrays invoked. Since the CDMA based nletvomsidered here has a fre-
quency reuse of 1, the levels of co-channel interferencsigniicantly higher, and hence the
adaptive antennas may be able to null the interference nffectieely. However, the greater
number of interference sources may limit the achievabkrfiatence rejection.

Network performance results were obtained using two anddlmment adaptive antenna
arrays, both in the absence of shadow fading, and in the pressf 0.5 Hz and 1.0 Hz fre-
quency shadow fading exhibiting a standard deviation of 3T adaptive beamforming
algorithm used was the Sample Matrix Inversion (SMI) althon, as described in Chapter
3 and used in the FDMA/TDMA network simulations of Chapter®he specific adaptive
beamforming implementation used in the CDMA based netwaak wlentical to that used
in the FDMA/TDMA network simulations. Briefly, one of the éigpossible 8-bit BPSK
reference signals was used to identify the desired userttentemaining interfering users
were assigned the other seven 8-bit reference signals. €beéved signal’s autocorrelation
matrix was then calculated, and from the knowledge of théreldsiser’s reference signal,
the receiver’s optimal antenna array weights were detexdhwith the aid of the SMI algo-
rithm. The reader is referred to Section 4.6.1 for furthaaii® Since this implementation
of the algorithm only calculated the receiver's antennayaweights, i.e. the antenna arrays
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Figure 5.41: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
usingrelative received E.. /I, based soft handover thresholdih and without beam-
forming and without shadowing for SF=16.

weights used by the base station in the uplink, these weightsnot be suitable for use in

the downlink, when independent up/downlink shadow fadmgxiperienced. Hence, further
investigations were conducted, where the uplink and dewnthannels were identical, in

order to determine the potential performance gain that nesgdhieved by separately calcu-
lating the antenna array weights to be used in the downlihle dhtenna array weights were
re-calculated for every power control step, i.e. 15 timesWERA data frame, due to the

potential significant changes in terms of the desired signdlinterference powers that may
occur during one UTRA frame as a result of the possible 15 dihgh in power transmitted

by each user.

Figure 5.41 shows the significant reduction in the probghdf a dropped call, i.e. the
probability of forced terminatioPrr, achieved by employing adaptive antenna arrays in a
non-shadowed propagation environment. The figure has denated that, even with only
two antenna elements, the adaptive antenna arrays havde@isy reduced the levels of co-
channel interference, leading to a reduced call droppiobadsility. This has been achieved
in spite of the numerous sources of co-channel interfereeselting from the frequency
reuse factor of one, which was remarkable in the light of timétéd number of degrees of
freedom of the two element array. Without employing antearrays at the base stations
the network capacity was limited to 256 users, or to a tdfatrenad of approximately 1.4
Erlangs/kni/MHz. However, with the advent of two element adaptive anéearrays at
the base stations the number of users supported by the rketose by 27% to 325 users,
or almost 1.9 Erlangs/kiiMHz. Replacing the two element adaptive antenna arrayls wit
four element arrays led to a further rise of 48%, or 88% wispeet to the capacity of the
network using no antenna arrays. This is associated withvaonle capacity of 480 users,
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Figure 5.42: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingelative receivedE. /I, based soft handover thresholdih and without
beamforming and without shadowingfor SF=16.

or 2.75 Erlangs/kifMHz. A summary of the network capacities achieved undeedift
conditions is given in Table 5.4.

The probability of low quality outage, presented in FigurdXalso exhibited a sub-
stantial improvement with the advent of two element adeptintenna arrays. However, the
performance gains obtained when invoking four element tadapntenna arrays were more
involved. It can be seen from the figure that higher traffidbwere carried with at a suffi-
ciently low probability of a low quality occurring, and atghier traffic loads the probability
of a low quality access was lower than that achieved usingoagfement array. However,
at lower traffic loads the performance was worse than thatiioéd when using two element
arrays, and the gradient of the performance curve was signify lower. Further in-depth
analysis of the results suggested that the vast majorithefdw quality outages were oc-
curring when new calls started. When a user decided to comgrearamunications with the
base station, the current interference level was measanetithe target transmission power
was determined in order to reach the target SINR necessamgliable communications.
However, in order to avoid disrupting existing calls thensission power was ramped up
slowly, until the target SINR was reached. A network usingadaptive antenna arrays, i.e.
employing omnidirectional antennas, can be viewed asionffexqual gain to all users of the
network, which we assumed to be 1.0, or 0 dB. Thus, when a nikisg @zitiated, the level of
interference rises gradually, and the power control algoriensures that the existing users
compensate for the increased level of co-channel intaréerdy increasing their transmis-
sion power. In a network using adaptive antenna arrays,daptae antenna arrays are used
to null the sources of interference, and in doing so the amay reduce the antenna gain in
the direction of the desired user, in order to maximise tidRSIHence a user starting a new
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Figure 5.43: The changes in the antenna array gain, versus time, in the direction oésiredluser,
the up and downlink transmission powers, and the up- and downlinkvest&INRS,
when a new call starts using four element adaptive antenna arraysutvihadowing in
conjunction with theoriginal power ramping algorithm and SF=16.

call, even if it has low transmission power, can alter theeana array’s response, and thus
the antenna gain experienced by the existing users. Thisopienon is more marked when
using four element arrays since their directivity, and thessitivity to interfering signals, is
greater.

Figure 5.43 illustrates this phenomenon, where another siaets a new call at frame
112 suddenly reducing the antenna gain in the directionefisired user from 0.4 to just
above 0.2, a drop of 3 dB. As can be seen from the figure, the ltdWBINR falls sharply
below the low quality outage threshold of 7.0 dB, resultingéveral consecutive outages,
until the downlink transmission power is increased suffitie The impact of reducing the
initial transmission power, in order to ensure that the powmping takes place more gently,
is depicted in Figure 5.44. In this figure it can be seen thaaifitenna gain falls much more
gently, over a prolonged period of time, thus reducing thaloer of low quality outages, as
the downlink transmission power is increased in an effocoimpensate for the lower antenna
gain. Itis of interest to note how the received SINR variethasantenna gain and the power
control algorithm interact, in order to maintain the targe¥R.

Even though the employment of adaptive antenna arrays sailt ie the attenuation of
the desired signal, this is performed in order to maximigertéteived SINR, and thus the
levels of interference are attenuated more strongly, alihy leading to the reduction of the
mean transmission power, as emphasised by Figure 5.45figinie clearly shows the lower
levels of transmission power, required in order to maingiracceptable performance, whilst
using adaptive antenna arrays at the base stations. A redwft3 dB in the mean mobile
transmission power was achieved by invoking two elemergrard arrays, and a further re-
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Figure 5.44: The changes in the antenna array gain, versus time, in the direction efgmediuser, the
up and downlink transmission powers, and the up and downlink rec&il&s, when a
new call starts using four element adaptive antenna arrays withoddwsirey in conjunc-
tion with aslower power ramping algorithm and SF=16.

duction of 1.5 dB resulted from using four element arraysesehpower budget savings were
obtained in conjunction with reduced levels of co-chann#diference, leading to superior
call quality, as illustrated in Figures 5.41 and 5.42. A tgeperformance advantage was
evident in the uplink scenario, suggesting that the seledtase station diversity techniques
employed in the uplink are amenable to amalgamation witlpidaantenna arrays. In con-
trast, the maximum ratio combining performed at the molriteerently reduces the impact
of co-channel interference, and hence benefits to a lessenteixom the employment of
adaptive antenna arrays.

The impact of adaptive antenna arrays in a propagation@mvient subjected to shadow
fading was then investigated. The associated call droppanfprmance is shown in Figure
5.46. This figure illustrates the substantial network cépagains achieved with the aid of
both two and four element adaptive antenna arrays undepsghizdling propagation condi-
tions. Simulations were conducted in conjunction with tegmal shadow fading having a
standard deviation of 3 dB, and maximum shadowing freq@snaf both 0.5 Hz and 1.0 Hz.
As expected the network capacity was reduced at the fastergfdrequency. The effect of
performing independent up- and down-link beamforming, @sosed to using the base sta-
tion’s receive antenna array weights in the downlink wase atsidied, and a small, but not
insignificant call dropping probability reduction can be=sen the Figure 5.46. The net-
work supported just over 150 users, and 144 users, whenctedjeo 0.5 Hz and 1.0 Hz
frequency shadow fading, respectively. With the applaratf two element adaptive antenna
arrays, re-using the base station’s uplink receiver wsightthe downlink, these capacities
increased by 35% and 40%, to 203 users and 201 users. Perfpmdependent up- and
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Figure 5.45: Mean transmission power versus mean carried traffic of a CDMA bealédar network
usingrelative received E.. /I, based soft handover thresholdih and without beam-
forming and without shadowing for SF=16.
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Figure 5.47: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingelative receivedE. /I, based soft handover thresholdih and without
beamforming and with shadowing having a standard deviation of 3 dBor SF=16.

down-link beamforming resulted in a mean further incredsk3&o in the network capacity.

The implementation of four element adaptive antenna anexy4o a network capacity of
349 users at a 0.5 Hz shadowing frequency, and 333 users @iz hadowing frequency.
This corresponded to relative gains of 133% and 131% ovecdbpecity provided without

beamforming. Invoking independent up- and down-link beaming gave another boost of
7% and 10% to network capacity for 0.5 Hz and 1.0 Hz frequeheglswing environments,

respectively, giving final network capacities of just ovéb3isers and 365 users.

Similar trends were observed regarding the probabilityowf fuality outage to those
found in the non-shadowing scenarios. However, the trerslmuach more prevalent under
shadowing, due to greater variation of the received signahgths, as a result of the shadow
fading, as shown in Figure 5.47. The figure indicates thattrwed is also evident, when
using two element adaptive antenna arrays in conjunctidim stiadow fading. As expected,
the performance deteriorated as the number of antenna eflenmereased, and when the
maximum shadow fading frequency was increased from 0.5 HZtbiz. It should be noted,
however that the probability of low quality access alwaysamed below the 1% constraint
of the conservative scenario, and the call dropping prdibakias considerably reduced by
the adaptive antenna arrays.

The mean transmission power performance is depicted in&ig48, suggesting that as
for the non-shadowing scenario of Figure 5.45, the numbanténna elements had only a
limited impact on the base stations’ transmission powénpalgh there was some reduction
in the mobile stations’ mean transmission power. The meamsimission powers required
when using independent up- and down-link beamforming ate@xwlicitly shown, but were
slightly less than those presented here, with a mean rexfuctiabout 0.4 dB.
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A summary of the maximum network capacities of the netwodssadered in this section
both with and without shadowing, employing beamformingnggivo and four element arrays
is given in Table 5.4, along with the teletraffic carried ahe mean mobile and base station
transmission powers required.

The lower bounds of the maximum network capacities obtaimetbr identical scenarios
in conjunction with a spreading factor of 256, are also presein Table 5.5, leading to a
bit rate of 15 kbps, which is suitable for use by speech-ragras The network capacity
calculations were performed by scaling the number of usgrparted, as presented in Table
5.4, by the ratio of their spreading factors, i.e. 256/16=6rther interesting user capacity
figures can be inferred for a variety of target bit rates by parmg Tables 5.4, 5.5, 5.7 and
5.8 and applying the appropriate spreading factor relataltingy mentioned in the context of
estimating the number of 15 kbps speech users supported.

5.4.6 Performance of Adaptive Antenna Arrays and Adaptive
Modulation in a High Data Rate Pedestrian Environment

In this section we build upon the results presented in theique section by applying Adap-
tive Quadrature Amplitude Modulation (AQAM) techniques.heTvarious scenarios and
channel conditions investigated were identical to thoséhefprevious section, except for
the application of AQAM. Since in the previous section arréased network capacity was
achieved due to using independent up- and down-link beanfgy, this procedure was in-
voked in these simulations. AQAM involves the selection fud Bppropriate modulation
mode in order to maximise the achievable data throughput @ehannel, whilst minimis-
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Conservative scenari®r7=1%, P;,.,=1%

Shadowing | Beamforming: independent| Users | Traffic (Erlangs| Power (dBm)
up/downlink /km?/MHz) MS | BS
No No - 256 1.42 3.1 2.7
No 2 elements - 325 1.87 3.75 0.55
No 4 elements - 480 2.75 4.55 1.85
0.5Hz,3dB| No - ~150 0.87 -1.2 -1.7
0.5Hz,3dB | 2elements No 203 1.16 0.1 -1.1
0.5Hz,3dB | 4elements No 349 2.0 2.0 0.65
0.5Hz,3dB | 2elements Yes 233 1.35 0.2 -0.8
0.5Hz,3dB | 4 elements Yes ~375 2.2 2.15 0.85
1.0Hz,3dB | No - 144 0.82 -1.1 -1.6
1.0Hz,3dB | 2elements No 201 1.12 -0.3 -1.1
1.0Hz,3dB | 4 elements No 333 1.88 1.6 0.5
1.0Hz,3dB | 2elements Yes 225 1.31 0.1 -0.9
1.0Hz,3dB | 4 elements Yes 365 2.05 1.65 0.6

Table 5.4: Maximum mean carried traffic and maximum number of mobile users #mabe supported
by the network, whilst meeting the conservative quality constraints. Theddraffic is
expressed in terms of normalised Erlangs (Erlang/ktiiz) for the network described in
Table 5.2 bothwith and without beamforming (as well as with and without indepen-
dent up/down-link beamforming), and also with and without shadow faling having a
standard deviation of 3 dBfor SF=16.

Shadowing | Beamforming: independent|| Users Traffic (Erlangs
up/down-link || when SF=256| /km?/MHz)
No No - 4096 22.7
No 2 elements - 5200 29.9
No 4 elements - 7680 44.0
0.5Hz,3dB| No - 2400 13.9
0.5Hz,3dB| 2 elements No 3248 18.6
0.5Hz,3dB| 4 elements No 5584 32.0
0.5Hz,3dB| 2 elements Yes 3728 21.6
0.5Hz,3dB| 4 elements Yes 6000 35.2
1.0Hz,3dB| No - 2304 13.1
1.0Hz, 3dB| 2 elements No 3216 17.9
1.0Hz, 3dB| 4 elements No 5328 30.1
1.0Hz, 3dB| 2 elements Yes 3600 21.0
1.0Hz, 3dB| 4 elements Yes 5840 32.8

Table 5.5: A lower bound estimate of the maximum mean traffic and the maximum nuofbeo-
bile speech-rateusers that can be supported by the network, whilst meetingaghserva-
tive quality constraints. The carried traffic is expressed in terms of normalised Erlangs
(Erlang/kn?/MHz) for the network described in Table 5.2 bo#lith and without beam-
forming (as well as with and without independent up/down-link beamfaming), and
also with and without shadow fading having a standard deviation of 3 & for SF=256.
The number of users supported in conjunction with a spreading facitofvas calculated
by multiplying the capacities obtained in Table 5.4 by 256/16=16.
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ing the Bit Error Ratio (BER). More explicitly, the philosby behind adaptive modulation
is the most appropriate selection of a modulation mode aaogto the instantaneous radio
channel quality experienced [12, 13]. Therefore, if the BIbf the channel is high, then
a high-order modulation mode may be employed, thus exptpithe temporal fluctuation
of the radio channel's quality. Similarly, if the channelaflow quality, exhibiting a low
SINR, a high-order modulation mode would result in an unptadgly high BER or FER, and
hence a more robust, but lower throughput modulation modddize employed. Therefore,
adaptive modulation combats the effects of time-variaanctel quality, while also attempt-
ing to maximise the achieved data throughput, and maimgiaigiven BER or FER. In the
investigations conducted, the modulation modes of the wpdmwnlink were determined
independently, thus taking advantage of the lower levelsoethannel interference on the
uplink, or of the potentially greater transmit power of thasbé stations.

The particular implementation of AQAM used in these invgstions is illustrated in
Figure 5.49. This figure describes the algorithm in the cdrdéthe downlink, but the same
implementation was used also in the uplink. The first stepénprocess was to establish the
current modulation mode. If the user was invoking 16-QAM #mal SINR was found to be
below the Low Quality (LQ) outage SINR threshold after thenpbetion of the power control
iterations, then the modulation mode for the next data fravas 4-QAM. Alternatively,
if the SINR was above the LQ outage SINR threshold, but anjhefttase stations in the
ABS were using a transmit power within 15 dB of the maximunmnsrait power - which
is the maximum possible power change range during a 15-sI®AJframe - then the 4-
QAM modulation mode was selected. This ‘headroom’ was dhioed in order to provide
a measure of protection, since if the interference contlitidegrade, then at least 15 dB of
increased transmit power would be available in order togaié the consequences of the
SINR reduction experienced.

A similar procedure was invoked when switching to othertiegate AQAM modes from
the 4-QAM mode. If the SINR was below the 4-QAM target SINR amg one of the base
stations in the ABS was within 15 dB (the maximum possible @oehange during a 15-
slot UTRA data frame) of the maximum transmit power, thenBRSK modulation mode
was employed for the next data frame. However, if the SINReeded the 4-QAM target
SINR and there would be 15 dB of headroom in the transmit pdweget in excess of the
extra transmit power required for switching from 4-QAM to-Q&M, then the 16-QAM
modulation mode was invoked.

And finally, when in the BPSK mode, the 4-QAM modulation modasvselected if the
SINR exceeded the BPSK target SINR, and the transmit powanypff the base stations
in the ABS was less than the power required to transmit rigliabing 4-QAM, while be-
ing at least 15 dB below the maximum transmit power. The @lgorwas activated at the
end of each 15-slot UTRA data frame, after the power contighrahm had performed
its 15 iterations per data frame, and thus the AQAM mode 8Seleavas performed on a
UTRA transmission frame-by-frame basis. When changing feolmwer-order modulation
to a higher-order modulation mode, the lower-order moderetsned for an extra frame in
order to ramp up the transmit power to the required levelhasgva in Figure 5.50(a). Con-
versely, when changing from a higher-order modulation moda lower-order modulation
mode, the lower-order modulation mode was employed whalsting the power down, in
order to avoid excessive outages in the higher-order mtidalenode due to the reduction of
the transmit power, as illustrated in Figure 5.50(b).
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Figure 5.49: The AQAM mode switching algorithm used in the downlink of the CDMA basdlllice
network.

Table 5.6 gives the BPSK, 4-QAM and 16-QAM SINR threshold=dig the simulations.
The BPSK SINR thresholds were 4 dB lower than those necesday using 4-QAM, while
the 16-QAM SINR thresholds were 5.5 dB higher [394]. In oterds, in moving from the
BPSK modulation mode to the 4-QAM modulation mode, the B8R, low quality outage
SINR and outage SINR all increased by 4 dB. When switching ¢olth+ QAM mode from
the 4-QAM mode, the SINR thresholds increased by 5.5 dB. Meweetting the BPSK to
4-QAM and the 4-QAM to 16-QAM mode switching thresholds tozdue 7 dB higher than
the SINR required for maintaining the target BER/FER wasessary in order to prevent
excessive outages due to sudden dramatic channel-indadetions in the SINR levels.

Performance results were obtained both with and withoutfeaning in a log-normal
shadow fading environment, at maximum fading frequencfe3.® Hz and 1.0 Hz, and a
standard deviation of 3 dB. A pedestrian velocity of 3 mphehl @adius of 150 m and a
spreading factor of 16 were used, as in our previous invatsigs.

Figure 5.51 shows the significant reduction in the probgbilf a dropped call, achieved
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Figure 5.50: Power ramping requirements whilst switching modulation modes.

[ SINR Threshold [ BPSK [ 4-QAM [ 16-QAM |
Outage SINR 26dB| 6.6dB | 12.1dB
Low Quality Outage SINR| 3.0dB | 7.0dB | 12.5dB
Target SINR 40dB| 8.0dB | 13.5dB

Table 5.6: The target SINR, low quality outage SINR and outage SINR thresholdkfaséhe BPSK,
4-QAM and 16-QAM modulation modes of the adaptive modem.

by employing adaptive antenna arrays in conjunction witaptsile modulation in a log-
normal shadow faded environment. The figure demonstraséseten with the aid of a two
element adaptive antenna array and its limited degrees@dérm, a substantial call dropping
probability reduction was achieved. The performance beoidficreasing the array’s degrees
of freedom, achieved by increasing the number of antenmaegits, becomes explicit from
the figure, resulting in a further call dropping probabiligduction. Simulations were con-
ducted in conjunction with log-normal shadow fading havingtandard deviation of 3 dB,
and maximum shadowing frequencies of 0.5 Hz and 1.0 Hz. Aectrg, the call dropping
probability was generally higher at the faster fading fremry, as demonstrated by Figure
5.51. The network was found to support 223 users, correspgrid a traffic load of 1.27
Erlang/kn?/MHz, when subjected to 0.5 Hz frequency shadow fading. Epacity of the
network was reduced to 218 users, or 1.24 Erlang/Mhiz, upon increasing the maximum
shadow fading frequency to 1.0 Hz. On employing two elemelaptive antenna arrays,
the network capacity increased by 64% to 366 users, or to amadgnt traffic load of 2.11
Erlang/kn?/MHz when subjected to 0.5 Hz frequency shadow fading. Whemtaximum
shadow fading frequency was raised to 1.0 Hz, the numberes§sipported by the network
was 341 users, or 1.98 Erlang/kfiiHz, representing an increase of 56% in comparison to
the network without adaptive antenna arrays. Increasiagithmber of antenna elements to
four, whilst imposing shadow fading with a maximum frequent0.5 Hz, resulted in a net-
work capacity of 2.68 Erlang/kWiMHz or 476 users, corresponding to a gain of an extra 30%
with respect to the network employing two element arrayd,afrl13% in comparison to the
network employing no adaptive antenna arrays. In conjanatiith a maximum shadow fad-
ing frequency of 1.0 Hz the network capacity was 460 userss® Erlang/km/MHz, which
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Figure 5.51: Call dropping probability versus mean carried traffic of a CDMA bagsdhlilar network
using relative received E. /1, based soft handover thresholds bettth and without
beamforming in conjunction with AQAM as well as with shadowing havinga stan-
dard deviation of 3 dB for SF=16. See Figure 5.46 for corresponding results without
adaptive modulation.

represented an increase of 35% with respect to the netwedkiimy two element antenna
arrays, or 111% relative to the identical network withougtil’e antenna arrays.

The probability of low quality outage, presented in Figureé% did not benefit from the
application of adaptive antenna arrays, or from the empéoyrof adaptive modulation. Fig-
ure 5.47 depicts the probability of low quality outage withadaptive modulation, and upon
comparing these results to those obtained in conjunctidim adaptive modulation shown in
Figure 5.52, the performance degradation due to adaptivkutation can be explicitly seen.
However, the increase in the probability of low quality s&xean be attributed to the em-
ployment of less robust, but higher throughput, highereomodulation modes invoked by
the adaptive modulation scheme. Hence, under given préipagsonditions and using the
fixed 4-QAM modulation mode a low quality outage may not ocgat when using adaptive
modulation and a higher order modulation mode, the sameagedfwn conditions may inflict
a low quality outage. This phenomenon is further exaceddayehe adaptive antenna arrays,
as described in Section 5.4.5, where the addition of a newceaf interference, constituted
by a user initiating a new call, results in an abrupt changééngain of the antenna in the
direction of the desired user. This in turn leads to low dualutages, which are more likely
to occur for prolonged periods of time when using a higheeordodulation mode. Again,
increasing the number of antenna elements from two to fault®in an increased proba-
bility of a low quality outage due to the sharper antennadtivity. This results in a higher
sensitivity to changes in the interference incident upon it

The mean transmission power versus teletraffic performandepicted in Figure 5.53,
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Figure 5.52: Probability of low quality access versus mean carried traffic of a CDMgetaellular
network usingrelative received E. /I, based soft handover thresholds betith and
without beamforming in conjunction with AQAM as well as with shadowing having
a standard deviation of 3 dBfor SF=16. See Figure 5.47 for corresponding results
without adaptive modulation.

suggesting that the mean uplink transmission power wasyalgignificantly below the mean
downlink transmission power, which can be attributed to pgiiet power interference en-
countered by the mobiles in the downlink. This explanatian be confirmed by examining
Figure 5.54, which demonstrates that the mean modem thpotiginthe downlink, without
adaptive antenna arrays, was lower than that in the upliak @vconjunction with increased
downlink transmission power. Invoking adaptive antenmayar at the base stations reduced
the mean uplink transmission power required in order to rtteetervice quality targets of
the network. The attainable downlink power reduction iasexl as the number of antenna
array elements increased, as a result of the superiorénéerde rejection achieved with the
aid of a higher number of array elements. A further advantdgenploying a larger number
of antenna array elements was the associated increasenretireuplink modem throughput,
which became more significant at higher traffic loads. In tberdink scenario, however,
increasing the number of adaptive antenna array elemehts kn increased mean downlink
transmission power, albeit with a substantially improveshmdownlink modem throughput.
This suggests that there was some interaction between éptiaelantenna arrays, the adap-
tive modulation mode switching algorithm and the maximaioraombining performed at
the mobiles. In contrast, simple switched diversity waggraered by the base stations on the
uplink, thus avoiding such a situation. However, the insesin the mean downlink trans-
mission power resulted in a much more substantial increasieei mean downlink modem
throughput, especially with the advent of the four elemet¢ana arrays, which exhibited an
approximately 0.5 BPS throughput gain over the two elemeata for identical high traffic



5.5. SUMMARY AND CONCLUSIONS 357

()

’g . s A.
% 51 gﬁ\,\‘ ¢ .
\: ¢ L B . s
o £
5
ot L
c e 4
i) &
53% B g ®
£ " g0
5 o o :
a2l
Sz Filled = Downlink, Blank = Uplink ]
c —— No beamforming
8 2 element beamforming
l L .
s 4 element beamforming
O 0.5Hz, 3dB shadowing
A 1Hz, 3dB shadowing

0 n n n n n
08 10 12 14 16 18 20 22 24 26 28

Mean Carried Teletraffic (Erlangsll<2ﬂ\/IHz)

Figure 5.53: Mean transmission power versus mean carried traffic of a CDMA beslédar network
using relative received E. /1, based soft handover thresholds bettth and without
beamforming in conjunction with AQAM as well as with shadowing havinga stan-
dard deviation of 3 dB for SF=16. See Figure 5.48 for corresponding results without
adaptive modulation.

loads which can be seen in Figure 5.54.

A summary of the maximum user capacities of the networksidensd in this section
in conjunction with log-normal shadowing having a standdediation of 3 dB, with and
without employing beamforming using two and four elememéays is given in Table 5.7.
The teletraffic carried the mean mobile and base statiorsitnegsion powers required, and
the mean up- and down-link modem data throughputs achieeedlso shown in Table 5.7.
Similarly, the lower bounds of the maximum network capasitobtained under identical
scenarios in conjunction with a spreading factor of 256dileg to a bit rate of 15 kbps,
suitable for speech-rate users are presented in Table B8ndtwork capacity calculations
were performed by scaling the number of users supportedeasmed in Table 5.7, by the
ratio of their spreading factors, i.e. by 256/16=16.

5.5 Summary and Conclusions

We commenced this chapter with a brief overview of the bamligd behind the 3G UTRA
standard. This was followed in Sections 5.2 and 5.3 by awdiviction to CDMA and the
techniques invoked in the UTRA standard.

Network capacity studies were then conducted in Sectionvdch evaluated the per-
formance of four different soft handover algorithms in tiatext of both non-shadowed and
log-normal shadow faded propagation environments. Theriéifgn using relative received
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Figure 5.54: Mean modem throughput versus mean carried traffic of a CDMA beskdar network
using relative received E. /I, based soft handover thresholds betith and without
beamforming in conjunction with AQAM as well as with shadowing havinga stan-
dard deviation of 3 dB for SF=16.

Conservative scenario

Traffic (Erlangs | Power (dBm)| Throughput (BPS)
Shadowing | Beamforming|| Users| /km?/MHz) MS | BS | Uplink | Downlink
0.5Hz,3dB| No 223 1.27 3.25| 4.95 2.86 2.95
0.5Hz,3dB | 2elements 366 2.11 3.55 4.7 2.56 2.66
0.5Hz,3dB | 4 elements 476 2.68 34 5.0 2.35 2.72
1.0Hz,3dB| No 218 1.24 3.3 | 495 2.87 2.96
1.0Hz,3dB | 2elements 341 1.98 35 4.9 2.62 2.73
1.0Hz,3dB | 4 elements 460 2.59 35 | 4.95 2.4 2.8

Table 5.7: Maximum mean carried traffic and maximum number of mobile users #rabe supported
by the network, whilst meeting the conservative quality constraints. Tireddraffic is
expressed in terms of normalised Erlangs (Erlang/kfirz), for the network described in
Table 5.2 bottwith and without beamforming (using independent up/down-link beam-
forming), in conjunction with shadow fading having a standard devidion of 3 dB,
whilst employing adaptive modulation techniquesfor SF=16.
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Conservative scenario
Traffic (Erlangs
Shadowing | Beamforming|| Users| /km?/MHz)
0.5Hz,3dB| No 3568 | 20.3
0.5Hz,3dB| 2 elements 5856 | 33.8
0.5Hz,3dB| 4 elements 7616 | 42.9
1.0Hz,3dB| No 3488 | 19.8
1.0 Hz, 3dB| 2 elements 5456 | 31.7
1.0 Hz, 3dB| 4 elements 7360 | 41.4

Table 5.8: A lower bound estimate of the maximum mean carried traffic and maximumbau of
mobile speech-rateusers that can be supported by the network, whilst meeting the conser-
vative quality constraints. The carried traffic is expressed in terms whalsed Erlangs
(Erlang/kn?/MHz), for the network described in Table 5.2 batfith and without beam-
forming (using independent up/down-link beamforming), in conjuncion with shadow
fading having a standard deviation of 3 dB, whilst employing adaptivenodulation tech-
niguesfor SF=256. The number of users supported in conjunction with a dimgéactor
of 256 was calculated by multiplying the capacities obtained in Table 5.7 b\t @556.

pilot-to-interference ratio measurements at the mobilerter to determine the most suit-
able base stations for soft handover, was found to offer ttleelst network capacity when

subjected to shadow fading propagation conditions. Hetiig,algorithm and its associ-

ated parameters were selected for use in our further igaggins. The impact of adaptive

antenna arrays upon the network capacity was then condidtef&ection 5.4.5 in both non-

shadowed and log-normal shadow faded propagation enveoten Considerable network
capacity gains were achieved, employing both two and f@meht adaptive antenna arrays.
This work was then extended in Section 5.4.6 by the apptinaif adaptive modulation tech-

niques in conjunction with the previously studied adaptwvgenna arrays in a log-normal
shadow faded propagation environment, which elicitechinsignificant network capacity

gains.



Chapter

HSDPA-Style TDD/CDMA
Network Performance

7.1 Introduction

In January 1998, the European standardization body crdatetie definition of the third
generation (3G) mobile radio system, namely the Europedec@mmunications Institute’s
- Special Mobile Group (ETS ISMG), ratified a radio accessesuh referred to as the Uni-
versal Mobile Telecommunications System (UMTS) [402]. TWETS terrestrial Radio
Access known as UTRA supports two duplexing modes, namelftbquency Division Du-
plexing (FDD) mode, where the uplink and downlink are traittad on different frequencies,
and the Time Division Duplexing (TDD) mode, where the uplanid the downlink are trans-
mitted on the same carrier frequency, but multiplexed iretj@02]. UMTS networks will
introduce into wide area using a completely new high bit ratio technology - wideband
CDMA (WCDMA).

In UTRA, the different services are expected to be suppariea spectrally efficient
manner, either by FDD or TDD. The FDD mode is intended for ipgibns in both macro-
and micro-cellular environments, supporting data ratespofo 384 Kbps both at relatively
high velocity. The TDD mode, on the other hand, is more suibehicro and pico-cellular
environments, as well as for licensed and unlicensed cesdlad wireless local loop appli-
cations. It makes efficient use of the unpaired spectrum example in wireless Internet
applications, where much of the teletraffic is expected toro¢he downlink - and supports
data rates of up to 2 Mbps. Therefore, the TDD mode is pagtituivell suited for environ-
ments generating a high traffic density e.g. in city centibesjness areas, airports etc. and
for indoor coverage, where the applications require higia dates and tend to have highly
asymmetric traffic, again, as in wireless Internet access.

399
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7.2 UMTS FDD Versus TDD Terrestrial Radio Access

A bandwidth of 215 MHz in the region of 2.0 GHz has been alleddbr UMTS services in
Europe. The paired bands of 1920-1980 MHz (uplink) and 221100 MHz (downlink) have
been set aside for FDD W-CDMA systems, and the unpaired é&egubands of 1900-1920
MHz and 2010-2025 MHz for TDD CDMA systems.

A UTRA Network (UTRAN) consists of one or several Radio Netiw&@ub-systems
(RNSs), which in turn consist of base stations (referredstdNade BS) and Radio Net-
work Controllers (RNCs). A Node B may serve a single or migtigells. Mobile stations
are known as User Equipment (UE), which are expected to stippgdti-mode operation in
order to enable handovers between the FDD and TDD modes aodigpcomplete UTRAN
coverage, also to GSM. The two modes differ in a number of vimyise physical layer, but
for compatibility and implementation reasons they are loaniged as far as possible, espe-
cially in higher layers. More details on the differences disinctions can be found in [437].
The key parameters of UTRA have been defined in Table 5.1. @mdnization enables the
same services to be offered over both modes, while the difteys lead to one mode being
best utilized in certain system scenarios while the othedermmay perform better in other
scenarios.

7.2.1 FDD Versus TDD Spectrum Allocation of UTRA

The FDD versus TDD spectrum allocation of UTRA is shown inUfgg7.1. As can be
seen, UTRA is unable to utilize the full frequency spectrdlocated for the 3G mobile ra-
dio systems during the WARC’92 conference [422], since eéhlfosquency bands have also
been partially allocated to the Digital Enhanced Cordlesdlsdommunications (DECT) sys-
tem [438]. The frequency spectrum was originally allocadteded on the assumption that
speech and low data rate transmission would become the datrgarvices offered by IMT-
2000 [402,439]. However, in recent years a paradigm has &gearienced towards services
that require high-speed data transmission, such as wsréisrnet access and multimedia
services. A study conducted by the UMTS Forum [440] foretzest the current frequency
bands allocated for IMT-2000 are only sufficient for theialitdeployment until the year
2005. According to the current demand estimates, it wasséane that an additional fre-
quency spectrum of 187 MHz might be required for IMT-2000 ightraffic areas by the
year 2010. Among of numerous candidate extension band$athe 2520-2670 MHz has
been deemed to be the most likely. Unlike other bands, whiske lalready been allocated
for use in other applications, this band was allocated toilaaervices in all regions. Fur-
thermore, the 150 MHz bandwidth available is sufficientigd&vifor satisfying most of the
forecast spectrum requirements.

Again, the UMTS radio access supports both FDD and TDD ojpers{402]. The oper-
ating principles of these two schemes are augmented hene tontext of Figure 7.2.

Specifically, the Uplink (UL) and Downlink (DL) signals arehsmitted using differ-
ent carrier frequencies, namefy;;, and fpr, respectively, separated by a frequency guard
band in the FDD mode. On the other hand, the UL and DL messagteiTDD mode
are transmitted using the same carrier frequefigyp, but in different time-slots, separated
by a guard period. As seen from the spectrum allocation afiféi§.1, the paired bands of
1920-1980 MHz and 2110-2170 MHz are allocated for FDD ojemat the UL and DL,
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Figure 7.1: The proposed spectrum allocation in UTRA
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Figure 7.2: Principle of FDD and TDD operation.

respectively, whereas the TDD mode is operated in the réngaimpaired bands. The pa-
rameters designed for FDD and TDD operations are mutualtypetible so as to ease the
implementation of a dual-mode terminal capable of accgstia services offered by both
FDD and TDD operators.

7.2.2 Physical Channels

The transport channels are transmitted using the UTRA phlshannels [402, 441, 442].
The physical channels are typically organized in terms dfordrames and time-slots, as
shown in Figure 7.3. While in GSM [443] each TDMA user had ansige slot allocation,
in W-CDMA the number of simultaneous users supported is @@t on the users’ required
bit rate and their associated spreading factors. The MSsa&asmit continuously in all slots
or discontinuously, for example, when invoking a Voice Aityi Detector (VAD) [443].

As seen in Figure 7.3, there are 15 timeslots within eactorkdime. The duration of
each timeslot is 2/3 ms, which yields a total duration of 10farghe radio frame. As we
shall see later in this section, the configuration of therimfation in the time-slots of the
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Radio frame (10 ms)

TS1 | TS2 | TS3| --ooovvvvnn- TS15 TS1 TSZ --------ovoooes TS 15

| TEime_flm Radio frame 1 : Radio frame 2 :
1

2/3ms

Figure 7.3: UTRA physical channel structure

physical channels differs from one another in the UL and Diwell as in the FDD and

TDD modes. In the FDD mode, a DL physical channel is definedtbwpreading code

and frequency. Furthermore, in the UL, the modem'’s orthagomphase(l) and quadrature-
phase (Q) branches are used for delivering the data andotanfsrmation simultaneously

in parallel [402]. On the other hand, in the TDD mode, a plaisihannel is defined by its
spreading code, frequency and time-slot.

7.3 UTRA TDD/CDMA System

The UTRA TDD mode is partly a result of the original UMTS speat allocation, which
consists of one paired and two unpaired bands. This led toT&i Becision in 1998 that
not just one but two of the proposed access technologieddsheuadopted for the UMTS
standard. Hence, the FDD mode should be used in paired barttieid DD mode in the un-
paired band. The TDD UTRA scheme will be deployed in the urgobiMT-2000 frequency
bands. The so-called band A is the 3G unpaired frequencgaditn in Europe: 1900-1920
MHz and 2010-2025 MHz. In the United States so-called bambB)ely the PCS spectrum
allocation encompasses the range of 1850-1910 MHz and 1930-MHz. Furthermore, the
United States also allocated band C, an unlicensed band#ed MHz to 1930 MHz. The
nominal channel spacing in UTRA is 5 MHz, with a channel nasft€00kHz, which means
that the carrier frequency is a multiple of 200 kHz.

There are a few characteristics that are typical of TDD systand different from the
characteristics of FDD systems. These characteristickssed below.

e Utilization of unpaired bands : the TDD system can be invoked in unpaired bands,
while the FDD system always requires a pair of bands. It isentigely that in the
future unpaired spectrum resources will be made availableJMTS.

e Possible inter ference between uplink and downlink : since both the uplink and
downlink share the same carrier frequency in TDD, any tigteshn be used in any
direction and hence the signals of the two transmissiorctiines may interfere with
each other.

e Flexible capacity allocation between the uplink and downlink : in the TDD
mode, the uplink and downlink are divided in the time doméirs possible to control
the switching point [444] between the uplink and downlink saen in Figure 7.2, and
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move capacity form the uplink to downlink, or vice versahiétcapacity requirement
is asymmetric between the uplink and downlink.

e Discontinuous transmission : the mobile and the base station transmissions are dis-
continuous in TDD. Discontinuous transmissions imposei§peequirements on the
implementation. Switching between the transmission tlwas requires a reflecting
time, since the effects of switching effects of transientstibe avoided. Hence, for
the aim of avoiding the overlapping of the uplink and dowkliransmissions, a guard
period is used at the end of each slot.

e Uplink/Downlink channel properties : in case of frequency selective fading the
channel’s function depends on the frequency and, ther@idtee FDD mode the fast
fading is typically uncorrelated between the uplink and diimk. Since the same
frequency is used both for the uplink and downlink in the TDDd®, the fast fading
properties are more similar in the uplink and downlink. Timailarity of the fast fading
between the uplink and downlink can be exploited in both paveatrol and adaptive
antenna arrays used in TDD.

It is unlikely that any of the service providers would operatandalone wide-area TDD
networks, but rather they would invoke the FDD UTRA mode aasisibly GSM to provide
continuous wide-area coverage, while TDD to serve as a aepeapacity-enhancing layer
in the network [445]. Furthermore, as a benefit of being abkrbitrarily adjust the UL/DL
asymmetry, the TDD mode is also capable of supporting highabés, ranging from 144
kbps to 2 Mbps in wireless Internet type applications.

7.3.1 The TDD Physical Layer

The UTRA TDD mode has a similar frame structure to that of tié&RIA FDD mode. As
seen in Figure 7.3, there are 15 slots in a frame, which hasiedpef 10 ms. Each slot has
2560 chips and lasts for 0.667 ms. A superframe consists &i#es and lasts for 720 ms.
A physical channel consists of bursts that are transmittédeé same slot of each frame. For
specifying a physical channel explicitly, we also have tfirdeits so-called repetition period,
repetition length and superframe offset, which will be egéfied below. The number of
frames between slots belonging to the same physical chamtieé repetition period of a
given physical channel, which must be sub-multiple of 2, 1.,2,3,4,6,8,9,12,18,24,36 and
72. An example is given by the physical channel occupyingGia every 12th frame. The
superframe offset defines the repetition period offsetiwighsuperframe, with respect to the
beginning of the frame. Returning to our example, if the sfrpme offset is 3, the physical
channel will occupy slot 0 in frames 3,15,27,39,..., siniaeds offset by 3 frames, where the
corresponding slots are 12 frames apart. The repetitiogthedefines the number of slots
associated with each repetition, and may have values @&,4,2f-or the example where the
physical channel occupies slot 0, the repetition perioQistie superframe offset is 3, and
say, the repetition length is 4, the physical channel wittugey slot 0 in frames (3,4,5,6,),
(15,16,17,18), (27,28,29,30), etc.
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2/3 ms
. o
Data Midamble Data O
2560 chips
Burst type Data Midamble Guard Period
Burst Type 1 976 512 96
Burst Type 2 1104 256 96

Figure 7.4: Time slot of the physical channels.

7.3.2 Common Physical Channels of the TDD Mode

The UTRA TDD mode employs time division duplexing for cregtbidirectional transmis-
sion links. Each slot in a frame can be used for carrying eitipdink or downlink infor-
mation. The switching point or points between uplink and diimk slots may be variable,
as is the number of slots allocated to each link. At least dotensust be allocated in each
direction.

In TDD operation, the burst structure of Figure 7.4 is usedfbthe physical channels,
where each time-slot's transmitted information can betaahly allocated to the uplink or
downlink, as shown in the four possible TDD allocations afufe 7.5. A symmetric UL/DL
allocation refers to a scenario in which an approximatelyaéqumber of DL and UL bursts
is allocated within a TDD frame, while in case of asymmetrid/DL allocation there is an
unequal number of UL and DL bursts, such as services, etoexiample, in “near-simplex”
file download from the wireless Internet or in case of videsdemand.

In UTRA, two different TDD burst structures, known &8sst Type 1 and Burst T'ype
2, are defined, which are shown in Figure 7.4. The Type 1 buistHanger midamble of
512 chips than the Type 2 burst of length 256 chips. Howewsh types of bursts have an
identical Guard Period (GP) of 96 chips. The midamble sequences that are allocated t
the different TDD bursts in each time-slot belong to a sdedahidamble code set. The
codes in each midamble code set are derived from a urfigusec Midamble Code. Adja-
cent cells are allocated different midamble code sets. @dnisbe exploited to assist in cell
identification.
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d) Asymmetric UL/DL allocation with single swithing point
213 ms (d) Asy g gp
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Figure 7.5: Multiple switching points per frame for different slot per frame allocations
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7.3.3 Power Control

Power control of the UTRA TDD mode is performed on a framelgibaor example using a
power control update per 10 ms, which is carried out diffdyeior the uplink and downlink.

Specifically, the uplink power control uses an open loop néaple, which exploits the
similarity of the uplink and downlink channel in a TDD system particular as regards
to the pathloss. In each cell there is at least one beaconaiphysical channel having a
known transmit power. Furthermore, during unallocatedniptimeslots the base station is
capable of estimating the uplink interference by explgitthe knowledge of the required
target SIR, the MS can set its transmission power in ordaulfil the transmission integrity
requirements at the BS. A first-order predictor correspogdd a weighting factor can be
used for taking into account the expected delay betweendalihk pathloss estimate and
the actual uplink pathloss. At the BS, an outer power cobiap is used for estimating the
SIR of the received signal, which is compared it to the ta&j& requirements. Then the
necessary MS transmit power is calculated, which is sigdath the MS. This requirement
allows the SIR-based outer loop to compensate for the leng-tiuctuation of the associated
pathlosses.

7.3.4 Time Advance

Timing advance is the mechanism used in UTRA for controlling transmit time instant
of signals from different MSs for mitigating leakage betwe#ne slots. During the initial
access, the base station estimates the instant of recdptithe MSs and advances their
instant of transmission by the estimated propagation dstathat all signals arrive approxi-
mately within the expected time window at the BS. The UTRA TByBtem can be used in
wide area cells, where the employment of this timing advaneehanism is necessary for
preventing the up-link burst collisions at the BS receivEne timing advance operates to a
resolution of four chips or 1.04s, since the chip-rate is 3.84 Mchip/s. The BS estimates the
time offset associated with the PRACH transmissions [488]calculates the required initial
timing advance. The timing advance parameter is transinétean 8-bit number, catering
for a maximum timing advance of 256 1.04 s corresponding to the up-link transmissions
from the MS. This maximum propagation delay of approximags6 u:s potentially allows
for a cell-size of 80 km.

There are proposals to have an enhanced timing advance nigohaith a resolution of
one-eighth of a chip period. This potentially holds the pisamf quasi-synchronous up-link
transmission, which would dramatically decrease the ipleltaccess interference, since all
the transmitted codes of the MSs would remain quasi-orthago

When performing a handover to another TDD cell, which is galhesynchronized to
reference cell, the MS is capable of autonomously applyregright timing advance in the
new cell. In any case, the MS has to signal the timing advaraggpilies to the BS in the new
cell.

7.4 Interference Scenario In TDD CDMA

One of the major attractions for the UTRA TDD mode systema ihallows the uplink and
downlink capacities to be allocated asymmetrically. Thignlgand downlink are transmitted



7.4. INTERFERENCE SCENARIO IN TDD CDMA 407

on the same carrier frequency, which creates additionatference scenarios compared to
UTRA FDD, and as seen in Figure 7.6, the UL/DL transmissigedalions of adjacent co-
channel BSs may severely interfere with each other. Thid &irinterference may become
particularly detrimental, if the base stations are not byowized, or if a different ratio of
uplink and downlink timeslots is used in adjacent cells reifehe base stations are frame
synchronized. Frame synchronization requires an accwiayfew symbols, rather than an
accuracy of a few chips.

The interference between uplink and downlink can also obetween adjacent frequen-
cies. Therefore, the interference between uplink and dowrdan take place within one
operator’s band, and also between two operators.

The interference between uplink and downlink can occur betwtwo mobile stations
and between two base stations. In FDD operation the dupfEagon prevents the interfer-
ence between uplink and downlink. In a TDD system there aretigpes of inter-cell/inter-
operator interference. These are:

e MS — MS
e BS—BS
e MS— BS
e BS— MS

The interference between a mobile station and a base sistioa same both in TDD and
in FDD operation. The extent of these interference is depehdn many parameters such
as the cell locations and user distributions, however tasrdéwo parameters that can greatly
affect the system performance and can potentially be mahbgehe network. There are
synchronization between cells, and the asymmetry acressdtwork.

7.4.1 Mobile to Mobile Interference

Mobile to mobile interference occurs in Figure 7.6, at thegslot 7 the mobild/ S, is trans-
mitting and the mobile\/ S, is receiving in the same frequency in adjacent cells. Mdiile
mobile interference is statistical because the locatidrti@mobiles cannot be controlled.
Therefore, mobile to mobile interference cannot be avomedpletely by the network plan-
ning.

7.4.2 Base Station to Base Station Interference

Base station to base station interference occurs in Figérafthe timeslot 7 the base station
BS, is transmitting and the base stati@b, is receiving in the same frequency in adjacent
cells. Base station to base station interference deperashhen the path loss between
the two base stations, and therefore, the network planmniegtly affects this interference
scenario [446].
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Figure 7.6: MS-to-MS BS-to-BS inter-cell interference

7.5 Simulation Results

A number of studies have been conducted, in order to chaisetihe network capacity of
WCDMA-assisted 3G networks [395-397he Timeslot (TS) opposing techniqueposed
by Haas, McLaughlin and Povey [32, 447] enables asynchmuslis to overlap without a
significant capacity degradation in comparison to the maealistic scenario, when the base
stations of all cells transmit and receive slot-synchrahpin the UTRA-TDD system. Fur-
thermore, the Dynamic Channel Allocation (DCA) [448] aides-opposing algorithm [32]
enables neighbouring cells to adopt different grades ofkfglownlink (UL/DL) asymmetry
without inflicting a significant capacity loss. The co-egiste of the UTRA-TDD and FDD
modes was studied in [449—-451], since they are expectedéaisbin the same geographical
area. Owing to the presence of increased levels of interéerecapacity degradations are ex-
pected. Itis crucial to estimate this potential capacityrddation and to identify appropriate
countermeasures. Power control is a standard techniquapybving the performance of
wireless systems. Different power control techniques aed tpplication within the UMTS
were presented in [452—-455]. More specifically, in [452Feiged signal level-based and
interference level-based power control algorithms wet®duced and the achievable system
performance was compared by means of simulations. In [4B8]UTRA TDD mode was
studied in conjunction with an open loop power control allfpon combined with outer loop
power control functions, which resulted in an improved @ftsuccessful call establishment
in the network. An Optimum Power Control (OPC) method wagpsed in [454], which
achieved the same performance as Wu's [456] at the cost oi@r loomplexity. Kurjen-
niemi [455] studied uplink power control in the context oEtdTRA TDD system by the
means of system level simulations, demonstrating that tRRAJTDD uplink power con-
trol substantially benefited from exploiting accurate iifédeence measurements and hence
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achieved a high capacity, even in the presence of implerientarrors. A pre-Rake smart
antenna system designed for TDD CDMA was studied in [457¢ Jtady demonstrated that
incorporating an antenna array at the base station sigmilfjcemproves the achievable ca-
pacity by reducing the interference between the uplink awvandink of adjacent cells, which
is a consequence of potentially using all timeslots in aitraty uncoordinated fashion both
in the UL and DL. Conventional single-user detectors, susiha Rake receiver are expected
to result in a low network capacity owing to the excessive FinBuced Multiple Access
Interference . By contrast, Multi-User Detectors (MUD) bakie potential of increasing the
network capacity at the cost of a higher complexity [93, 4&3].

This section presents our simulation results obtained T®@ mode UTRA-like CDMA
cellular network, investigating the achievable user capaxf the TDD mode in both non-
shadowed and shadowed propagation environments. ThisSgdtion 7.5.2 followed by
our performance investigations using adaptive antenragysirivhen subjected to both non-
shadowed as well as shadowed propagation conditions.|¥itied performance of adaptive
modulation techniques used in conjunction with adaptiveerama arrays in shadow faded
environments is then characterised in Section 7.5.3.

7.5.1 Simulation Parameters [402]

In this section simulations were conducted for various atges and algorithms in the context
of a TDD mode UTRA-like CDMA based cellular network in orderstudy the interactions
of the processes involved in such a network. As in the UTRAdd&d, the frame length
was set to 10 ms, containing 15 power control timeslots. Tdvesp control target SINR was
chosen to give a Bit Error Ratio (BER) ofx 10~3, with a low quality outage occurring at a
BER of5x 10~2 and an outage taking place at a BER &f10~2. The received SINRs at both
the mobile and the base stations were required for each gfdver control timeslots, and
hence the outage and low quality outage statistics wereegadh If the received SINR was
found to be below the outage SINR for 75 consecutive powetretimeslots, corresponding
to 5 consecutive transmission frames or 50 ms, the call wggpeéid. The post-despreading
SINRs necessary for obtaining the target BERs were detedwiith the aid of physical-layer
simulations using a 4-QAM modulation scheme, in conjunctath 1/2 rate turbo coding
and joint detection over a COST 207 seven-path Bad Urbanneth§d94]. For a spreading
factor of 16, the post-de-spreading SINR required for naamimg BER ofl x 10~ was 8.0
dB, while for a BER ofs x 102 it was 7.0 dB, and for a BER df x 10~2 was about 6.6 dB.
These values can be seen along with the other system parampeeified earlier in Table
5.2. The pre-de-spreading SINR is relatedig' N, and to the spreading factor by

SINR = (E,/N,)/SF, (7.1)

where the spreading factor is given By’ = W/R, with W being the chip rate anf the
data rate. A receiver noise figure of 7 dB was assumed for hathrtobile and the base
stations [59]. Thus, in conjunction with a thermal noisesignof -174 dBm/Hz and a noise
bandwidth of 5 MHz, this resulted in a receiver noise powetl60 dBm. The power control
algorithm used was relatively simple, and unrelated to ttewipusly introduced schemes
of Section 7.3.3. Furthermore, since it allowed a full traission power change of 15 dB
within a 15-slot UTRA data frame, the power control schemeoadted is unlikely to limit
the network’s capacity.
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Specifically, for each of the 15 timeslots per transmittedrfe, both the mobile and base
station transmit powers were adjusted such that the redt &R was higher than the target
SINR, but less than the target SINR plus a 1 dB hysteresis. Whhandover, a mobile’s
transmission power was only increased, if all of the basiosisin the Active Base station
Set (ABS) requested a power increase, but was it decreasaey of the base stations in the
ABS had an excessive received SINR. In the downlink, if treereed SINR at the mobile
was insufficiently high, then all of the active base statimese commanded to increase their
transmission powers. Similarly, if the received SINR wasepessarily high, then the ac-
tive base stations would reduce their transmit powers. Twentink intra-cell interference
orthogonality factor, was set to 0.5 [395-397]. Due to using a frequency reuserfatt
one, with its associated low frequency reuse distance,stivegessary for both the mobiles
and the base stations to increase their transmitted powdughly when initiating a new call
or entering handover. This was required for preventing saddcreases in the level of inter-
ference, particularly on links using the same base stakience, by gradually increasing the
transmit power to the desired level, the other users of theark were capable of compensat-
ing for the increased interference by increasing theirgmgihpowers, without encountering
undesirable outages. In an FDMA/TDMA network this effecteiss noticeable due to the
significantly higher frequency reuse distance.

Since a dropped call is less desirable from a user’s viewban a blocked call, two
resource allocation queues were invoked, one for new catistze other - higher priority -
queue, for handovers. By forming a queue of the handoveresgguwhich have a higher
priority during contention for network resources than nels; it is possible to reduce the
number of dropped calls at the expense of an increased liazkeprobability. A further
advantage of the Handover Queueing System (HQS) is thaigltire time a handover is in
the queue, previously allocated resources may becomabigihence increasing the proba-
bility of a successful handover. However, in a CDMA basedvoek the capacity is not hard-
limited by the number of frequency/timeslot combinatiousikble, like in a FDMA/TDMA
based network such as GSM. The main limiting factors are tinger of available spreading
or OVSF codes, or the interference levels in conjunctiomwhie restricted maximum trans-
mit power, resulting in excessive forced termination ratésw call allocation requests were
queued for up to 5 seconds, if they could not be immediateigfgad, and were blocked if
the request had not been completed successfully within ezénd.

There are several performance metrics that can be used &mtifying the quality of
service provided by a cellular network. The following penfance metrics have been widely
used in the literature and were also advocated by Chuang [383]:

e New Call Blocking probability,Pg,

Call Dropping or Forced Termination probabilityzr,

Probability of low quality connection?,,,

Probability of OutageP,.,

Grade Of Service(7OS.

The new call blocking probabilityPg, is defined as the probability that a new call is
denied access to the network. In an FDMA/TDMA based netwsukh as GSM, this may
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occur because there are no available physical channels dé#tired base station or the avail-
able channels are subject to excessive interference. Howiava CDMA based network this
does not occur, and hence the new call blocking performanygically very high.

The forced termination probability?rr, is the probability that a call is forced to ter-
minate prematurely. In a GSM type network, an insufficiehityh SINR, which inevitably
leads to dropped calls, may be remedied by an intra- or ocetrhandover. However, in
CDMA either the transmit power must be increased, or a saftibeer must be performed in
order to exploit the available diversity gain.

Again, the probability of a low quality connection is defires:

Pow = P{SINRuphnk < SINRTeq or SINRdownlink < SINRTeq} (72)
= P{TTLZTL(SINRuphnk, SINRdoumlink) < SINRTeq}.

The GOS was defined in [383] as :

GOS = P{unsuccessful or low-quality call accéss (7.3)
= P{callis blocked + P{call is admitted x
P{low signal quality and call is admittéd
= Pp+(1— Pg)Pow,

and is interpreted as the probability of unsuccessful ndtwocess (blocking), or low quality
access, when a call is admitted to the system. However, gieagew call blocking probabil-
ity of CDMA based networks is negligible, this metric has meenitted.

In our forthcoming investigations, in order to compare teenork capacities of different
networks, it was decided to use two scenarios defined as :

e A conservative scenarjavhere the maximum acceptable value for the new call block-
ing probability, Pg, is 3%, the maximum forced termination probabilifyr, is 1%,
andP,,,, is 1%.

e A lenient scenaripwhere the maximum acceptable value for the new call blackin
probability, Pg, is 5%, the maximum forced termination probabili7, is 1%, and
Py is 2%.

In the next section we characterise the capacity of an adaptodulation [13] assisted,
beam-steering aided TDD/CDMA system. In TDD/CDMA the mebikuffer from interfer-
ence inflicted by the other mobile stations (MSs) both in g#fenence cell the MS is roaming
in (intracell interference) as well as due to those in thglmeduring cells (intercell inter-
ference). Furthermore, in contrast to FDD/CDMA, where tles® Stations (BSs) transmit
in an orthogonal frequency band, in TDD/CDMA there is additil interference imposed
by other BSs of the adjacent cells, since all times-slotsheansed in both the uplink and
downlink. In return for this disadvantage TDD/CDMA guarees the flexible utilization of
all the available bandwidth, which meets the demand for tppesrt of asymmetric uplink
and downlink services, such as high data rate file downloadadhile Internet services, etc.
In wireless systems the link quality fluctuates due to eithding- and dispersion-induced
channel impairments or as a consequence of the time-vanartiannel interference imposed
by the teletraffic fluctuations due to the varying number arasupported. Owing to these
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impairments conventional wireless systems often drop #iie By contrast, a particular ad-
vantage of employing adaptive modulation is that the trasc is capable of automatically
reconfiguring itself in a more error-resilient transmigsinode, instead of dropping the call.
Here we study the achievable network performance by simouland compare it to that of
the FDD/UTRA system.

7.5.2 Performance of Adaptive Antenna Array Aided
TDD CDMA Systems

In this section we study the impact of adaptive antenna amaythe network’s performance.
The investigations were conducted using a spreading faftt®. Given that the chip rate of
UTRA is 3.84 Mchips/sec, this spreading factor correspdgadschannel data rate 884 x
10%/16 = 240 kbps. Applying 1/2 rate error correction coding would resulan effective
data throughput of 120 kbps, whereas utilizing a 2/3 rater@orrection code would provide
a useful throughput of 160 kbps. A cell radius of 150 m was @m&sl) and a pedestrian
walking velocity of 3 mph was used.

The advanced UTRA FDD system level simulator [402] emplgyadaptive antenna ar-
rays at the basestation as well as adaptive modulation [48]extended to the UTRA TDD
mode for evaluating the system’s achievable performance. ogerved quite significant
performance gains as a direct result of the interfereneetiepn capabilities of the adaptive
antenna arrays and adaptive modulation invoked. Netwarfkpeance results were obtained
using two and four element adaptive antenna arrays, botheimbsence of shadow fading,
and in the presence of 0.5 Hz and 1.0 Hz frequency shadowdaskhibiting a standard
deviation of 3 dB. The adaptive beamforming algorithm used the Sample Matrix Inver-
sion (SMI) algorithm [402]. The specific adaptive beamfargnimplementation used in our
TDD/CDMA based network was identical to that used in the ekwsimulations of [402].
Briefly [402], one of the eight possible 8-bit BPSK referestgnals was used for uniquely
and unambiguously identifying the desired user, while #raaining interfering users-up to
seven of-them were assigned the other seven 8-bit refestgoals. The received signal’s
autocorrelation matrix was then calculated, and from the#edge of the desired user’s ref-
erence signal the receiver’'s optimal antenna array weigbhte determined with the aid of
the SMI algorithm. This implementation of the algorithm pohlculated the receiver’s an-
tenna array weights, namely the antenna array weights ysttklbase station for receiving
the mobiles’ uplink transmissions. However, it was demi@tetl in [402] that further per-
formance gains are attainable, if the BS’s UL and DL arraygoas, namely the transmit and
receive beamforms are optimised individually. The anteamnay weights were re-calculated
for every power control step, i.e. 15 times per UTRA data faowing to the potential sig-
nificant changes in terms of the desired signal and interéer@owers that may occur during
one UTRA frame as a result of the maximum possible 15 dB chamthe power transmitted
by each user.

Figure 7.7 shows the forced termination probability assted with a variety of traffic
loads without shadowing, measured in terms of the mean riisedacarried traffic expressed
in Erlangs/kmi/MHz. The figure suggests that the TDD network’s performamas poor in
comparison to the FDD mode both with and without employingeana arrays at the base
stations. As expected, the “No beamforming” scenario sefférom the highest forced termi-
nation probability of the three beamforming scenarios avergtraffic load, which was valid
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Figure 7.7: Forced termination probability versus mean carried traffic of the UTRA-HOD and
TDD/CDMA based cellular network of Table 5.2 bottith as well as without beam-
forming and without shadowing for S F'=16.

for both the TDD and FDD modes. Our discussions are focusegidrethe TDD mode, using
FDD as the benchmark. When using “2-element beamforming”attaptive antenna arrays
have considerably reduced the levels of interferencejigad a reduced forced termination
probability. Without employing antenna arrays at the baatons the network capacity was
limited to 142 users, or to a teletraffic load of approxima@B1 Erlangs/kifyMHz. How-
ever, with the advent of employing 2-element adaptive ardenrays at the base stations the
number of users supported by the network increased by 45%@agers, or almost to 1.18
Erlangs/kni/MHz. Replacing the 2-element adaptive antenna arrays 4valement arrays
led to a further capacity increase of 56%, or 127% with respethe capacity of the net-
work using no antenna arrays. This is associated with a mkteapacity of 322 users, or
1.85 Erlangs/ki¥MHz. We can also see in Figure 7.7 that the capacity of the Aike
TDD/CDMA cellular system is significantly poorer than thétiee UTRA-like FDD/CDMA
system under the same propagation conditions. The “TDRrheht beamforming” scenario
has a similar performance to the “FDD 2-element beamforinéegnario. This is because
the TDD system suffers from the effects of the extra intérinterference, which we alluded
to in Section 7.4.

Figure 7.8 portrays the probability of low quality accesssus various traffic loads. It
can be seen from the figure that higher traffic loads wereeazhwith the aid of the 4-element
array at a sufficiently low probability of a low quality, thaéimat achieved using a 2-element
array. Again, the user-capacity of the TDD mode is often #ofaiwvo lower than that of the
FDD mode close to the 19%),,,, limit and TDD system is more prone to rapid performance
degradation. However, at lower traffic loads the FDD modéoperance with four-element
was worse than that using two-element. It is because in aanktusing adaptive antenna
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Figure 7.8: Probability of low quality access versus mean carried traffic of the UTIRAFDD and
TDD/ CDMA based cellular network bottvith as well as without beamforming and
without shadowing for SF=16.

arrays, when new calls started, the adaptive antenna agrayssed to null the sources of
interference, and the array may reduce the antenna gaie tiréaction of the desired user, in
order to maximise the SINR. This phenomenon was more mavikeel using four-element

arrays since the directivity, and thus sensitivity to ifeeng signals is greater.

Figure 7.9 shows the achievable Grade-Of-Service for agrafiteletraffic loads. Similar
trends were observed regarding the probability of call kilog to those shown in Figure 7.7.
The grade of service is better (i.e. lower) when the traffadies low, and vice versa for high
traffic loads. This is mainly attributable to the higher daltbcking probability of the “No
beamforming” scenario, particularly in the region of thghest traffic loads. As before, the
TDD mode is more prone to rapid interference-level fluctuagias well as to avalanche-like
teletraffic overload and its teletraffic capacity is up toedatwo lower than that of the FDD
mode. Our expectation is that this performance trend mayabtgaply mitigated with the aid
of the adaptive modulation techniques of Section 7.5.3,[i8}ause when the instantaneous
SINR is low, we activate a robust, but low-throughput motdatamode, and vice versa.

The impact of adaptive antenna arrays recorded in a prapagatvironment subjected
to shadow fading was then investigated. The associateéddarmination performance is
shown in Figure 7.10. This figure illustrates the substangavork capacity gains achieved
with the aid of both 2- and 4-elements adaptive antennastmagler shadow fading propaga-
tion conditions. Simulations were conducted in conjunctidth log-normal shadow fading
having a standard deviation of 3 dB, experiencing maximuadetving frequencies of both
0.5 Hz and 1.0 Hz. As expected, the network capacity was eztlatthe higher shadow fad-
ing frequency in both the FDD and TDD modes. Without emplgyadaptive antenna arrays,
the TDD network supported just over 71 users and 62 users, aigiected to 0.5 Hz and
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Figure 7.9: Grade-Of-Service (GOS) versus mean carried traffic of the UTRA-IKDD and
TDD/CDMA based cellular network bottvith as well as without beamforming and
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1.0 Hz frequency shadow fading, respectively. With the igptibn of 2-element adaptive
antenna arrays, these capacities increased by 111% and 1d3%i users and 131 users,
respectively. The employment of 4-element adaptive amtemrays led to a TDD network
capacity of 245 users at a 0.5 Hz shadowing frequency, andi2&4 at a 1.0 Hz shadowing
frequency. This corresponded to relative gains of 62% afd @%er the capacity provided
in the TDD mode with the aid of two-element adaptive antennaya. In comparison to the
FDD benchmark we have recorded again up to a factor two logletraffic capacity.

The probability of low quality access performance is degucin Figure 7.11. As ex-
pected, a give?,,,, value was associated with a higher traffic load, as the nuoftaertenna
elements increased. When the maximum shadow fading fregueatincreased from 0.5 Hz
to 1.0 Hz, P, also increased. The probability of low quality seen in Fegidrll is similar
in the scenarios employing adaptive antenna arrays in tHRAJTDD and FDD CDMA sys-
tems. It should be noted, however that the probability of tmality access always remained
below the 1% constraint of the conservative scenario urtteistenarios studied, and the
forced termination probability was considerably reducgdhe adaptive antenna arrays, as
it will demonstrated during our later discussion in the eantof Figure 7.13. When using
beamforming, the inferiority of the TDD mode was less pram®d than in the context of
the previously studied performance metrics.

Figure 7.12 presents the Grade-Of-Service (GOS) for a rahgeletraffice loads with
and without beamforming as well as in conjunction with sleidg. A summary of the
maximum network capacities of the various scenarios censtlin this section both with
and without shadowing having a standard deviation of 3dByel as with and without
employing beamforming using two and four element array$/srgin Table 7.1. Throughout
this section we have observed that the capacity of the TDDema@s consistently lower than
that of the FDD mode owing to the fact that any timeslot may seduboth in the uplink
and in the downlink. In the next section we will invoke adaptmodulation as a further
countermeasure for mitigating this deficiency.

7.5.3 Performance of Adaptive Antenna Array and Adaptive
Modulation Aided TDD HSDPA-Style Systems

In this section we build upon the results presented in theigus section by applying Adap-
tive Quadrature Amplitude Modulation (AQAM) technique8]1The various scenarios and
channel conditions to be investigated here were ident@dhdse of the previous section,
except for the application of AQAM. Since in the previoustig®st an increased network
capacity was achieved due to using independent up- and dolwbeamforming, this pro-
cedure was invoked in these simulations. AQAM involves thlection of the appropriate
modulation mode in order to maximise the achievable datautifiput over a given channel,
whilst maintaining a given target the Bit Error Ratio. Monepkcitly, the philosophy be-
hind adaptive modulation is the most appropriate seleafamodulation mode according
to the instantaneous radio channel quality experiencel [IBerefore, if the SINR of the
channel is high, then a high-throughput high-order modutamode may be employed for
exploiting the high instantaneous quality of the radio c¢tedn Similarly, if the channel is
instantaneously of low quality, exhibiting a low SINR, almgrder modulation mode would
result in an unacceptably high BER or FER, and hence a morestobut lower throughput
modulation mode would be employed. Therefore, adaptiveutatidn combats the effects of
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Figure 7.11: Probability of low quality access versus mean carried traffic of the UTIRAFDD and
TDD/CDMA based cellular network botWith as well as without beamforming and
with shadowing for SF=16.
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Conservative scenario
Number of Userg Traffic (Erlangs/km/MHz
Shadowing | Beamforming|| FDD | TDD j FDD | TDD
No No 256 142 1.42 0.81
No 2 elements 325 206 1.87 1.18
No 4 elements 480 322 2.75 1.85
0.5Hz,3dB| No 150 72 0.87 0.41
0.5Hz,3dB| 2 elements 203 151 1.16 0.87
0.5Hz, 3dB| 4 elements 349 245 2.0 1.39
1.0Hz,3dB| No 144 62 0.82 0.35
1.0 Hz, 3dB| 2 elements 201 131 1.12 0.75
1.0 Hz, 3dB| 4 elements 333 234 1.88 1.33

Table 7.1: Maximum mean carried traffic and maximum number of mobile users #mabe supported
by the FDD/TDD network, whilst meeting the conservative quality constraifitee car-
ried traffic is expressed in terms of normalised Erlangs (Erlangididz), for the network
described in Table 5.2 bothith and without beamforming, and also with and without
shadow fading having a standard deviation of 3 dBfor SF=16. The FDD benchmark
results were adopted from [402].

time-variant channel quality, while also attempting to im@ge the achieved data throughput,
and maintaining a given BER or FER. In the investigationgdcmted, the modulation modes
of the up and downlink were determined independently, thkmg advantage of the lower
levels of co-channel interference on the uplink, or of theepbally higher transmit power

of the base stations.The particular implementation of AQAdé¢d in these investigations is
illustrated in [402].

Comparison Figure 7.13 to Figure 7.10 shows the significashiction in the probabil-
ity of a dropped TDD call, achieved by employing adaptiveeanta arrays in conjunction
with adaptive modulation [402, 405] in a log-normal shadased environment. The fig-
ure demonstrates that even with the aid of a two-elementtizdapgntenna array, a sub-
stantial forced termination probability reduction was iaghd. The single-antenna based
TDD network was found to support 153 users, corresponding tmaffic load of 0.875
Erlang/kn?/MHz, when subjected to 0.5 Hz frequency shadow fading. Epacity of the
single-antenna aided TDD network was slightly reduced @uders, corresponding to 0.874
Erlang/kn?/MHz, when increasing the maximum shadow fading frequeady.® Hz. Upon
employing two-element adaptive antenna arrays, the TDWvarit capacity increased by
109% to 320 users, or to an equivalent traffic load of 1.834rglkn?/MHz, when sub-
jected to 0.5 Hz frequency shadow fading. When the maximurdeshdading frequency
was increased to 1.0 Hz, the number of users supported byDRiEenketwork was 307, or
1.82 Erlang/kmi/MHz, representing an increase of 102% in comparison to éte/ark re-
fraining from using adaptive antenna arrays. It is seengufé 7.13 that the forced termina-
tion probability of the UTRA-like TDD/CDMA scenarios is e to that of the FDD/CDMA
scenarios, when employing adaptive antenna arrays in eotijun with adaptive modulation.

The probability of low quality outage, presented in Figur&47 did not benefit from
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Figure 7.13: Forced termination probability versus mean carried traffic of the UTRA-ROD and
TDD/CDMA based cellular network botiith and without beamforming in conjunc-
tion with AQAM as well as with shadowing having a standard deviation of3 dB for
SF=16.

the application of adaptive antenna arrays, in fact on thetraoy. Furthermore, recall that
Figure 7.11 depicted the probability of low quality outagiéhwut adaptive modulation, i.e.

using fixed modulation, and upon comparing these resultsdset obtained in conjunction

with adaptive modulation shown in Figure 7.14, the perfarogadegradation owing to the
employment of adaptive modulation can be explicitly seemisTs because the increase
in the probability of low quality access can be attributedhte employment of less robust,
but higher throughput, higher-order modulation modes kedoby the adaptive modulation
scheme. Hence, under given propagation conditions and tigininterference-resilient fixed

4-QAM modulation mode, as in Figure 7.11, a low quality oatagay not occur. By contrast,

when using adaptive modulation invoking a less resilieat,Higher-throughput and higher-
order modulation mode, the same propagation conditionsintligt a low quality outage.

A summary of the maximum user capacities of the FDD and TDWvoids considered
in this section both with and without shadowing having a déad deviation of 3dB as well
as with and without employing beamforming using two and felement arrays, whilst em-
ploying adaptive modulation is given in Table 7.2.
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Conservative scenario
Number of Userg Traffic (Erlangs/kmi/MHz
Shadowing | Beamforming|| FDD | TDD FDD | TDD
0.5Hz,3dB| No 223 153 1.27 0.875
0.5Hz, 3dB| 2 elements 366 320 211 1.834
0.5Hz, 3dB| 4 elements 476 420 2.68 2.41
1.0Hz,3dB| No 218 152 1.24 0.874
1.0Hz, 3dB| 2 elements 341 307 1.98 1.758
1.0 Hz, 3dB| 4 elements 460 393 2.59 2.234

Table 7.2: Maximum mean carried traffic and maximum number of mobile users #mabe supported
by the FDD and TDD network, whilst meeting the conservative quality caim&. The
carried traffic is expressed in terms of normalised Erlangs (Erlarfdikiz), for the net-
work described in Table 5.2 bothith and without beamforming, in conjunction with
shadow fading having a standard deviation of 3 dB, whilst employing aaptive modu-
lation techniquesfor SF'=16. The FDD benchmark results were adopted from [402].

7.6 Loosely Synchronized Spreading Code Aided Network
Performance of UTRA-like TDD/CDMA Systems

7.6.1

In this section we investigate the achievable capacity off&A-Hike TDD/CDMA system
employing Loosely Synchronized (LS) spreading codes. ahaly of operational CDMA
systems is interference limited, suffering from Inter-®ghinterference, since the orthog-
onality of the spreading sequences is destroyed by the dreyuselective channel. They
also suffer from Multiple-Access-Interference owing te tion-zero cross-correlations of the
spreading codes. By contrast, the family of LS codes exhibiso-called Interference Free
Window (IFW), where both the auto-correlation and crosselation values of the codes
become zero. Therefore LS codes have the promise of mitgdltie effects of both ISI
and MAI in time dispersive channels. Hence, LS codes havedbential of increasing the
capacity of CDMA networks. This section studies the achivaetwork performance in
comparison to that of a UTRA-like TDD/CDMA system using Qxtjonal Variable Spread-
ing Factor (OVSF) codes.

The air interface of UMTS supports both FDD and TDD mode [402prder to facilitate
an efficient exploitation of the paired and unpaired bandhefallocated spectrum. The FDD
mode is intended for applications in both macro- and mi@iutar environments, when
supporting both medium data rates and high mobility. In @sitto the FDD mode, the TDD
mode was contrived for environments associated with a affid density and asymmetric
uplink as well as downlink indoor coverage. Although the UWWRDD mode was contrived
for the sake of improving the achievable network perforneayg assigning all the timeslots
on a demand basis to the uplink and downlink [422], this mesamay result in an excessive
BS — BS interference and hence in a potentially reduced number stesy users [459,
460]. As seen in Figure 7.6, BS; is transmitting andB.S; is receiving at the same time
in a given timeslot,BS — BS interference takes place, provided that these base station

Introduction
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are in adjacent cells. In [459] we demonstrated that the eynpént of adaptive arrays in
conjunction with AQAM limited the detrimental effects of -@lannel interference on the
UTRA-like TDD/CDMA system and resulted in performance imygments both in terms
of the achievable call quality and the number of users supdorHowever, in comparison
to a UTRA-like FDD/CDMA system, the capacity of the UTRA4K'DD/CDMA cellular
system was shown to remain somewhat poorer than that of tHeAklike FDD/CDMA
system under the same propagation conditions.

The network performance of the UTRA-like FDD/CDMA systemasaquantified in
our previous research [413], when supported by adaptivenstaering [405] and LS [407]
spreading codes. It was demonstrated that the networkrpsafece of a UTRA-like FDD/CDMA
system employing LS spreading codes was substantiallgrtétin that of the system using
OVSF codes [406]. We consider the employment of this spefafiuly of LS spreading
codes in the UTRA-like TDD/CDMA system. The LS spreading em@xhibit a so-called
Interference Free Window (IFW), where the off-peak apedaditocorrelation values as well
as the aperiodic cross-correlation values become zerd Wét advent of the IFW we may
encounter both zero ISI and zero MAI, provided that all thiayled asynchronous trans-
missions arrive within the IFW. More specifically, intedece-free CDMA communications
become possible, when the total time offset expressed nmstef the number of chip inter-
vals, which is the sum of the time-offset of the mobiles phes tnaximum channel-induced
delay spread is within the code’s IFW [408]. By employingstipecific family of codes, we
are capable of reducing the ISI and MAI, since users in theesaath do not interference with
each other, as a benefit of the IFW provided by the LS codes used

7.6.2 LS Codesin UTRA TDD/CDMA

There exists a specific family of LS codes [407], which exisibin IFW, where both the auto-
correlation and cross-correlation values of the codesrecrpero. Specifically, LS codes
exploit the properties of the so-called orthogonal comgetary sets [407,417]. An exam-
ple of the design of LS spreading codes can be found in [4083hé UTRA TDD mode, the
uplink and downlink timeslots are transmitted on the sanmaazafrequency, which creates
additional undesirable and grave interference infestedaios compared to UTRA FDD.
More explicitly, as argued in the context of Figure 7.6, bt#msmission directions may
interfere with each other, resulting in MS MS and BS— BS interference, respectively.
The interference experienced at the mobile may be dividedtimo categories. Firstly, in-
terference is imposed by the signals transmitted to othduilesfrom the same base station,
which is known as intra-cell interference. Secondly, ifgi@mce is encountered owing to the
signals transmitted to other mobiles from other baseststias well as to other basestations
from other mobiles, which is termed inter-cell interferenc

The instantaneous SINR is obtained upon dividing the recesignal powers by the total
interference plus thermal noise power, and then by multiglhis ratio by the spreading
factor, SF, yielding [402]

SF - Pgg
(1 - a)II'rLt'ra + IInter + NO’

SINRp;, = (7.4)

wherea = 1 corresponds to the ideal case of perfectly orthogonal-cgthinterference and
a = 0 to completely asynchronous intra-cell interference. kenmhore,Pgg is the signal
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| Parameter \ Value || Parameter | Value |
Noisefloor -100dBm || Pilot power -9dBm
Frame length 10ms || Cell radius 78m
Multiple access TDD/CDMA || Number of basestations 49
Modulation scheme 4QAM/QPSK || Spreading factor 16
Min BS transmit power -48dBm || Min MS transmit power | -48dBm
Max BS transmit power 17dBm || Max MS transmit power | 17dBm
Low quality access SINR 5.2dB || Outage (1% BER) SINR 4.8dB
Pathloss exponent -2.0 || Target SINR 6.2dB
Average inter-call-time 300s || Max. new-call queue-time 5s
Average call length 60s | Pedestrian speed 3mph
Max consecutive outages 5 || Signal bandwidth 5MHz

Table 7.3: Simulation parameters [413].

power received by the mobile user from the base statnis the thermal noisel;,,;rq IS
the intra-cell interference anf}.,..,- is the inter-cell interference. Again, the interference
plus noise power is scaled by the spreading facidr, since during the despreading pro-
cess the associated low-pass filtering reduces the noisinvdth by a factor ofSE'. The
inter-cell interference is not only due to the MSs, but alse tb the BSs illuminating the
adjacent cells by co-channel signals. Owing to invoking p&ading codes in our UTRA-
like TDD/CDMA system, the intra-cell interference may bengletely eliminated, hence
we havea = 1. Our current research is building on our previous findingoréed in the
context of a UTRA-like TDD system [459], where we found thatdking adaptive mod-
ulation as well as beam-steering proved to be a powerful me&enhancing the capacity
of TDD/CDMA. In the investigations of [459], OVSF codes werged as spreading codes.
However, the intra-cell interference is only eliminatecdoyploying orthogonal OVSF codes,
if the system is perfectly synchronous and provided thattbbile channel does not destroy
the OVSF codes’ orthogonality. In an effort to prevent intedl interference, again, in this
section we employ LS codes, which exhibit ideal auto-catfeh and cross-correlation func-
tions within the IFW. Thereby, the “near far effect” may bgrsficantly reduced and hence
the user capacity of the system can be substantially entladsea benefit of the LS codes’
interference resilience, it was shown in [413] that the exdible BER performance of LS
codes is better than that of OVSF codes. For a spreading fati®, the post-despreading
SINR required for maintaining a BER afx 10~2 was 6.2 dB in case of LS codes, which is
almost 2 dB lower than that necessitated by the OVSF codes.

7.6.3 System Parameters

The cell-radius was 78 m, which was the maximum affordableradius for the IFW du-
ration of +1 chip intervals at a chip rate of 3.84 Mchip/s. The mobileseveapable of
moving freely, at a speed of 3mph, in random directions,cseteat the start of the simu-
lation from a uniform distribution, within the infinite siration area of 49 wrapped-around
traffic cells [402]. Furthermore, the post-despreadingf&Mequired for obtaining the target
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Figure 7.16: Forced termination probability versus mean carried traffic of the UTRATIRD cellular
network using.S codes and OVSF codeboth with as well as without beamforming in
conjunction with shadowing having a frequency of 0.5 Hz and a starmtésidtion of 3dB
for a spreading factor of SF=16.

BERs were determined with the aid of physical-layer simafet using a 4QAM modulation
scheme, in conjunction with 1/2-rate turbo coding for traission over a COST 207 seven-
path Bad Urban channel [420]. Using this turbo-coded trainec and LS codes having a
spreading factor (SF) of 16, the post-despreading SINRiredjfior maintaining the target
BER of 1 x 1073 was 6.2 dB. The BER, which was deemed to correspond to lowtgua
access, was stipulated@at 10~3. This BER was exceeded for SINRs falling below 5.2 dB.
Furthermore, a low-quality outage was declared, when th@ BEL x 10~2 was exceeded,
which was encountered for SINRs below 4.8 dB. These valuedeaseen along with the
other system parameters in Table 7.3. All other experimemaditions were identical to
those in [402].

7.6.4 Simulation Results

Figure 7.16 shows the forced termination probability asged with a variety of traffic loads
quantified in terms of the mean normalized carried trafficresged in Erlangs/ktiVIHz,
when subjected to 0.5 Hz frequency shadowing having a stdriviation of 3 dB. As ob-
served in the figure, nearly an order of magnitude reductigheoforced termination proba-
bility has been achieved by employing LS spreading codegeaoed to those of using OVSF
spreading codes. In conjunction with OVSF codes, the “Narifeaming” scenario suffered
from the highest forced termination probability of the faraffic scenarios characterized in
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Figure 7.17: Probability of low quality access versus number of users of the UTRATIBE cellular
network using.S codes and OVSF codeboth with as well as without beamforming in
conjunction with shadowing having a frequency of 0.5 and a standasdtabm of 3dB
for a spreading factor of SF=16.

the figure at a given load. Specifically, the network capaeig limited to 50 users, or to
a teletraffic density of approximately 0.55 ErlangsféiiHz. With the advent of employing
4-element adaptive antenna arrays at the base stationsitiigen of users supported by the
TDD system increased to 178 users, or a teletraffic dens®yQ# Erlangs/kiyMHz. How-
ever, in conjunction with LS codes, and even without empigyantenna arrays at the base
stations, the TDD system was capable of supporting 306 uzeas equivalent traffic density
of 3.45 Erlangs/kifiYMHz.

Figure 7.17 portrays the probability of low quality accesssus various traffic loads. In
conjunction with OVSF codes, it can be seen from the figurewlitaout beamforming the
system suffered from encountering more multiuser interfee, as the traffic loads increased.
Hence the probability of low quality access became highereiihvoking beamforming,
both the intra- and inter-cell interference was reducedemte the probability of low quality
access was reduced as well. As a benefit of employing LS ctiiefmtra-cell interference
was efficiently reduced and therefore the probability of [guality access was found to be
lower even without beamforming, than that of the systema@€IWSF codes and employing
2-element beamforming. We also observed that at lowerdraféids the probability of low
quality access for the “LS codes no BF” scheme is higher thah of “OVSF codes 4-
element BF” scheme. This is a consequence of the associagkdtobability of forced
termination for the “LS codes no BF” scheme, as shown in EEguil6, because the higher
the probability of forced termination, the lower the numbé&users supported by the TDD
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Figure 7.18: Mean transmission power versus number of users of the UTRA-like @&IDlar network
usingLS codes and OVSF codeboth with as well as without beamforming in conjunc-
tion with shadowing having a frequency of 0.5 Hz and a standard deviatiddB for a
spreading factor of SF=16.

system and hence the effects of co-channel interferencesetpby the existing connections
remain more benign when a new call starts.

Traffic (Erlangs| Power (dBm)
Spreading Code Beamforming|| Users| /km?/MHz) MS \BS

OVSF codes No 50 0.55 0.54 | -0.28
OVSF codes 2-elements 113 1.18 1.33 | 0.90
OVSF codes 4-elements 178 2.03 2.07 | 1.81
LS codes No 306 3.45 -9.11 | -9.21

Table 7.4: Maximum mean carried traffic and maximum number of mobile users #mabe supported
by the network, whilst meeting the network quality constraints of SectiorB,7ramely
P < 3%, Prr < 1%, Piow < 1% and GOS< 4%. The carried traffic is expressed
in terms of normalized Erlangs (Erlang/RfviHz) using OVSF codes and LS codein
conjunction with shadow fading having a standard deviation of 3 dB anebaiéncy of 0.5
Hz for a spreading factor of SF=16.

For the sake of characterizing the achievable system pedioce also from a different
perspective, the mean transmission power versus teletpafformance is depicted in Fig-
ure 7.18. Again, as a benefit of employing LS codes, both thaimed mean uplink and
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downlink transmission power are lower than that necesslthy OVSF codes. The TDD
system using OVSF codes required an average 10 dBm to 20 dBmsigmal power com-
pared to the TDD system using LS codes. In [460] it was showhttie major source of
interference is constituted by the BS-to-BS interferere@ @onsequence of the BS’s high
signal power and the near-LOS propagation conditions piegdoetween BSs. Even though
the employment of LS codes can only reduce the intra-cedriatence, it results in a sub-
stantial reduction of the BSs’ power consumption, as shewsigure 7.18. Hence the source
of BS — BS inter-cell interference was also reduced. In other words,employment of
LS codes indirectly reduced the sevét§ — BS inter-cell interference by keeping the BSs’
transmission power at a low level.

Figure 7.19 shows the achievable Grade-Of-Service for garaf teletraffic loads. We
observe similar trends regarding the probability of low lguaaccess, as shown in Fig-
ure 7.17. In Equation 4.15, the GOS performance is jointieieined byPg and P,
which is interpreted as the probability of unsuccessfulvoet access (blocking), or the
probability of encountering a low quality, provided thatadl ¢és admitted to the system. The
employment of the LS codes may cause the shortage of spgeeaties and hence may lead
to the blocking of a new call, since there are only 8 LS codatdhn be used, when the IFW
duration ist1 chip-length. The call duration and inter-call periods weaésson distributed
having the mean values shown in Table 7.3. When encountdriggall arrival distribution,
we observe that the new call blocking probability is nedfigj as shown in Figures 7.17
and 7.19.

A summary of the maximum user capacities of the UTRA-like TODMA system using
OVSF codes and LS codes in conjunction with log-normal stamp having a standard
deviation of 3dB and a shadowing frequency of 0.5 Hz as webah with and without
beamforming is given in Table 7.4. The teletraffic carried #ime mean mobile and base
station transmission powers required are also shown ireTall

7.6.5 Summary and Conclusions

In this section we studied the network performance of a UTIRATDD/CDMA system em-
ploying LS spreading codes. The computer simulation regutivided showed that the TDD
system invoking LS codes had a better performance comparétetsystem using OVSF
codes. We designed a 49-cell “wrapped around” simulatiea,azonstituted by sufficiently
small 78 m radius cells, which guaranteed that the delaygtthsonous transmissions arrive
within the IFW, where the auto-correlation and cross-datren values of the LS codes be-
came zero and hence eliminated the effects of intra-callfietence. The SINR required by
the LS codes for the sake of maintaining a BER of 10~3 was almost 2 dB lower than that
necessitated by the OVSF codes. Furthermore, a low mobildbase station transmission
power has been maintained. Hence the average intra- areceiténterference level has
become low, the severBS — B.S interference has been reduced and this resulted in TDD
system performance improvements both in terms of the aabie\call quality and the num-
ber of users supported. Our future research is focussedthefimproving the performance
of TDD systems using genetic algorithm based timeslot salivegl
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Figure 7.19: Grade-Of-Service (GOS) versus number of users of the UTRA-IXB Tellular network
usingLS codes and OVSF codeboth with as well as without beamforming in conjunc-
tion with shadowing having a frequency of 0.5 Hz and a standard deviatiddB for a
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Glossary

AWGN
BS
CDMA
CMA
DCS1800

DOA

FDD

GSM
HIPERLAN
IF

LMS

MS
MSE

PDF
RF
RLS
SDMA
SINR

SIR
SNR
TDD
TDMA
UMTS

Additive White Gaussian Noise

A common abbreviation for Base Station
Code Division Multiple Access

Constant Modulus Algorithm

A digital mobile radio system standard, based on GSM, butaipsrat 1.8GHz
at a lower power.

Direction Of Arrival

Frequency Division Duplex

A Pan-European digital mobile radio standard, operatindaMHz.
High Performance Radio Local Area Network

Intermediate Frequency

Least Mean Square, a stochastic gradient algorithm usethistimg coefficients
of a system

A common abbreviation for Mobile Station

Mean Square Error, a criterion used to optimised the codfiisief a system
such that the noise contained in the received signal is mieiis

Probability Density Function
Radio Frequency

Recursive Least Square

Spatial Division Multiple Access

Signal to Interference plus Noise ratio, same as signal emaitio (SNR) when
there is no interference.

Signal to Interference ratio

Signal to Noise Ratio, noise energy compared to the signagjgne
Time Division Duplex

Time Division Multiple Access

Universal Mobile Telecommunication System
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