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MPEG-4 Video Compression

J-Y. Chung and L. Hanzo

11.1 Introduction

The“Moving Picture Experts Group” (MPEG) was established 988 [339], within the In-
ternational Standard Organisation’s (ISO) Steering Gr@&(@) 29, which was responsible
for the encoding of moving pictures and audio. The MPEG grommmenced the devel-
opment of the MPEG-1 standard in 1988, released the MPEG#Hatd in 1993 and em-
barked on the standardisation of the MPEG-2 scheme in 1391).[Fhe MPEG-1 standard
was mainly targeted at CD-ROM applications dedicated tonding video at bit rates of
up to 1.5Mbit/s [340, 341]. By contrast, the MPEG-2 standaes designed for substan-
tially higher quality, namely for audiovisual applicat®such as today’s home entertain-
ment systems and digital broadcasting systems requirthgpvit rates between 2Mbit/s and
30Mbit/s [342,343].

The MPEG-4 standardisation process was initiated in 199#h tve mandate of stan-
dardising algorithms for audio-visual coding in multimedipplications, while allowing for
interactivity, and supporting high compression as wellr@isarsal accessibility and portabil-
ity of both the audio and video content [344].

The MPEG-4 Visual standard was developed by the ISO/IEC 8449 and its Version
1 was released in 1998, which additional tools and profileeweded in two amendments
of the standard, culminating in Version 2 during late 200he Dperating bit rates targeted
by the MPEG-4 video standard are between 5 and 64kbit/s indhtext of mobile or Public
Switched Telephone Network (PSTN) based video applicatispanning up to 4 Mbit/s for
digital TV broadcast applications, and even to rates in&xoé 100Mbit/s in High Definition
TV (HDTV) studio applications [345].

The MPEG-4 video coding standard is capable of supportihfyattionalities already
provided by MPEG-1 and MPEG-2. The MPEG-4 Visual standargraves the popular
MPEG-2 standard both in terms of the achievable compresgfaiency, at a given visual

1This is the project’s profile name for the International Oigation for Standardization/International Elec-
trotechnical Commission (ISO/IEC). For example, the profidein 15444 for JPEG, 11172 for MPEG-1, 13818
for MPEG-2, 14496 for MPEG-4, etc.

385



386 CHAPTER 11. MPEG-4 VIDEO COMPRESSION

quality, as well as in terms of the attainable flexibility tHiacilitates its employment in a
wide range of applications. It achieves these substardiedreces by making use of more
advanced compression algorithms and by providing an exteset of 'tools’ for coding
and manipulating digital media. The MPEG-4 Visual standeodsists of a ‘core’ video
encoder/decoder model that invoke a number of additiondihgotools. The core model is
based on the well-established hybrid DPCM/DCT coding atlgor and the basic function of
the core is extended by ‘tools’ supporting an enhanced cessjon efficiency and reliable
transmission. Furthermore, MPEG-4 facilitates an efficard novel coded representation
of the audio and video data that can be “content based”, wikialtoncept to be highlighted
in Section 11.3.

To elaborate a little further, the MPEG-4 video standard p@sses the video signal with
the aid of a compression tool box constituted by a set of @ngamols supporting several
classes of functionalities. In short, the most importaatidess supported by the MPEG-4
standard ara high compression efficiency, content-based interagtiaiid universal access
which are summarised below [340, 346]:

e Achieving high compression efficienlegs been a core feature of both MPEG-1 and
MPEG-2. The storage and transmission of audio visual dapaines a high compres-
sion efficiency, while reproducing a high-quality video gence, hence enabling ap-
plications such as High Definition Television (HDTV) and & Video Disc (DVD)
storage.

e Content-based interactivitgpresents video on an ‘object-basis’, rather than on avide
‘frame-basis’, which is one of the novel features offeredMiyEG-4. The concept of
content-based functionality will be elaborated on in magpttl in Section 11.3.

e Universal accesallows audiovisual information to be transmitted and asedsn vari-
ous network environments such as mobile networks as wellradine-based systems.

This chapter provides a rudimentary overview of the MPEGdéw standard. Following
the overview of the standard — its approach and featuresdtidh 11.3, the philosophy of
the object oriented coding scheme will be discussed. Thislliewed by a discussion on
the so-called profiles defined for coding of arbitrary-sttapbjects and rectangular video
frames in Subsection 11.3.3. Then the profiles defined fdakleacoding of video objects
are highlighted in Section 11.4 and subjective video guatitasurement methods as well as
our experimental results are discussed in Sections 11.8h6d

11.2 Overview of MPEG-4
11.2.1 MPEG-4 Profiles

The MPEG-4 standard aims for satisfying the requirementgadbus visual communica-
tions applications using a toolkit-based approach for dimgpand decoding of visual infor-
mation [24, 346]. Below we will describe some of the key feasuof the MPEG-4 video
standard, which are superior in comparison to the previaeovwcoding standards:

e The core compression tools are based on those of the ITU-83+sfandard, which
are more efficient than those of the MPEG-1 [347] and MPEG43]8ideo compres-
sion schemes. Efficient compression of progressive andaoctl video sequences as
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well as optional additional tools were introduced for thkesaf further improving the
attainable compression efficiency.

e Coding of video objects, having both rectangular shapesraegular-shapes object.
This is a new concept in the context of standard-based viddmg and enables the
independent encoding of both foreground and backgrourettsbijn a video scene.

e Support for error-resilient transmission over hostilewwaks. A range of error re-
silience tools were included in the MPEG-4 codec for the sdlkessisting the decoder
in recovering from transmission errors and for maintairarguccessful video connec-
tion in an error-prone network. Furthermore, the scalabliing tools are capable of
supporting flexible transmission at a range of desired chiteates.

e Coding of still image within the same framework as full-nostivideo sequences.

e Coding of animated visual objects, such as 2D and 3D comygateerated polygonal
meshes, animated objects, etc.

e Coding for specialist applications, such as very high &uduality video. In this
application maintaining a high visual quality is more imamt than attaining a high
compression.

Table 11.1 lists the MPEG-4 visual profiles invoked for capuideo scenes. These pro-
files range from the so-called Simple Profile derived for theogling of rectangular video
frames through profiles designed for arbitrary-shaped aathBle object coding to profiles
contrived for the encoding of studio-quality video.

MPEG-4 Visual profile Main features

O Simple Low-complexity coding of rectangular video frames

O Advanced Simple Coding rectangular frames with improved efficiendysapport for interlaces
video

O Advanced Real-Time Simple  Coding rectangular frames for real-timaratrg

O Core Basic coding of arbitrary-shaped video objects

d Main Feature-rich coding of video objects

O Advanced Coding Efficiency  Highly efficient coding of video objects

O N-Bit Coding of video objects with sample resolutions other than 8 bits

O Simple Scalable Scalable coding of rectangular video frames

O Fine Granular Scalability Advanced scalable coding of rectangular fame

O Core Scalable Scalable coding of video objects

O Scalable Texture Scalable still texture with improved efficiency and obgstdfeatures

O Advanced Scalable Texture Scalable still texture with improved efficiendyoaject-based featured

O Advanced Core Combines features of Simple, Core and Advancéab®cdexture Profiles

O Simple Studio Object-based coding of high quality video sequences

O Core Studio Object-based coding of high quality video with improved cossjoa effi-
ciency

Table 11.1: MPEG-4 Visual profiles for coding natural video [24, 346]
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11.2.2 MPEG-4 Features

camera
input Pre- )
——= Processing Video Encoder
display
output Post- . o bitsream in
<—— Processing Video Decoder q>{ |-
©
—
gt
microphone input 8_ bitstream out
(7)] f—-—7-—
Voice Codec %
S
speaker +
output

Audio Decoder

Figure 11.1: Simplified video telephone schematic

Similarly to MPEG-1 [347] and MPEG-2 [348], the MPEG-4 sgiegitions cover both
the presentation and transmission of digital audio andovithowever, in this thesis we only
consider the specifics of the video coding standard. Thekld@gram of a basic videophone
scheme is shown in Figure 11.1. Let us now consider some cigbeciated operations in
slightly more detail.

Pre-processing and video encoding

According to the MPEG ISO standard [349], the MPEG-4 videdemoonly supports YUV
4:2:¢? Quarter Common Intermediate Format (QCIF) or Common In¢gliate Format (CIF)
video representations in the context of compression [38reHthe pre-processing block of
Figure 11.1 performs all necessary processing of the camptd, in order to create the
required 4:2:0 YUV QCIF or CIF based sequences. In order tom@s the YUV video se-
guence into the MPEG-4 bitstream, the MPEG-4 encoder adoptsell-established motion
compensation (MC) and Discrete Cosine Transform (DCT) das$eicture shown in Fig-
ure 11.2. The block by block discussion of the MPEG-4 enced®mponents is postponed
until Sections 11.3.1 and 11.3.2.

Transport-layer

In MPEG-4, the transport of the video stream is divided irdarflayers, namely the El-

2A colour encoding scheme [350] in which the luminance (Y) aredsircalled color-difference signals U and V
are represented separately. The human eye is less sensitglur variations than to intensity variations. Hence,
the YUV format allows the encoding of the luminance (Y) inforioatat full resolution and that of the colour-
difference information at a lower resolution.
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FB :Frame Buffer DCT : Discrete Cosine Transform
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D’(n):Decoded residue 1Q : Inverse Quantizer

Figure 11.2: Block diagram of the MPEG-4 encoder and decoder.

ementary Stream [351], the Synchronisation Layer, thexiflexed’ [352] stream and the
"Transmux’ [353] Stream. The MPEG-4 system’s architecturd transport layer have been
nicely documented in the literature, for example in [358]3Below we briefly outline these
transport layer characteristics:

e The termElementary Streamf851] refers to data that fully or partially contain the
encoded representation of a single audio or video objeehesdescription information
or control information.

e TheSynchronisation Layer (S[355] adds the identification of the information sources,
such as for example audio or video sources, as well as timgpsta

e Flexmuxed Strean{852] convey groups of elementary streams according to eifépe
set of common attributes, such as for example quality requaénts.

e Transmux Strean{853] are constituted by streams transmitted over the mitwsing
transport protocols, such as the Real-Time Protocol (R¥5§][used for transmission
over the Internet.

Video Decoder and Post Processing

Figure 11.2 portrays the simplified block diagram of the MP£@deo decoder. Observe
that the structure of the decoding process is identicalabdhthe encoder’s local decoder.
Motion compensation, which has been comparatively stuiedxample in [4], is the most
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important process both in the video encoder and decoderrirstef achieving a high video
compression. Motion Compensation (MC) generates the Matsztors (MV) on the basis of
identifying the most likely position within the previousdéo frame, where the current 8x8-
pixel video block has originated from, as it moved along datermotion trajectory in the
consecutive video frames. This motion-compensation pa@/olves allocating a certain
search area in the previous frame and then sliding the dubteck over this search area in
an effort to find the position of highest correlation. Onds ffosition has been identified, the
motion compensated prediction residual (MCPR) [4] is fadrbg subtracting the two blocks
from each other.

11.2.3 MPEG-4 Object Based Orientation

One of the functionalities defined by the MPEG-4 standarbésaudio-visual ‘object’ based
processing, which forms the ‘object-based’ represemaifahe audio or video signal [342].
A video object can be exemplified by a person walking agahestiackdrop of mountains.
Both the object and the background can be substituted byr@nobject or by another back-
drop and as expected certain encoding techniques perforter ier certain objects. This
representation supportontent-based interactivitywhich will be discussed in more detail
in section 11.3.

: i {
vou Communications Group|- V!

E——

VO3 ——
VO2

Figure 11.3: Original decoded video scene.

Figure 11.3 shows an example of a video frame extracted frasideo scene, which
consists of several objects namely text, an antenna, a engifsdine and the background scene.
Again, in MPEG-4 based coding [349] these objects are redfieiv as ‘Video Objects’ (VO)

. The syntax of this representation may be written as (VO&xt &/O2 - the antenna, VO3 -
mobile phone and VO4 - background.

An MPEG-4 video scene may consist of one or more Video ObjaéB) . A video
object (VO) is an area of the video scene that may occupy atraily-shaped region and
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Video Object

VOP1 VOP2 VOP3

Time

Figure 11.4: VOPs and VO (rectangular)

may be present for an arbitrary length of time. An instanca ®0 at a particular point in
time is a video object plane (VOP). This definition encompadke traditional approach of
coding complete frames, in which each VOP is a single frame@dgo and a sequence of
frames forms a VO. For example, Figure 11.4 shows a VO congistf three rectangular
VOPs, however in the MPEG-4 video standard, the introdaaticthe arbitrarily shaped VO
concept allows for more flexibility. Figure 11.5 shows a V@tthonsists of three irregular-
shaped VOPs, each one present within a frame and each ersmplately, hence leading to
the concept of object-based coding, which will be discussedore detail in Section 11.3.
The VO can be in binary shapes as VO1, VO2, VO3 in Figure 11i6 eectangular shape
as VO4 in Figure 11.6, which is equivalent to the dimensiothefentire video frame’s size.
For example, if a QCIF video format is used, the dimensionldibe 176<144 pixels.

In Table 11.2 we summarised some of the important nomemelatthich will be often
used, when referring to the MPEG-4 video coding syntax. ketaw consider content-based
interactivity in the context of MPEG-4 based coding in moetadl.
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Video Object

Time

Figure 11.5: VOPs and VO (arbitrary shape)

Name

Description

Visual Object Sequence (VS)

Video Object (VO)

Video Object Layer (VOL)

Video Object Plane (VOP)

The complete MPEG-4 scene, which omgio 2-D or 3-D natural as well as
computer generated objects.

A 2D video object. In the simplest case this may be angutar frame, or
an arbitrarily shaped element of the video frame corresponding tojentalr
background of the scene.

Every video object can be encoded in a btafashion i.e. at different bitrates,
using a multi-layer representation constituted by the so-called base-lager a
enhancement layer. Alternatively, it may be encoded in a non-scaliable
fixed-bitrate form using a base-layer, but no enhancement layeendéeg on
the application. These layers are referred to as Video Object Layéxs)(Whe
VOL facilitates scalable coding, where the video object can be encodiegl us
both spatial and/or temporal scalability.

A VOP is a time-domain sample of a video objea.VIDPs can be encoded
independently of each other, i.e. using intra-frame coding or intendras well
as bidirectional coding techniques employing motion compensation.

Table 11.2: Different MPEG-4 object-oriented representations of various videnex
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Communications Group

.. )
vo2 Communications Group’

,/

VO3

Figure 11.6: Object oriented coding functionality in MPEG-4.

11.3 MPEG-4 : Content-Based Interactivity

‘Content-Based Interactivity’ attempts to encode an imsggne in a way that it will allow
the separate decoding and reconstruction of the variowectsbps well as facilitating the
manipulation of the original scene with the aid of simple r@piens carried out in the form
of its bitstream representation [342, 357]. As mentioneddhle 11.2, the MPEG-4 video
coding standard provides an “object-layered” bitstreafarred to as Video Object Layer
(VOL) for supporting this function. Hence, at the encoderlitstream will be object-layered
and the shape, the grade of transparency of each object basiké spatial coordinates and
additional parameters describing object scaling, ratatidc. are described by the bitstream
of each video object layer (VOL) [342]. The received bitatreincluding all the information
bits is decoded and reconstructed by displaying the objedtseir original size and at the
original location, as depicted in Figure 11.7. Alternaljyét is possible to manipulate the
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image sequence according to the user's preference, atiothisn scaling shifting and other
transformations of the objects, as seen in Figure 11.8.

¥
s

: /

dgmmu/néations Group’
/ 4 v {

Figure 11.7: Original decoded video scene.

7
/

I.Inivjj;sity of Souﬂmmpﬁn
__ﬂq_mqﬁnicﬂﬁons G(ﬂup 7

Figure 11.8: Decoded video scene according to the user’s preference. Thenttwateed approach
adopted by the MPEG-4 video coding standard allows flexible decodipgggentation
and manipulation of the video objects in a scene, where for exampleatiiffezsolution
video decoding is facilitated.

As illustrated in Figure 11.8, the mobile phone video obyeas not decoded, the satellite
ground station was decoded and displayed using scalingtation. Additionally, a new
mobile videophone object defined by the user was includedchwtiid not belong to the
original scene. Since the bitstream of the sequence is sehin an “Object Layered”
form, the object manipulation is performed at the bitstrdewel, by adding or deleting the
appropriate object bitstreams [358, 359].
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Figure 11.9: The content-based approach adopted by the MPEG-4 video codin@gsiaibws flexi-
ble decoding, representation and manipulation of video objects in a scene.

11.3.1 Video Object Plane Based Encoding

Before we may commence the encoding of an object, it must inplea. Most objects are
sampled at regular time intervals corresponding to thedramanning rate, and each sample
corresponding to the object’s spatial representation &stant in time is known as a Video
Object Plane (VOP). Hence each object in the scene is rapieekby a series of VOPs. In
more familiar terms, a camera views a scene and capturesftrenation by sampling the
scene (by either canning, or shuttering and scanning). @heera provides its output as a
sequence of frames or, in MPEG-4 terminology, the texture gfea sequence of VOPs. A
VOP contains texture data and either rectangular shapemiation or more complex shape
data associated with the object. VOPs, like frames in aarbesions of the MPEG codec
family [29, 30], may be encoded using intra-frame codingyubsing motion compensation.
The MPEG-4 standard introduces the concept of Video Objketed (VOPS) for sup-
porting the employment of content-based interactive fionetities [340]. The associated
conceptis illustrated in Figure 11.9. The content of eadewiinput frame is segmented into
a number of arbitrarily shaped image regions - i.e. into vi@bjects (VO) and each VO
is sampled in the time domain by extracting the correspandnea of the consecutive video
frames. Each time domain sample of a VO which correspondss tionage in consecutive
video frame constitutes a VOP. The shape and location of ¥&cmay vary from frame to
frame, which can be visualised by considering the example/stin Figure 11.10. More ex-
plicitly, Figure 11.10 shows five consecutive frames of dipalar video object, namely that
of the paraboloid antenna, which is rotating from the lefth® right during the time interval
specified by the five consecutive frames spanning the idtef\erame 1 to Frame 5. Hence,
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in this case the paraboloid antenna constitutes a VO, widlesticcessive frames portraying

the VO constitute VOPs.

VOP1 VOP2 VOP3 VOP4 VOPS5
(Frame1) (Frame 2) (Frame 3) (Frame4) (Frame 5)

Figure 11.10: The encoding of image sequences using MPEG-4 VOPs enables theyereptoof
content-based functionalities, where the VOP contains five consecutigeedimmain
samples of a VO extracted from five consecutive frames represemtiitteo scene.

In contrast to the MPEG-1 [347] and MPEG-2 [348] standatus MOP used in MPEG-
4 is thus no longer considered to be a rectangular region.inAtfae VOP extracted from
a video scene contains motion parameters, shape informatid texture data. These are
encoded using an arrangement similar to a macroblock ccadingme that is reminiscent of
the corresponding schemes used the MPEG-1 and MPEG-2 efanda well as in the ITU
H.263 coding standard [31].

11.3.2 Motion and Texture Encoding

1 2 3 4

1 (2 (3 (4)  coding Order

Figure 11.11:I-frames (I-VOP) and P-frame (P-VOP) in a video sequence. TharRes are encoded
by using motion compensated prediction based on the nearest prevddus V

As mentioned earlier, the MPEG-4 video encoding algoritram & similar structure to
that of the well-established MPEG-1/2 and H.263 coding rdtlgms. Sikora and Schafer
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argued in [340] that the MPEG-4 coding algorithm encodeditaeVVOP in the intra-frame
VOP coding mode (I-VOP), while each subsequent frame is@gatasing inter-frame coded
or predicted VOPs (P-VOP) and only data which accrues franpthvious coded VOP frame
is used for prediction. As can be seen from Figure 11.11, i;vghrticular case the Video
Object is treated in a rectangular form. The first frame isecbds an I-VOP frame, while
the second frame-which is the first P-VOP frame-is encodedyuke previous I-VOP frame
as a reference for temporal coding. Each subsequent P-\dDifuses the previous P-VOP
frame as its reference. Let us now consider how motion antdrieencoding is carried out in
MPEG-4 [340]. Both the motion and texture encoding of a VOfus@ace is block-based. A
block in video coding is typically defined as a rectangulaagiof8 x 8 pixels [344]. Since
the chrominance of the video signal components is typicadiyipled at a spatial frequency,
which is a factor of two lower, than the spatial sampling reacy of the luminance (YY),
each chrominance (C) block carries the colour-differemtated information corresponding
to four luminance () blocks. The set of these 8ix 8-pixel blocks (4Y and 2C) is re-
ferred to as a macroblock (MB), as shown in Figures 11.12 dn#i31 A MB is treated as
a single encoded unit during the encoding process [360]itidelly, the MPEG-4 scheme
uses Y,U,V coding and a 4:2:0 structure of colour informati850]. This means that the
luminance is encoded for every pixel, but the colour diffiee information is filtered and
decimated to half the luminance resolution, both horizZbntnd vertically. Thus an image
area represented by a block If x 16 luminance pixels requires onB/ x 8 values for U
and8 x 8 values for V. Since the standard uses 8-pixel blocks for the DCT [349], the
macroblock consists of four blocks of luminance samplesaiYj one block U as well as V
samples. Figure 11.13 shows the macroblock encoding codédr luminance (Y) and two
chronimance (U, V) blocks whereas Figure 11.12 shows thigaspelationship between the
luminance and colour difference samples in YUV format.

The block diagram of an idealised video encoder and decaebéen shown earlier in
Figure 11.2 of Section 11.2. In this section, we will discesgh individual block of the
MPEG-4 video codec in more depth. The MPEG-4 video encod#danoder are shown in
Figure 11.14 and 11.15, respectively. The first frame in @wisequence is encoded in the
intra-frame coded mode (I-VOP) without reference to anyt paguture frames. As seen in
Figure 11.2, at the encoder the DCT is applied to éacR-pixel luminance and chrominance
block. Then each of the 64 DCT coefficients is quantised (Qhénblock. After quantisa-
tion, the lowest-frequency DCT coefficient, namely the D@fioient is treated differently
from the remaining coefficients, which are also often refértio as the ’alternating current’
(AC) coefficients. The DC coefficient corresponds to the agerduminance intensity of the
block considered and it is encoded by using a differentialdd@ponent encoding method,
employing the DC value of the previous frame as referencemwredicting and encoding
the current one. The nonzero quantised values of the rengaidCT coefficients and their
locations are 'zig-zag’-scanned and run-length or entropyed by means of variable-length
code (VLC) tables similarly to the techniques shown fromMREG-1 [29], MPEG-2 [30]
and H.263 [27] codecs. More DCT algorithm will be discusse&ubsectior??. Readers
interested in the details of zig-zag scanning are refewédl]t for example.

When considering P-VOP coding, the previous I- or P-VOP framaenely framen — 1
is stored in the reconstructed Frame Buffer (FB) of both theoder and decoder for frame
reference. Motion Compensation (MC) is performed on a maook basis. Hence only
one Motion Vector (MV) is estimated for the frame VOPfor a particular macroblock to
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Figure 11.12:Positioning of luminance and chrominance samples in a macroblock ciogtdour
8 x 8-pixel luminance blocks having a total arealdf x 16 pixels in a video frame.
Both colour-difference signals separating the chrominance sampl@saressed at half
the spatial resolution.
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Figure 11.13: Encoding order of blocks in a macroblock.
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be encoded. These motion vectors are encoded and trartsioitige receiver. The motion-
compensated prediction error or block residde:) seen in Figure 11.14 is calculated by sub-
tracting each pixel in a macroblock from its motion-shiftaxlinterpart in the previous VOP
frame, namely in VOR# —1). Then ar8 x 8-dimensional DCT is applied to each of tBe 8
blocks contained in the macroblock, followed first by qusetiion of the DCT coefficients
and then by run-length coding and entropy coding, both ottviconstitute variable-length
coding (VLC) techniques.

The decoder of Figure 11.15 uses the 'inverse’ routine oftimoder for reproducing a
macroblock of the Nth VOP frame at the receiver. After dengdhe variable-length words
contained in the video decoder’s buffer, the pixel valueshef motion prediction error or
block residueD(n) are reconstructed with the aid of the inverse quantizer 4iGQ) inverse
DCT blocks of Figure 11.15. The motion-compensated pixékhe previous VOP frame,
namely those of VOR# — 1) are contained in the VOP frame buffer of the decoder, which
are added to the motion prediction erid(n) after appropriately positioning them according
to the MVs, as seen in Figure 11.15 in order to recover théqodett macroblock of VOPs.

11.3.3 Shape Coding

A VO can be rectangular or of arbitrary shape. For a rectamgUOP, the encoding process
is similar to that of the MPEG-1 [347] and MPEG-2 [348] stamtdaHowever, if a VO is of
arbitrary shape, a further coding step is necessitated frimotion and texture coding, as
illustrated in Figure 11.16 [361]. Specifically, in the MPEGrisual standard two types of
shape information are considered as inherent charaatsrigta VO, binary and gray scale
shape information [362].

Rectangular VOP Shape Bitstream

Motion Texture

(MV) (ocT)

Similar to H.263/MPEG-1/2

Arbitrary VOP shape

Bitstream

Shape Motion Texture

(MV) (ocT)

Similar to H.263/MPEG-1/2

Figure 11.16: MPEG-4 shape coding structures.

11.3.3.1 VOP Shape Encoding

In the MPEG-4 video compression algorithm, the shape ofyev&P is coded along with its
other parameters, such as its texture and motion vectorgakbalpha plane defines which
pixels within the boundary box belong to the VO at a givenansof time [363]. The VOP
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shape information or in this case the binary alpha plane st mammonly represented by a
matrix having the same size as the VOP, where each elemem ofiatrix may assume one
of two possible values, namedp5 or 0, depending on whether the pixel is inside or outside
the video object [362]. If the corresponding pixel belongstte object, then the element is
set t0255, otherwise it is set t0. This matrix is referred to askinary maskor as abitmap
Figure 11.17 shows the binary alpha plane of the “Miss Anaérand “Akiyo” VOP.

PR lE Frame 148

Figure 11.17: MPEG-4 binary plane of the “Miss America” and “Akiyo” frame.

Before encoding, the binary alpha plane is then partitionexdbinary alpha blocks (BAB)
of size16 x 16-pixels. Each BAB is encoded separately. It is not surpgisiat a BAB may
contain identical values, which are either all 0, in whiclsedhe BAB is referred to as a
transparent block or 255, when the BAB is said to be an opatpekbThe main MPEG-4
tools used for encoding BABs are the Context based Arittarigticoding (CAE) algorithm
and the motion compensation schérf@62]. Inter-frame CAE (InterCAE) and intra-frame
CAE (Intra CAE) are the two variants of the CAE algorithm usedonjunction with P-
or I-VOPs, respectively. The InterCAE scenario involvegtiom vectors, which are based
on finding and encoding the best-matching position of theipus VOP frame, whereas the
other one is used without motion compensation and is refearas IntraCAE. A BAB of the
current VOP may be encoded in one of the seven possible m864k [

3Any video sequence can be viewed as a set of consecutiveteniaps still images of a scene. Therefore,
the consecutive snapshots are correlated. It is this forprefictability or redundancy that the motion prediction
mechanism is exploiting. In a basic form, we can simply use teeipus frame for predicting the current frame.
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1. Ifthe entire BAB is flagged transparent, no shape encddingcessary at all and hence
texture information is not encoded for this BAB.

2. If the entire BAB is flagged opaque, no shape encoding iesseey at all, but the
texture information is encoded for the VOP.

3. The BAB is encoded using IntraCAE without any referencer@vious frames and
motion compensation.

4. The block is not updated with respect to the same blockeptievious frame, if we
have zero Motion Vector Difference (MVD) for the block coneed between the pre-
vious and current frame.

5. Even if the MVD is zero, the content of the block may be updatn this case, Inter-
CAE is used for encoding the block update.

6. The MVD is non-zero and no update is necessary, thus méfitbéexture nor the shape
of the block is encoded.

7. The MVD is non-zero and the block has to be updated. In #g cinterCAE is used
for encoding both the texture and the shape of the block.

Modes 1 and 2 require no shape coding. For mode 3, shape idethasing IntraCAE.
For modes 4-7, motion estimation and compensation are gegblorhe motion vector dif-
ference (MVD) is the difference between the shape motiotoveg@dV) and its predicted
value (MVP). This predicted value is estimated from eittrer heighbouring shape motion
vectors or from the co-located texture motion vectors. Whenmode indicates that no
update is required, then the MV is simply used to copy an gpjately displaced6 x 16-
pixel block from the reference binary alpha plane to theentrBAB. If, however, the mode
indicates that an update is required, then the update islasgiag InterCAE.

11.3.3.2 Gray Scale Shape Coding

Instead of having only 0 and 255 as possible values for theeshacoding matrix, the shape
encoding may assume a range of values spanning from 0 to 2B&h wepresent the degree
of transparency for each pixel, where 0 corresponds to apeaent pixel and 255 represents
an opaque pixel. As regards to the values between 0 and 255ixtaller the value, the more
transparent the pixel. Similarly, the larger the value, rtiere opaque the pixel [363]. This
scenario is referred to as gray-scale shape encodingy th#rebinary shape encoding. These
values may also be stored in a matrix form for representiegstrape of VOP. The Gray-
scale shape information is also encoded using a block ba€ddsinilar to the conventional
approach used in texture coding.

11.4 Scalability of Video Objects

In terms of scalability of the text, images and video to beoeled, the MPEG-4 standard
provides a procedure for the supporting complexity-baspditial, temporal and quality scal-
ability [364] which is the most frequently used parlanceifaticating that the MPEG-4 codec
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may be configured in a plethora of different coding modestierdake of striking different
trade-offs in terms of the achievable implementation caxipy}, spatial and temporal reso-
lution, video quality, etc. More specifically:

e Complexity-based scalability of the encoder and decodalitites the encoding of
images or video at different levels of algorithmic comptexivhere the complexity
affects the quality of the reconstructed object.

e Spatial scalability makes it possible for the bitstreameadecoded in subsets so that
the spatial resolution of the objects would be improved uesoding each consecutive
subset. A maximum of three specific scalability levels ampsuted for video objects
and 11 different levels for still images as well as for text.

e The philosophy of Temporal scalability is similar to thatspfatial scalability, except
that the video is displayed at a reduced temporal resolutadher than reduced spatial
resolution, for example at lower frame-rate.

¢ Quality-motivated scalability implies that a bitstreanultbbe separated into several
layers, corresponding to different bitrates. When the lapee decoded, the quality is
determined by the number of layers that was used.

Important considerations for video coding schemes to be within future wireless net-
works are the achievable compression efficiency, the atté#robustness against packet loss,
the ability to adapt, to different available bandwidth$fedent amounts of memory and com-
putational power for different mobile clients, etc. Scédatideo coding schemes have been
proposed in the literature [72,108,118-120, 124], whiehcapable of producing bit-streams
decodable at different bit-rates, requiring different potational power and channel bit-rate.

An example associated with two layers of scalability codéghown in Figure 11.18. The
enhancement layers are encoded by a motion-compensatad bglec, where the DCT has
been replaced by lattice vector quantisation of the MCERs approach leads to a coding
efficiency attained by the layered coding scheme, whichisparable to that of single-layer
codecs [344]. Since the ability to decode an enhancemeet tlgpends on the reception of
the base layer and lower enhancement layers, an efficiersiniasion scheme is expected to
ensure that these layers are transmitted such that theiassbpacket loss is kept as low as
possible even for high overall packet loss rates. In additiathe ability to adapt to different
clients we can also ensure a sufficiently graceful degredati the associated video quality
in case of packet loss in this scenario.

As mentioned earlier, MPEG-4 provides both spatial and tealscalability at the object
level [24,364]. In both of these scenarios this techniqumvisked for the sake of generating a
base layerrepresenting the lowest quality to be supported by thérbam, and one or more
enhancement layer3 hese layers may all be produced in a single encoding stepsdaling
can be implemented in two different ways. When there are krimamdwidth limitations, the
different-rate versions of the bitstream may be used tradtide only the base layer, or the
base layer plus lower-order enhancement layers. Alterigtiall layers may be transmitted
and the scaling decision may be left for the decoder’s digmis If the display device at the
receiver side has a low resolution, or if the available comjional resources are insufficient
capability, the enhancement layers may be ignored.
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Enhancement layer

Spatial Prediction
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Figure 11.18: Example of a possible configuration of the spatio-temporal resolutioanmr of the
scalable video codec. One base layer relying on an intra-frame aralithiezpolated
inter coded frames are shown, supplemented by an enhancemartidairg twice the
spatial and temporal resolution. The horizontal and vertical arrowstdgemporal and
spatial prediction, respectively.

Figure 11.19 shows the concept of an encoder exploitingasaalability; in this case
at just two levels. The input VOP is down-converted to a lovesolution, resulting in the
base layer. This layer is encoded and then a decoder regoissthe base-layer VOP, as it
will appear at the decoder’s display. This VOP is then upvected to the same resolution as
the input, and a subtraction operation generates the eliféerin comparison to the original
image. These are separately encoded in an enhancemengtapeler. Note that each stream
of the encoded VOPs forms a video object layer. The base-1&@¢ uses both Intra- and
Inter-frame coding, but the enhancement layer uses onljigifee coding. The base-layer
VOPs are used as references, as shown in Figure 11.18

11.5 Video Quality Measures

In this section, the objective video quality measure usedhduour investigations of the
various wireless video transceivers is defined. Quantifyire video quality is a challenging
task, because numerous factors may affect the resultso\ddality is inherentlysubjective
and our human perception is influenced by many factors.

11.5.1 Subjective Video Quality Evaluation

Several test procedures designed for subjective videatgeshluation were defined in the
ITU-R Recommendation BT.500-11 [365]. A commonly-usedceature outlined in the stan-
dard is the so-called Double Stimulus Continuous Qualigi&SCQS) method, in which
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Figure 11.20: DSCQS testing system
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an assessor is presented with a pair of images or short vidp@aces A and B, one after the
other, and is asked to assign both A and B a quality score omtnoous scale having five
intervals ranging from ‘Excellent’ to ‘Bad’. In a typicaldesession, the assessor is shown a
series of pairs of sequences and is asked to grade each p#im ¥ach pair of sequences,
one sequence is an unimpaired ‘reference’ sequence anthéréothe same sequence, mod-
ified by a system or process under test. Figure 11.20 showgparimental set up for the
testing of a video codec, where the original sequence is aomato the same sequence after
encoding and decoding. Additionally, the order in which sleguence 'A' and 'B’ are pre-
sented randomly. The evaluation of subjective measureh,asithe DSCQS measure is time
consuming and expensive. Hence, contriving an objectisleosiquality measure, which is
capable of reliably predicting the subjective quality isidable.

11.5.2 Obijective Video Quality

The designers and developers of video compression andgsiogesystems rely heavily on
objective quality measures. The most widely used measuheiPeak Signal to Noise Ra-
tio (PSNR). The PSNR is measured on a logarithmic scale apdridis on the normalised
mean squared error (MSE) between the original and the raceted as well as potentially
channel-impaired image or video frame, relative(2§ — 1)2, namely normalised by the
square of the highest possible pixel value in the image, &hds the number of bits per
image sample, yielding:

(2n _ 1)2
MSE

The PSNR may be conveniently calculated. However, its ew@ln requires the avail-
ability of the unimpaired original image or video signal faymparison, which may not be
available.

Unfortunately the PSNR defined above does not always cutestitreliable image qual-
ity measure. For example, if the received image is shiftedhy pixel compared to the
original image, the human eye would hardly notice any déifee, while the PSNR objective
measures would indicate a more substantial degradatiousilityy

Nonetheless, owing to its appealing implicity, in this tisethe PSNR will be used as the
predominant image quality measure.

PSNR = 10logyo (11.1)

11.6 Effect of Coding Parameters

The previous sections described the MPEG-4 encoding anolaer process with the aid
of block diagrams shown in Figures 11.14 and 11.15. In videopression, some of the
encoding parameters seen in the context of Figures 11.14hA48 may directly affect the
resultant reconstructed video quality. Therefore in tleistion, we will briefly demonstrate
how these parameters may affect the encoded/decoded widdityq

The MPEG-4 source code used in our simulations was a modiiesion of the software
implementation provided by the Mobile Multimedia Systefe®MuSys) Pan-European project.
Simulations were carried out for the sake of characteriiegachievable performance of the
MPEG-4 codec. Most of our simulations used the popular “akjyMiss America”, “Suzi”
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or “Foreman” (44 x 176)-pixel resolution QCIF video sequence at a transmissiamé
scanning rate of 10 or 30 frames/s. Additionally, the lergjtthe video sequence used in our
simulations was 100 frames and apart from the first framentradFrame coded update was
used, unless otherwise stated. Our results will be shownaiptgcal form in Figure 11.25 to
Figure 11.28.

Average PSNR (dB)
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Figure 11.21: MPEG-4 average video quality (PSNR) versus quantiser step size gaingin 1 to 31
using the (44 x 176)-pixel QCIF “Miss America” sequence.

Our investigations commenced by demonstrating the effethie quantiser index em-
ployed in the MPEG-4 encoder. In video compression, the tigation operation is typically
constituted by a ‘forward quantiser’ in the encoder and aveise quantiser’ in the decoder.
A critical parameter is the quantiser step size. If the step 5 large, typically a highly
compressed bit stream is generated. However, the recotestrualues provide a crude ap-
proximation of the original signal. If the step size is sm#ike reconstructed values match
the original signal more closely at the cost of a reduced cesgion efficiency. The effect
of different quantiser step sizes is demonstrated in Fig@r2l in terms of the video PSNR,
while the associated subjective video quality is illustdiin Figure 11.22.

Let us now consider the effect of different bit-rates, althlo the effects of the video bit-
rate and quantiser step size are highly correlated. In dodachieve a given target bit-rate,
the encoded video frame buffer is used for adjusting the tigerstep size. More explicitly,
the encoder produces a variable-rate stream and the budfebsmemptied at a near-constant
transmission rate. If the encoder produces bits at a low tiaéebuffer may become empty.
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Figure 11.22: The effect of quantisation step size on the MPEG-4 encoder in the 2nek fod the
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Figure 11.23:Rate control in MPEG-4.
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Figure 11.24:1mage quality (PSNR) versus coded bit-rate performance of the MPEGiec for var-
ious QCIF- resolution video sequences scanned at 10 and 30 frames/s

By contrast, if the encoded bitrate is too high, the bufferyrogerflow and the data may
become irretrievably lost. For the sake of avoiding these problems, we typically feed

a measure of buffer fullness to the rate controller, whiccte by appropriately adjusting
the quantisation step size of the DCT coefficients of thewidlecks that have not yet been
encoded. Figure 11.23 shows the rate control mechanisne dfakic MPEG-4 encoder. The
actions of the rate-controller are characterised in Figafte24 and 11.25. More specifically,
Figure 11.24 characterises the average PSNR versusépeaebrmance, while Figure 11.25
shows the PSNR versus the video frame index. The bit rateerasgd in these simulations
spanned between 10 kbit/s (kbps) and 1000 kbps. As expéitad, be seen from the graphs
that the video quality increases upon increasing the videmte. Figure 11.25 plots the

PSNR versus frame index performance for the "Akiyo” seqeestanning at the video frame
rate of 10 fps in bit-rate range spanning from 10 kbps to 1Qgskb

So far, our experiments were carried out in an error-fre@enmnent for various encoding
parameters. The next experiments were carried by transgittie MPEG-4 bitstream over
an Additive White Gaussian Noise (AWGN) channels using a sng#SK modem. Note
that the system used in this experiment employed no chaod@g. Figure 11.26 portrays
the PSNR versus video frame index performance for trangmisser the AWGN channel
for the channel SNR range spanning from 9 dB to 14 dB. Figur271&hows the average
luminance (Y) PSNR versus Bit Error Ratio (BER). ObserveiguFes 11.26 and 11.27 that
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MP4 AKIYO: PSNR vs. Frame Index
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Figure 11.25: MPEG-4 video quality (PSNR) versus frame index performance fobtheate range
spanning from 10kbps to 100kbps using the (144x176)-pixel QCHY& sequence.

as expected, the decoded picture quality increases as #mmehSNR increases. At low
channel SNRs, the channel inflicts a high BER, hence the @glcddeo frame sequence will
be highly degraded. This is demonstrated in Figure 11.28wNig the codec’s performance
from a different perspective, Figure 11.28 shows the aveR8N\R degradation versus BER.

11.7 Summary and Conclusion

In Section 11.1, we commenced our discourse by a brief listoperspective on the de-
velopment of the MPEG-4 visual standard, the MPEG-4 visuafiles and features. These
include the diverse set of coding tools described in thedstahthat are capable of supporting
a wide range of applications, such as efficient coding ofwid@mes, video coding for error-
prone transmission networks, object-based coding andpukation, as well as the interactive
visual applications.

In Section 11.3, we introduced the MPEG-4 visual encodiagdard that supports an
object-based representation of the video sequence. Tbissatonvenient access to and
manipulation of arbitrarily shaped regions in the framethefvideo sequence.

Scalable coding is another of the feature supported by thEGAR codec. Scalability is
supported in terms of generating several layers of infoionatn addition to the base layer,
enhancement layers may be decoded, which will improve thealtent image quality either
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Figure 11.26: Decoded video quality (PSNR) versus frame index when transmittingavé&tWGN
channel using a BPSK modem. These results were recorded for kiyo'Aiideo se-
guence at a resolution of (144x176)-pixels and 100kbps video biffa81st decoded

video frame was shown in Figure 11.29

in terms of the achievable temporal or spatial resolution.

In Section 11.5 the PSNR objective measure was introduceduantifying the video
quality. Finally, the effect of certain important video eding parameters were discussed in
Section 11.6, commencing with an emphasis orgthentiser step sizearameter, which also
affects the resultant vidagarget bitrate

The specifications of MPEG-4 standard continue to evolvh thi¢ addition of new tools,
such as the recently introduced profile supporting videsasiiing [24]. However, amongst
developers and manufacturers, the most popular elemettie MPEG-4 Visual standard to
date have been the simple and the advanced simple profike t@bich were summarised in
Table 11.1. Having studied the MPEG-4 codec, let us knowdamur attention on one it
relative, namely on the H.264 [26] codec in the next Chapter.
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MP4 AKIYO: Average PSNR vs. BER
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Figure 11.27: Average video quality (PSNR) versus BER for transmission over an N/¢Gannel
using BPSK modulation and the (144x176)-pixel QCIF 'Akiyo’ sequeenc
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MP4 AKIYO: PSNR degradation vs. BER
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Figure 11.28: Decoded video quality degradation in terms of PSNR versus Bit Error (B&R) for
transmission over an AWGN channel using BPSK modulation due to davrupf the
MPEG-4 bit stream during transmission. The results were recordatddéd®CIF reso-
lution “Akiyo” video sequence.
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Figure 11.29:Image degradation due to corruption of the MPEG-4 bitstream over AWIE¥reels
using a BPSK modem in the 81st frame of the (144x176)-pixel QCIRy&ksequence.
The BER within this frame at the above SNRs were betwiger to 10~2 respectively,
while the PSNR ranged from 41.74dB to 19.27dB.
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12.1 Turbo-Equalized H.263-Based
Videophony for GSM/GPRS' 2

12.1.1 Motivation and Background

The operational second-generation (2G) wireless syst88% fonstitute a mature technol-
ogy. In the context of 2G systems, and, with the advent ofotielephony, attractive value-
added services can be offered to a plethora of existing usdtough the 2G systems have
not been designed with video communications in mind, withaiu of the specially designed
error-resilient, fixed-rate video codecs proposed in Gitg3-5 it is nonetheless realistic to
provide videophone services over these low-rate schemgsciffgally, in this chapter we
designed a suite of fixed-rate, proprietary video codecaldamf operating at a video scan-
ning or refreshment rate of 10 frames/s over an additioredslp channel of the 2G systems.
These video codecs were capable of maintaining sufficiémthbit rates for the provision of
videophony over an additional speech channel in the coofekte operational 2G wireless
systems [389] provided that low-dynamic head-and-shasldieleo sequences of the 1%6

1This section is based dd Cherriman, B. L. Yeap, and L. Hanza Turbo-Equalised H.263-based video tele-
phony for GSM/GPRS; submitted to IEEE Tr. on CSVT, 2000.

2(©2000 IEEE. Personal use of this material is permitted. Howe@emission to reprint/republish this material
for advertising or promotional purposes or for creating nellective works for resale or redistribution to servers or
lists, or to reuse any copyrighted component of this work freotvorks, must be obtained from |IEEE.
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| Simulation Parameters

Channel model COST-207 hilly terrain
Carrier frequency 900 MHz

Vehicular speed 30 mph

Doppler frequency 40.3 Hz

Modulation GMSK, B, = 0.3
Channel coding Convol.(n,k,K) = (2,1,5)
Octal generator polynomials 23,33

Channel interleavers Random (232, 928)
Turbo-coding interleavers Random (116, 464)
Max turbo-equalizer iterations | 10

No. of TDMA frame per packet | 2

No. of slots per TDMA frame 1,4

Convolutional decoder algorithm LOG-MAP

Equalizer algorithm LOG-MAP

Table 12.1: System parameters

144-pixel Quarter Common Intermediate Format (QCIF) or £286-pixel sub-QCIF video
resolution are employed. We note, however, that for highadyic sequences the 32 kbps
typical speech bit rate of the cordless telephone syste@®,[8uch as the Japanese PHS, the
Digital European Cordless Telephone (DECT), or the Bri@3f2 system, is more adequate
in terms of video quality. Furthermore, the proposed prognable video codecs are capa-
ble of multirate operation in the third generation (3G) Umial Mobile Telecommunications
System (UMTS) or in the IMT2000 and cdma2000 systems, whietewwummarized in [82].

Chapters 3-5 used constant video rate proprietary videgosaghd reconfigureable Quadra-
ture Amplitude Modulation (QAM)-based [390] transceivels this chapter we advocate
constant-envelope Gaussian Minimum Shift Keying (GMSK39B Specifically, we inves-
tigated the feasibility of H.263-based videotelephonyha tontext of an enhanced turbo-
equalized GSM-like system, which can rely on power-effic@ass-C amplification. The as-
sociated speech compression and transmission aspectyaralihe scope of this book [391].

The outline of this section is as follows. Section 12.1.2 swarizes the associated system
parameters and system’s schematic, while Section 12.t8ders a brief overview of turbo
equalization. Section 12.1.4 characterizes the systeim inoterms of turbo equalization
performance and video performance. Lastly, Section 1pm&des our conclusions. Let us
now consider the outline of the system.

12.1.2 System Parameters

The associated video system parameters for the GSM systesuammarized in Table 12.1,
and the system’s schematic is portrayed in Figure 12.1. Amrackd feature of the system
is its employment of joint channel decoding and channel kzat&on, which is referred to as
turbo equalization. The fundamental principles and métvafor using turbo equalization
are described in Section 12.1.3.

The system uses the GSM frame structure of Chapter 8 in [38Piree COST-207 Hilly
Terrain (HT) channel model, whose impulse response is shiowigure 12.2. Each trans-
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Bit rates, etc.
Slots/TDMA frame | 1] 4
Coded bits/TDMA slot 116 116
Data bits/TDMA slot 58 58
Data bits/TDMA frame 58 232
TDMA frame/packet 2 2
Data bits/packet 116 464
Packet header (bits) 8 10
CRC (bits) 16 16
Video bits/packet 92 438
TDMA frame length 4.615ms| 4.615ms
TDMA frames/s 216.68 216.68
Video packets per sec 108.34 108.34
Video bit rate (kbps) 10.0 47.5
Video frame rate (fps) 10 10

Table 12.2: Summary of System-Specific Bit Rates

mitted packet is interleaved over two GSM TDMA frames in araedisperse bursty errors.

The GPRS system allows the employment of multiple timesspar user. We studied
both a GSM-like system using 1 slot per TDMA frame and a GPRSdrrangement with
four slots per TDMA frame. In this scenario, the user is assibhalf the maximum capacity
of an eight-slot GPRS/GSM carrier. The bit rates associwtitldl one and four slots per
TDMA frame are shown in Table 12.2.

The effective video bit rates that can be obtained in cortjanavith half-rate convolu-
tional coding are 10 and 47.5 Kbit/s for the one and four gh@isTDMA frame scenario,
respectively. Again, the system’s schematic is shown inifleid.2.1. The basic prerequisite
for the duplex video system’s operation (as seen in Figur&)lg use of the channel de-
coder’s output is used for assessing whether the receivekkpaontains any transmission
errors. If it does, the remote transmitter is instructedgbgerimposing a strongly protected
packet acknowledgment flag on the reverse-direction me¥dagdrop the corresponding
video packet following the philosophy of [392]. This pret&ihe local and remote video
reconstructed frame buffers from being contaminated bywchkerrors.

12.1.3 Turbo Equalization

Turbo equalization [393] was proposed by Douillard, Picd&tzequel, Didier, Berrou, and
Glavieux in 1995 for a serially concatenated r&te= % convolutional-coded Binary Phase
Shift Keying (BPSK) system. Specifically, Douillaed al. demonstrated that the turbo equal-
izer could mitigate the effects of intersymbol interfereitSl), provided that the channel im-
pulse response (CIR) is known. Instead of performing theakzation and error correction
decoding independently, better performance can be achigyeonsidering the channel's
memory, when performing joint equalization and decodiegaitively. Gertsman and Lod-
ge [394] then showed that the iterative process of turbo leua can compensate for the
degradations caused by imperfect channel estimation. ercdintext of noncoherent detec-
tion, Marslandet al. [395] demonstrated that turbo equalization offered bgtéeformance
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Figure 12.3: Structure of original turbo equalizer introduced by Douillatdl.[393].

than Dai’s and Shwedyk’s noncoherent, hard-decisionébesmeiver using a bank of Kalman
filters [396]. Different iteration termination criteria93], such as cross-entropy [398], were
also investigated in order to minimize the number of iteratsteps for the turbo equalizer.
A turbo-equalization scheme for the Global System of MoBitenmunications (GSM) was
also proposed by Bauch and Franz [399], who investigatéerdiit approaches for overcom-
ing the dispersion of tha priori information due to the interburst interleaving scheme used
in GSM. Further research into combined turbo coding usimyalutional constituent codes
and turbo equalization has been conducted by Raphaeli aiadl[280].

The basic philosophy of the original turbo-equalizatiochtgique derives from the iter-
ative turbo-decoding algorithm consisting of two SoftSoft-Out (SISO) decoders. This
structure was proposed by Berretal.[401, 402]. Before proceeding with our in-depth dis-
cussion, let us briefly define the termgriori, a posteriori and extrinsic information, which
we employ throughout this section.

A priori Thea priori information associated with a hit,, is the information known before
equalization or decoding commences, from a source otharttigareceived sequence
or the code constraint# priori information is also often referred to as intrinsic infor-
mation to contrast it with extrinsic information.

Extrinsic The extrinsic information associated with a bj is the information provided by
the equalizer or decoder based on the received sequence #mehqriori information
of all bits with the exception of the received aagriori information explicitly related
to that particular biv,, .

A posteriori The a posterioriinformation associated with a bit is the information that th
SISO algorithm provides taking into account all availalbarses of information about
the bituy.

The turbo equalizer of Figure 12.3 consists of a SISO eqeiadind a SISO decoder. The
SISO equalizer in the figure generates ¢hposteriori probability upon receiving the cor-
rupted transmitted signal sequence anditpeiori probability provided by the SISO decoder.
However, at the initial iteration stages (i.e., at the fissbb-equalization iteration) repriori
information is supplied by the channel decoder. Therefitrea priori probability is set to
%, since the transmitted bits are assumed to be equiprokabfere passing tha posteriori
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information generated by the SISO equalizer to the SISOdkzoaf Figure 12.3, the contri-
bution of the decoder in the form of -a& priori information — accruing from the previous
iteration must be removed in order to yield the combined nbhand extrinsic information.
This also minimizes the correlation between gheriori information supplied by the decoder
and thea posterioriinformation generated by the equalizer. The term “combicleghnel
and extrinsic information” indicates that they are inhélselinked. In fact, they are typically
induced by mechanisms, which exhibit memory. Hence, theywaibe separated. The re-
moval of thea priori information is necessary, to prevent the decoder from tregssing” its
own information, which would result in the positive feedbgthenomenon, overwhelming
the decoder’s current reliability-estimation of the cotiéd, that is, the extrinsic information.

The combined channel and extrinsic information is chamieéherleaved and directed
to the SISO decoder, as depicted in Figure 12.3. Subseguth@lSISO decoder computes
the a posterioriprobability of the coded bits. Note that the latter stepsdifferent from
those in turbo decoding, which only produces ¢éhposterioriprobability of the source bits
rather than those of all channel-coded bits. The combingdateeaved channel and extrinsic
information are then removed from tlaeposterioriinformation provided by the decoder in
Figure 12.3 before channel interleaving in order to yielel éxtrinsic information. This ap-
proach prevents the channel equalizer from receiving inéion based on its own decisions,
which was generated in the previous turbo-equalizatiaatiten. The extrinsic information
computed is then employed as thpriori input information of the equalizer in the next chan-
nel equalization process. This constitutes the first tuetpaalization iteration. The iterative
process is repeated until the required termination ceaitare met [397]. At this stage, tlae
posterioriinformation of the source bits, which has been generatetidogécoder, is utilized
to estimate the transmitted bits.

Recent work by Narayanan andiSer [403] demonstrates the advantage of employing
turbo equalization in the context of coded systems invokewursive modulators, such as
Differential Phase Shift Keying (DPSK). Narayanan andb®t emphasized the importance
of a recursive modulator and show that high-iteration gaarsbe achieved, even when there
is no ISl in the channel (i.e., for transmission over the rigpersive Gaussian channel). The
advantages of turbo equalization as well as the importaheerecursive modulator moti-
vated our research on turbo equalization of coded partsdaese GMSK systems [389],
since GMSK is also recursive in its nature. In our invest@#, we have employed con-
volutional coding for the proposed turbo-equalized GSk&-lvideo system as it has been
shown in reference [404] that convolutional-coded GMSKays are capable of providing
large iteration gains — that is, gains in SNR performancé vaspect to the first iteration —
with successive turbo-equalization iterations. We alsseoled that the convolutional-coded
GMSK system employing turbo equalization outperformedadbmevolutional-coding based
turbo-coded GMSK scheme, as demonstrated by Figure 12etifgally, over a nondisper-
sive Gaussian channel the convolutional-coded GMSK syhktiran approximately 0.8 dB
better £,/ N, performance than the corresponding convolutional-cobiased turbo-coded
GMSK scheme aBER = 10~%. Although not explicitly shown here, similar findings were
valid for dispersive Rayleigh-fading channels, where theaatage of the convolutional-
coded system over the convolutional-coding-based tudated scheme was approximately
1.0dB.

These results were surprising since the more complex tcoded system was expected
to form a more powerful encoded system compared to the cotiwohl-coded scheme. Be-
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Figure 12.4: Comparison of theR = 0.5 convolutional-coded GMSK system witR = 0.5
convolutional-coding-based turbo-coded GMSK scheme, transmittieg the nondis-
persive Gaussian channel employing convolutional and turbo-cdatiegd turbo equal-
ization, which performs eight turbo equalization iterations at the receiver

low, we offer an interpretation of this phenomenon by coesidy the performance of both
codes after the first turbo-equalization iteration. Spealffy, over the nondispersive Gaus-
sian channel in Figure 12.4, the convolutional-coded sehgielded a lower BER than that
of the turbo-coded system &, /N, values below 4.5 dB, indicating that tlzeposteriori
LLRs of the bits produced by the convolutional decoder ha@hdr reliability than that of
the corresponding turbo-coded scheme. Consequently, rggeiving the higher-confidence
LLR values from the decoder, the equalizer in the convohaticcoded scheme was capable
of producing significantly more reliable LLR values in thébsaquent turbo-equalization it-
eration, when compared to the turbo-coded system. Aftaiving these more reliable LLR
values, the decoder of the convolutional-coded systemgeitlerate even more reliable LLR
values. Hence, the convolutional-coded system outpeddrthe turbo-coded scheme af-
ter performing eight turbo-equalization iterations. Mated by these trends — which were
also confirmed in the context of dispersive Rayleigh-fadihgnnels [404] — we opted for a
convolutional-coded rather than turbo-coded GSM-likeevighone system, which employs
turbo equalization in order to enhance the video perforrarfithe system.
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Figure 12.5: BER versus channel SNR for one and four slots per TDMA frame,fand, 2, and 10
turbo-equalizer iterations, over the channel of Figure 12.2.

12.1.4 Turbo-equalization Performance

Let us now characterize the performance of our video systEigure 12.5 shows the bit

error ratio (BER) versus channel SNR for the one- and footrsgienarios, after one, two and
ten iterations of the turbo equalizer. The figure shows th& PErformance improvement

upon each iteration of the turbo equalizer, although theamnly a limited extra performance
improvement after five iterations. The figure also showsttiefour-slot scenario has a lower
bit error ratio than the one-slot scenario. This is becalisddur-slot scenario has a longer
interleaver, which renders the turbo-equalization preceere effective due to its increased
time diversity.

Let us now consider the associated packet-loss ratio (PeERuUg channel SNR perfor-
mance in Figure 12.6. The PLR is a more pertinent measureeoéxtpected video perfor-
mance, since — based on the philosophy of [392] and on thequ&¥wo chapters — our
video scheme discards all video packets, which are not-éeer Hence, our goal is to main-
tain as low a PLR as possible. Observe in Figure 12.6 thatdbec#ated iteration gains are
more pronounced in terms of the packet-loss ratio than iarbitr ratio.

It should also be noted that for low SNRs the packet-lossoperdnce of the four-slot
system is inferior to that of the one-slot system, while thieetror ratio is similar or better
at the same SNRs. This is because the probability of haviirggéesbit error in the four-slot
video packet is higher due to its quadruple length. This phemon is further detailed in
Section 12.1.4.2.
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Figure 12.6: Video packet-loss ratio versus channel SNR for one and four slot3PBA frame,
and for 1, 2, and 10 turbo-equalizer iterations, over the channel afr&i$j2.2 using

convolutional coding.

12.1.4.1 Video Performance

The PLR performance is directly related to the video qualftgur video system. Figure 12.7
shows the associated average PSNR versus channel SNRnpanf®, demonstrating that
an improved video quality can be maintained at lower SNRshasnumber of iterations
increases. In addition, the higher bit rate of the four-slggtem corresponds to a higher
overall video quality. Up to 6 dB SNR-gain can be achieve@raft0 turbo-equalization
iterations, as seen in Figure 12.7.

Figure 12.7 characterizes the performance of the highlyianedctive “Carphone” se-
guence. However, the performance improvements are sifgitathe low-activity “Miss
America” video sequence, as seen in Figure 12.8. Observahbdower-activity “Miss
America” video sequence is represented at a higher videlityyaaithe same video bit rate.
A deeper insight into the achievable video-quality improeat in conjunction with turbo
equalization can be provided by plotting the video qualityasured in PSNR (dB) versus
time, as seen in Figure 12.9 for the “Miss America” video sswe using the four-slot sys-
tem at a channel SNR of 6 dB for one, two, and ten iterationaeturbo equalizer.

Specifically, the bottom-trace of the figure shows how theweiduality varies in the one-
iteration scenario, which is equivalent to conventionalaligation. The sudden reductions
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Figure 12.7: Video quality in PSNR (dB) versus channel SNR for one and four slat$ p&A frame,
and for 1, 2, and 10 iterations of the turbo-equalizer upon using the higbtipn active
“Carphone” video sequence over the channel of Figure 12.2 usimgptutional coding.

in video quality are caused by packet-loss events, whidhltresparts of the picture being
“frozen” for one or possibly several consecutive video fesmThe sudden increases in video
quality are achieved when the system updates the “frozem’bp¢he video picture in subse-
quent video frames. The packet-loss ratio for this scenaai® 10% at the stipulated SNR of
6dB.

The video quality improved significantly with the aid of twarlbo-equalizer iterations,
while the packet-loss ratio was reduced from 10% to 0.7%.héntime interval shown in
Figure 12.9, there are eight lost video packets, six of whanmbe seen as sudden reductions
in video quality. However, in each case the video qualityoveced with the update of the
“frozen” picture areas in the next video frame.

We have found that the maximum acceptable PSNR video-gudgigradation with re-
spect to the perfect-channel scenario was about 1 dB, whastassociated with nearly unim-
paired video quality. In Table 12.3 we tabulated the comasgpg minimum required channel
SNRs that the system can operate at for a variety of scenaitscted from Figure 12.7.
As the table shows, the minimum operating channel SNR footiee and four-slot system
using one iteration is 9 dB and 7.5 dB, respectively. Thigesponds to a system using
conventional equalization. A system using two turbo-eigaébn iterations can reduce these
operating SNRs to 7.2 dB and 5.2 dB, respectively. The mininaperating SNRs can be
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Channel SNR for 1 dB Loss of PSNR
Slots/TDMA Frame| 1 [ 4
1 Iteration 9.0dB 7.5dB
2 Iterations 7.2dB 5.2dB
3 lterations 6.44dB | 3.9dB
4 |terations 6.37dB | 3.7dB
10 Iterations 5.8dB | 3.4dB

Table 12.3: Minimum Required Operating Channel SNR for the QCIF “Carphone’u8aqge over the
Channel of Figure 12.2

reduced to as low as 5.8 dB and 3.4 dB for the one- and fousgtiems, respectively, when
invoking ten iterations.

12.1.4.2 Bit Error Statistics

In order to demonstrate the benefits of turbo equalizatioreragplicitly, we investigated the
mechanism of how turbo equalization reduces the bit errdrpatket-loss ratios. We found
that the distribution of the bit errors in video packets iaftech iteration provided interesting
insights. Hence, the CDF of the number of bit errors per vigieket was evaluated. In order
to allow a fair comparison between the one- and four-slaiesgswe normalized the number
of bit errors per packet to the video packet size, therebyywing the CDF of “in-packet”
BER.

Figure 12.10 shows the CDF of the “in-packet” BER for a ch&i$MR of 2 dB and for
one, two, five, and ten iterations for both the one- and féatrs/stems. The value of the
CDF for an “in-packet” BER of zero is the probability that ecket is error-free and so can
be interpreted as the packet success ratio (PSR). The gasketatio is equal to 1 minus the
PSR. For example, the four-slot system in Figure 12.10 afteration has a packet success
ratio of 0.22, which corresponds to a packet-loss ratio 678

Both the one- and four-slot systems increase the PSR as thbemwf iterations in-
creases. For example, the four-slot system increases R&®A 22% to 92% as the number
of iterations is increased from one to ten. This corresp@adsreduction in the packet-loss
ratio from 78% to 8%. However, the CDF of “in-packet” BER cayade further insight
into the system’s operation. It can be seen in Figure 12.a0ttre turbo-equalizer itera-
tions reduce the number of packets having “in-packet” BERegss than 30%. However, the
probability of a packet having an “in-packet” BER highernt85% is hardly affected by the
number of iterations, since the number of bit errors is esigeshence overwhelming even
the powerful turbo equalization.

Figures 12.5 and 12.6, show that the four-slot system allwagsa lower BER than the
one-slot system, although at low SNRs the PLR is higher fefdir-slot system. The CDF
in Figure 12.10 can assist in interpreting this further. T shows that the PSR improves
more significantly for the four-slot system than for the @het- system as the number of
iterations increases. This is because the four-slot syatlemvs the employment of a longer
interleaver, thereby improving the efficiency of the turljualizer. However, the CDF also
underlines a reason for the lower BER of the four-slot systeross the whole range of SNRs,
demonstrating that the probability of packets having a Higipacket” bit error rate is lower
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Figure 12.10: CDF of the “in-packet” BER at a channel SNR of 2 dB over the chanfhElgure 12.2,
and for various numbers of iterations for the turbo-equalized onefameslot systems
using convolutional coding.

for the four-slot system. Since packets having a high “inked’ BER have a more grave
effect on the overall BER than those packets having a lowpédoket” BER, this explains the
inferior overall BER performance of the one-slot system.

Figure 12.11 shows the CDF of “in-packet” BER for conventibequalization and with
the aid of ten turbo-equalizer iterations for 0 dB, 2 dB, aaB4hannel SNRs. Figure 12.11(a)
represents a one-slot system, and Figure 12.11(b) a fousydtem. The figures also show
the packet-loss ratio performance improvement with theoktdrbo equalization.

12.1.5 Summary and Conclusions

In this section the performance of turbo-equalized GSM/GHiRe videophone transceivers
was studied over dispersive fading channels as a functidreafumber of turbo-equalization
iterations. Iteration gains in excess of 4 dB were attairsithough the highest per itera-
tion gain was achieved for iteration indices below 5. As exg@, the longer the associated
interleaver, the better the BER and PLR performance. Inrashto our expectations, the
turbo-coded, turbo-equalized system was outperformecéyess complex convolutional
coded turbo-equalized system. In conclusion, GPRS/GSMrmaenable to videotelephony,
and turbo equalization is a powerful means of improving trstesn’s performance. Our fu-
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Figure 12.11: CDF of “in-packet” BER performance over the channel of Figure ¥@ar the turbo-
equalized one- and four-slot system for channel SNRs of 0 dB, 2a@4 dB and 1 and
10 iterations using convolutional coding.

ture work will improve the system’s performance invoking tterthcoming MPEG4 video
codec, using space-time coding and burst-by-burst adaptibo equalization.

12.2 HSDPA-Style Burst-by-burst Adaptive CDMA Videophony:
Turbo-Coded Burst-by-Burst Adaptive
Joint Detection CDMA and H.263-Based
Videophony?® 4

12.2.1 Motivation and Video Transceiver Overview

While the third-generation wireless communications stesiglare still evolving, they have
become sufficiently mature for the equipment designers amoufacturers to complete the
design of prototype equipment. One of the most importavices tested in the field trials of
virtually all dominant players in the field is interactivedeiotelephony at various bit rates and
video qualities. Motivated by these events, the goal ofghigion is to quantify the expected
video performance of a UMTS-like videophone scheme, whde providing an outlook on
the more powerful burst-by-burst adaptive transceiveth®hear future.

In this study, we transmitted 176 144 pixel Quarter Common Intermediate Format
(QCIF) and 128« 96 pixel Sub-QCIF (SQCIF) video sequences at 10 framegig asiecon-
figurable Time Division Multiple Access/Code Division Miglte Access (TDMA/CDMA)
transceiver, which can be configured as a 1-, 2-, or 4-bitf®racheme. The H.263 video

3This section is based on P. Cherriman, E.L. Kuan, and L. Hamaost-by-burst Adaptive Joint-detection
CDMA/H.263 Based Video Telephony, submitted to IEEE Tratisas on Cicuits and Systems for Video Tech-
nology, 1999.

4©1999 IEEE. Personal use of this material is permitted. How@emission to reprint/republish this material
for advertising or promotional purposes or for creating nellective works for resale or redistribution to servers or
lists, or to reuse any copyrighted component of this work freotvorks, must be obtained from IEEE.
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| Parameter \
Multiple access TDMA/CDMA
Channel type COST 207 Bad Urban

Number of paths in channel | 7
Normalized Doppler frequency 3.7 x 10—°

CDMA spreading factor 16
Spreading sequence Random
Frame duration 4.615ms
Burst duration 577us

Joint-detection CDMA receivel Whitening matched filter (WMF) or min
imum mean square error block decision
feedback equalizer (MMSE-BDFE)

No. of slots/frame 8

TDMA frame length 4.615ms
TDMA slot length 577us
TDMA slots/video packet 3

Chip periods/TDMA slot 1250
Data symbols/TDMA slot 68

User data symbol rate (kBd) | 14.7
System data symbol rate (kBd) 117.9

Table 12.4: Generic System Parameters Using the Frames Spread Speech/Data Rtogesal [405]

codec [258] exhibits an impressive compression ratiopalgh this is achieved at the cost of
a high vulnerability to transmission errors, since a rumgté coded stream is rendered unde-
codable by a single-bit error. In order to mitigate this peof, when the channel codec pro-
tecting the video stream is overwhelmed by the transmissiars, we refrain from decoding
the corrupted video packet in order to prevent error propagahrough the reconstructed
video frame buffer [392]. We found that it was more benefiaialideo-quality terms, if
these corrupted video packets were dropped and the regotestrframe buffer was not up-
dated, until the next video packet replenishing the spetifleo frame area was received.
The associated video performance degradation was fourel petzeptually unobjectionable
for packet-dropping or transmission frame error rates (Hegow about 5%. These packet
dropping events were signaled to the remote decoder by isypasing a strongly protected
1-bit packet acknowledgment flag on the reverse-directamket, as outlined in [392]. Bose-
Chaudhuri-Hocquenghem (BCH) [321] and turbo error coiveatodes [401] were used, and
again, the CDMA transceiver was capable of transmitting, &n2l 4 bits per symbol, where
each symbol was spread using a low spreading factor (SF),@sléeen in Table 12.4. The
associated parameters will be addressed in more depthgdominlater discourse. Employ-
ing a low spreading factor of 16 allowed us to improve theesyst multi-user performance
with the aid of joint-detection techniques [406]. We alseenthat the implementation of the
joint-detection receivers is independent of the numbeiitsfger symbol associated with the
modulation mode used, since the receiver simply invertsaafisociated system matrix and
invokes a decision concerning the received symbol, regasdbf how many bits per symbol
were usedTherefore, joint-detection receivers are amenable to amglmation with the
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Figure 12.12: Transmission burst structure of the FMAL spread speech/data madé@ BRAMES
proposal [405].

| Features I BCH coding | Turbo Coding]
Modulation 4Q0AM
Transmission bit rate (kbit/s 29.5
Video rate (kbit/s) 137 | 11.1
Video frame rate (Hz) 10

Table 12.5: FEC-protected and Unprotected BCH and Turbo-Coded Bit Rates fot@#evl Trans-
ceiver Mode

above 1-, 2-, and 4-bit/symbol modem, since they do not have be reconfigured each
time the modulation mode is switched.

In this performance study, we used the Pan-European FRAMBSopal [405] as the
basis for our CDMA system. The associated transmissiondrsimucture is shown in Fig-
ure 12.12, while a range of generic system parameters is anged in Table 12.4. In our
performance studies, we used the COST207 [407] seven-pdthrban (BU) channel model,
whose impulse response is portrayed in Figure 12.13.

Our initial experiments compared the performance of a wihitg matched filter (WMF)
for single-user detection and the minimum mean square block decision feedback equal-
izer (MMSE-BDFE) for joint multi-user detection. These silations were performed using
four-level Quadrature Amplitude Modulation (4QAM), invialg both binary BCH [321] and
turbo-coded [401] video packets. The associated bit raes@mmarized in Table 12.5.
The transmission bit rate of the 4QAM modem mode was 29.5 Kiwhéch was reduced
due to the approximately half-rate BCH or turbo coding, ghes associated video packet
acknowledgment feedback flag error control [160] and videckptization overhead to pro-
duce effective video bit rates of 13.7 Kbps and 11.1 Kbpspeetively. A more detailed
discussion on the video packet acknowledgment feedbaok esntrol and video packetiza-
tion overhead will be provided in Section 12.2.2 with refere to the convolutionally coded
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Figure 12.13:Normalized channel impulse response for the COST 207 [407] seamBad Urban
channel.

multimode investigations.

Figure 12.14 portrays the bit error ratio (BER) performané¢he BCH coded video
transceiver using both matched filtering and joint detecfar two to eight users. The bit
error ratio is shown to increase as the number of users isese@ven upon employing the
MMSE-BDFE multi-user detector (MUD). However, while the ttized filtering receiver
exhibits an unacceptably high BER for supporting percdjptumimpaired video communi-
cations, the MUD exhibits a far superior BER performance.

When the BCH codec was replaced by the turbo-codec, the bitetio performance of
both matched filtering and the MUD receiver improved, as shiowFigure 12.15. However,
as expected, matched filtering was still outperformed byjdivé-detection scheme for the
same number of users. Furthermore, the matched filterirfgrpeaince degraded rapidly for
more than two users.

Figure 12.16 shows the video packet-loss ratio (PLR) forttineo-coded video stream
using matched filtering and joint detection for two to eighéers. The figure clearly shows
that the matched filter was only capable of meeting the tgrgeket-loss ratio of 5% for up
to four users, when the channel SNR was in excess of 11 dB. wowae joint detection
algorithm guaranteed the required video packet loss ratitopnance for two to eight users
in the entire range of channel SNRs shown. Furthermorewbaiser matched-filtered PLR
performance was close to the eight-user MUD PLR.
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Figure 12.14:BER versus channel SNR 4QAM performance using BCH-coded,Ki3ps video, com-
paring the performance of matched filtering and joint detection for two tat eigers.

12.2.2 Multimode Video System Performance

Having shown that joint detection can substantially imgrour system’s performance, we
investigated the performance of a multimode convolutigradded video system employing
joint detection, while supporting two users. The assodiatevolutional codec parameters
are summarized in Table 12.6.

We now detail the video packetization method employed. Haaler is reminded that
the number of symbols per TDMA frame was 68 according to Tal2ld. In the 4QAM
mode this would give 136 bits per TDMA frame. However, if wartsmitted one video
packet per TDMA frame, then the packetization overhead ablsorb a large percentage
of the available bit rate. Hence we assembled larger videkgqts, thereby reducing the
packetization overhead and arranged for transmitting treents of a video packet over
three consecutive TDMA frames, as indicated in Table 12hkr@&fore, each protected video
packet consists af8 x 3 = 204 modulation symbols, yielding a transmission bit rate of
between 14.7 and 38.9 Kbps for BPSK and 16QAM, respectivelgwever, in order to
protect the video data, we employed half-rate, constiaimyth nine convolutional coding,
using octal generator polynomials of 561 and 753. The usgfido bit rate was further
reduced due to the 16-bit Cyclic Redundancy Checking (CR¥gjl dor error detection and
the 9-bit repetition-coded feedback error flag for the regdink. This results in video packet
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Figure 12.15: BER versus channel SNR 4QAM performance using turbo-codedKlips video, com-
paring the performance of matched filtering and joint detection for two tut eigers.

| Features I Multirate System \
Mode BPSK | 4QAM | 16QAM
Bits/symbol 1 2 4
FEC Convolutional Coding
Transmitted bits/packet 204 408 816
Total bit rate (kbit/s) 14.7 29.5 58.9
FEC-coded bits/packet 102 204 408
Assigned to FEC-coding (kbit/s)] 7.4 14.7 29.5
Error detection per packet 16 bit CRC
Feedback bits/packet 9
Video packet size 77 179 383
Packet header bits 8 9 10
Video bits/packet 69 170 373
Unprotected video rate (kbit/s) 5.0 12.3 26.9
Video frame rate (Hz) 10

Table 12.6: Operational-Mode Specific Transceiver Parameters for the Profdgkimode System
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Figure 12.16: Video packet-loss ratio versus channel SNR for the turbo-codedklih4 video stream,
comparing the performance of matched filtering and joint detection fotawight users.

sizes of 77, 179, and 383 bits for each of the three modulatiodes. The useful video
capacity was reduced further by the video packet headertofdem 8 and 10 bits, resulting
in useful or effective video bit rates ranging from 5 to 26.8gs in the BPSK and 16QAM
modes, respectively.

The proposed multimode system can switch among the 1-, 8-4-doit/symbol modula-
tion schemes under network control, based on the prevailiagnel conditions. As seen in
Table 12.6, when the channel is benign, the unprotected\hdeate will be approximately
26.9 Kbps in the 16QAM mode. However, as the channel quasiyraldes, the modem wiill
switch to the BPSK mode of operation, where the video bit caitgs to 5 Kbps, and for
maintaining a reasonable video quality, the video resmiuitias to be reduced to SQCIF (128
X 96 pels).

Figure 12.17 portrays the packet loss ratio for the multienegstem in each of its mod-
ulation modes for a range of channel SNRs. The figure showsbwve a channel SNR of
14 dB the 16QAM mode offers an acceptable packet-loss rétiess than 5%, while pro-
viding an unprotected video rate of about 26.9 Kbps. If thenctel SNR drops below 14 dB,
the multimode system is switched to 4QAM and eventually t$BPwhen the channel SNR
is below 9 dB, in order to maintain the required quality ofvees, which is dictated by the
packet-loss ratio. The figure also shows the acknowledgfieedtback error ratio (FBER)
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Figure 12.17:Video packet-loss ratio (PLR) and feedback error ratio (FBER) weckannel SNR for
the three modulation schemes of the two-user multimode system using jtéotide.

for a range of channel SNRs, which has to be substantiallgddiaan the video PLR itself.

This requirement is satisfied in the figure, since the feedkawrs only occur at extremely
low-channel SNRs, where the packet-loss ratio is approeiyn&0%. It is therefore assumed
that the multimode system would have switched to a more tahoslulation mode, before

the feedback acknowledgment flag can become corrupted.

The video quality is commonly measured in terms of the pagikadito-noise-ratio (PSNR).
Figure 12.18 shows the video quality in terms of the PSNRugetise channel SNRs for each
of the modulation modes. As expected, the higher throughpuate of the 16QAM mode
provides a better video quality. However, as the channditguegrades, the video quality
of the 16QAM mode is reduced. Hence, it becomes beneficiavite!s from the 16QAM
mode to 4QAM at an SNR of about 14 dB, as suggested by the pkdsetatio performance
of Figure 12.17. Although the video quality expressed imteof PSNR is superior for the
16QAM mode in comparison to the 4QAM mode at channel SNRs degx of 12 dB, be-
cause of the excessive PLR the perceived video quality appearior to that of the 4QAM
mode, even though the 16QAM PSNR is higher for channel SNR®inange of 12-14 dB.
More specifically, we found that it was beneficial to switchatanore robust modulation
scheme when the PSNR was reduced by about 1 dB with respdstuiaimpaired PSNR
value. This ensured that the packet losses did not beconjecsiubly obvious, resulting in a
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higher perceived video quality and smoother degradat®thechannel quality deteriorated.

The effect of packet losses on the video quality quantifietgims of PSNR is portrayed
in Figure 12.19. The figure shows that the video quality dégseas the PLR increases. In
order to ensure a seamless degradation of video qualityeashinnel SNR is reduced, it
is best to switch to a more robust modulation scheme when It éxceeded 5%. The
figure shows that a 5% packet-loss ratio results in a loss BRPSBhen switching to a more
robust modulation scheme. However, if the system did notcewantil the PSNR of the
more robust modulation mode was similar, the perceivedovigleality associated with the
originally higher rate, but channel-impaired, stream bee@nferior.

12.2.3 Burst-by-Burst Adaptive Videophone System

A burst-by-burst adaptive modem maximizes the systeméutinput by using the most ap-
propriate modulation mode for the current instantaneoasichl conditions. Figure 12.20
exemplifies how a burst-by-burst adaptive modem changesdtiulation modes based on
the fluctuating channel conditions. The adaptive modem theeSINR estimate at the out-
put of the joint detector to estimate the instantaneousreflaguality and therefore to set the



12.2. HSDPA-STYLE BURST-BY-BURST ADAPTIVE CDMA VIDEOPHONY 437

SRCSfle: psnvvs formissa-saci-fxed gl §

40 -

Average PSNR (dB)
w w w
N [¢] SO

w
N

30

—
Lt

o - 16QAM 26.9Kbps SQCIF Miss-America
& 4QAM 12.3Kbps SQCIF Miss-America
o - BPSK 5Kbps SQCIF Miss-America
O...
‘A
e
-

0.0

01 015 02 025 03 035 04
Video Packet-Loss Ratio

Figure 12.19: Decoded video quality (PSNR) versus video packet-loss ratio for thellatiah modes
of BPSK, 4QAM, and 16QAM, supporting two users with the aid of joint diédec The
results were recorded for the “Miss America” video sequence at 5@olution (128

x 96 pels).

SRCSfle: adaptve qam gl
T

— Joint-Detector SINR estimate (dB)
a 14 Modulation Mode (bits/symbol)
e
N
[
IS
g 12
D —
w 8
) n
7

5 =
g s o
8 160N 14
—— B
()
e
€ 6 45615ms ‘
o T - e ]
S | ‘ 4QAM : : 2

: BPSK i ‘ ‘ i 1

0.0 0.2 0.3 0.4 0.5 0.6
Time

Figure 12.20: Example of modem mode switching in a dynamically reconfigured burdidogt mo-
dem in operation, where the modulation mode switching is based on the Skivifate
at the output of the joint detector.



438 CHAPTER 12. TURBO-STYLE AND HSDPA-LIKE ADAPTIVE VIDEO SYSTE MS

1 0 SRCSfile: agam-mode-pdt.gle.v .
. T T T T T T T T ——

—
—

e

0.9 yd
BPSK ,/~—16QAM
0.8 c

0.7 r

06+ | — BPSK
- 4QAM
0.5 | — 16QAM

PDF

0.4 r

03¢

0.2

0.1+

0.0 Lo G . S 1 . . L e
2 4 6 8 10 12 14 16 18 20

Channel SNR

Figure 12.21: PDF of the various adaptive modem modes versus channel SNR.

modulation mode.

The probability of the adaptive modem using each modulatiode for a particular chan-
nel SNRs is portrayed in Figure 12.21. At high-channel SNRs,modem mainly uses the
16QAM modulation mode, while at low-channel SNRs the BPSKienis most prevalent.

The advantage of dynamically reconfigured burst-by-butaptive modem over the stat-
ically switched multimode system previously describedha the video quality is smoothly
degraded as the channel conditions deteriorate. The sditatultimode system results in
more sudden reductions in video quality, when the modenches to a more robust mod-
ulation mode. Figure 12.22 shows the throughput bit ratédhefdynamically reconfigured
burst-by-burst adaptive modem, compared to the three nufdae statically switched mul-
timode system. The reduction of the fixed modem modes’ éffethroughput at low SNRs
is due to the fact that under such channel conditions anasefraction of the transmitted
packets have to be dropped, reducing the effective thraugfjne figure shows the smooth
reduction of the throughput bit rate, as the channel quditeriorates. The burst-by-burst
modem matches the BPSK mode’s bit rate at low-channel SN&sha@16QAM mode’s bit
rate at high SNRs. The dynamically reconfigured HSDPA-diyiest-by-burst adaptive mo-
dem characterized in the figure perfectly estimates theapgat/channel conditions, although
in practice the estimate of channel quality is imperfectidrginherently delayed, which re-
sults in a slightly reduced performance when compared tegierhannel estimation [82,84].
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Figure 12.22: Throughput bit rate versus channel SNR comparison of the threkrfieelulation modes
(BPSK, 4QAM, 16QAM) and the adaptive burst-by-burst modem (AQAboth sup-
porting two users with the aid of joint detection.

The smoothly varying throughput bit rate of the burst-bydbadaptive modem translates
into a smoothly varying video quality as the channel condgichange. The video quality
measured in terms of the average peak signal-to-noise [l@80IR) is shown versus the
channel SNR in Figure 12.23 in contrast to that of the indimidnodem modes. The figure
demonstrates that the burst-by-burst adaptive modemgeswequal or better video quality
over a large proportion of the SNR range shown than the iddalimodes. However, even at
channel SNRs, where the adaptive modem has a slightly rdd@BIR, the perceived video
quality of the adaptive modem is better since the video paldss rate is far lower than that
of the fixed modem modes.

Figure 12.24 shows the video packet-loss ratio versus @i&iNR for the three fixed
modulation modes and the burst-by-burst adaptive modein pétfect channel estimation.
Again, the figure demonstrates that the video packet-ldgsabthe adaptive modem is sim-
ilar to that of the fixed BPSK modem mode. However, the adaptiedem has a far higher
bit-rate throughput, as the channel SNR increases. Thé-byisurst adaptive modem gives
an error performance similar to that of the BPSK mode, buhhe flexibity to increase
the bit-rate throughput of the modem, when the channel tiondi improve. If imperfect
channel estimation is used, the bit rate throughput of tla@tge modem is reduced slightly.
Furthermore, the video packet-loss ratio seen in Figur24lig.slightly higher for the AQAM
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scheme due to invoking higher-order modem modes, as thexehguality increases. How-
ever, we have shown in the context of wideband video trarsaonid160] that it is possible

to maintain the video packet-loss ratio within tolerabiaits for the range of channel SNRs
considered.

The interaction between the video quality measured in tasffBSNR and the video
packet loss ratio can be seen more clearly in Figure 12.2&fiflre shows that the adaptive
modem slowly degrades the decoded video quality from th&tegerror-free 16QAM fixed
modulation mode, as the channel conditions deteriorate vidleo quality degrades from
the error-free 41 dB PSNR, while maintaining a near-zere®igacket-loss ratio, until the
PSNR drops below about 36 dB PSNR. At this point, the furtleeluced channel quality
inflicts an increased video packet-loss rate, and the videdity degrades more slowly. The
PSNR versus packet-loss ratio performance then tends dotlhat achieved by the fixed
BPSK modulation mode. However, the adaptive modem achibeéér video quality than
the fixed BPSK modem even at high packet-loss rates.
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12.2.4 Summary and Conclusions

In conclusion, the proposed joint-detection assistedtbaysurst adaptive CDMA-based
video transceiver substantially outperformed the matdiesting based transceiver. The
transceiver guaranteed a near-unimpaired video qualitgtfannel SNRs in excess of about
5 dB over the COST207 dispersive Rayleigh-faded channet. bEmefits of the multimode
video transceiver clearly manifest themselves in termaippsrting unimpaired video qual-
ity under time-variant channel conditions, where a singlede transceiver’s quality would
become severely degraded by channel effects. The dyndynieabnfigured burst-by-burst
adaptive modem gave better perceived video quality duestmire graceful reduction in
video quality, as the channel conditions degraded, thaateally switched multimode sys-
tem.

Following our discussions on joint-detection assisted GBb&sed burst-by-burst adap-
tive interactive videotelephony, in the next two sectioressa@ncentrate on a range of multi-
carrier modems. The last section of the chapter considetshilitive broadcast video trans-
mission, based also on multicarrier modems.

12.3 Subband-Adaptive Turbo-Coded OFDM-Based
Interactive Videotelephony © *

12.3.1 Motivation and Background

In Section 12.2 a CDMA-based video system was proposedelindl previous section con-
sidered the transmission of interactive video using OFDavigceivers in various propagation
environments. In this section, burst-by-burst adaptiv®®Hs proposed and investigated in
the context of interactive videotelephony.

As mentioned earlier, burst-by-burst adaptive quadratumglitude modulation [221]
(AQAM) was devised by Steele and Webb [221, 320] in order tabém the transceiver to
cope with the time-variant channel quality of narrowbandirig channels. Further related
research was conducted at the University of Osaka by Samgehia colleagues, investi-
gating variable coding rate concatenated coded schem8§ ptGhe University of Stanford
by Goldsmith and her team, studying the effects of variabte; variable-power arrange-
ments [409]; and at the University of Southampton in the &bhiKingdom, investigating a
variety of practical aspects of AQAM [410, 411]. The charsguality is estimated on a
burst-by-burst basis, and the most appropriate modulatiote is selected in order to main-
tain the required target bit error rate (BER) performanchilevmaximizing the system’s
Bit Per Symbol (BPS) throughput. Though use of this recoméition regime, the distribu-
tion of channel errors becomes typically less bursty, tllaoonjunction with nonadaptive

5This section is based on P.J. Cherriman, T. Keller, and L. BiaBabband-adaptive Turbo-coded OFDM-based
Interactive Video Telephony, submitted to IEEE Transaction Circuits and Systems for Video Technology, July
1999.

6Acknowledgment: The financial support of the Mobile VCE, ERSRK and that of the European Commission
is gratefully acknowledged.

7(©1999 IEEE. Personal use of this material is permitted. Howe@emission to reprint/republish this material
for advertising or promotional purposes or for creating nellective works for resale or redistribution to servers or
lists, or to reuse any copyrighted component of this work freotvorks must be obtained from IEEE.
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modems, which potentially increases the channel codingsddil2]. Furthermore, the soft-
decision channel codec metrics can also be invoked in estigntne instantaneous channel
quality [412], regardless of the type of channel impairnsent

Arange of coded AQAM schemes was analyzed by Matsebkh [408], Lauet al.[413]
and Goldsmittet al.[414]. For data transmission systems, which do not nedgsszguire a
low transmission delay, variable-throughput adaptiveesds can be devised, which operate
efficiently in conjunction with powerful error correctiomdecs, such as long block length
turbo codes [401]. However, the acceptable turbo intemgadelay is rather low in the
context of low-delay interactive speech. Video commuiicet systems typically require a
higher bit rate than speech systems, and hence they cad affagher interleaving delay.

The above principles — which were typically investigatedtlie context of narrow-
band modems — were further advanced in conjunction with baded modems, employing
powerful block turbo-coded, wideband Decision Feedbaadkaliger (DFE) assisted AQAM
transceivers [412,415]. A neural-network Radial Basisd&ion (RBF) DFE-based AQAM
modem design was proposed in [416], where the RBF DFE prduite channel-quality es-
timates for the modem mode switching regime. This modem wastde of removing the
residual BER of conventional DFEs, when linearly nonseplareeceived phasor constella-
tions were encountered.

These burst-by-burst adaptive principles can also be detéto Adaptive Orthogonal
Frequency Division Multiplexing (AOFDM) schemes [417] atodadaptive joint-detection-
based Code Division Multiple Access (JD-ACDMA) arrangeitsed18]. The associated
AQAM principles were invoked in the context of parallel AOFMDmodems by Czylwiket
al. [419], Fischer [420], and Chowt al.[421]. Adaptive subcarrier selection has also been
advocated by Rohlingt al.[422] in order to achieve BER performance improvements. Due
to lack of space without completeness, further significanbaces over benign, slowly vary-
ing dispersive Gaussian fixed links — rather than over hmstiteless links — are due to
Chow, Cioffi, and Bingham [421] from the United States, raimdg OFDM the dominant
solution for asymmetric digital subscriber loop (ADSL) &pations, potentially up to bit
rates of 54 Mbps. In Europe OFDM has been favored for botht&ligiudio Broadcasting
(DAB) and Digital Video Broadcasting [423, 424] (DVB) as Wwak for high-rate Wireless
Asynchronous Transfer Mode (WATM) systems due to its gbtlit combat the effects of
highly dispersive channels [425]. The idea of “water-fifin— as allocating different mo-
dem modes to different subcarriers was referred to — wasogeapfor OFDM by Kalet [426]
and later further advanced by Chat al. [421]. This approach was adapted later in the
context of time-variant mobile channels for duplex wireléisks, for example, in [417]. Fi-
nally, various OFDM-based speech and video systems wepoped in [427,428], while
the co-channel interference sensitivity of OFDM can begaiied with the aid of adaptive
beam-forming [429, 430] in multi-user scenarios.

The remainder of this section is structured as follows. irdi2.3.1 outlines the architec-
ture of the proposed video transceiver, while Section 52j8antifies the performance bene-
fits of AOFDM transceivers in comparison to conventionaldixexnsceivers. Section 12.3.6
endeavors to highlight the effects of more “aggressivediog of the subcarriers in both BER
and video quality terms, while Section 12.3.7 proposed-tisangant rather than constant rate
AOFDM as a means of more accurately matching the transceiee time-variant channel
quality fluctuations, before concluding in Section 12.3.8.
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12.3.2 AOFDM Modem Mode Adaptation and Signaling
The proposed duplex AOFDM scheme operates on the followasisb

e Channel quality estimatiois invoked upon receiving an AOFDM symbol in order to
select the modem mode allocation of the next AOFDM symbol.

e The decision concerning the modem modes for the next AOFBMdys based on
the prediction of the expected channel conditions. Thetrémsmitter has to select the
appropriate modem modes for the groups or subbands of OF Diastiers, where the
subcarriers were grouped into subbands of identical modedesiin order to reduce
the required number of signaling bits.

e Explicit signaling or blind detection of the modem moitassed to inform the receiver
as to what type of demodulation to invoke.

If the channel quality of the up-link and down-link can be siolered similar, then the
channel-quality estimate for the up-link can be extractechfthe down-link and vice versa.
We refer to this regime as open-loop adaptation. In this,¢hedransmitter has to convey the
modem modes to the receiver, or the receiver can attemput détection of the transmission
parameters employed. By contrast, if the channel cannobbsidered reciprocal, then the
channel-quality estimation has to be performed at thevegend the receiver has to instruct
the transmitter as to what modem modes have to be used aattsartitter, in order to satisfy
the target integrity requirements of the receiver. We radahis mode as closed-loop adap-
tation. Blind modem mode recognition was invoked, for exeEnm [417] — a technique
that results in bit rate savings due to refraining from datilig bits to explicit modem mode
signaling at the cost of increased complexity. Let us addties issues of channel quality
estimation on a subband-by-subband basis in the next didisec

12.3.3 AOFDM Subband BER Estimation

A reliable channel-quality metric can be devised by calinggthe expected overall bit error
probability for all available modulation schemés, in each subband, which is denoted by
Pe(n) = 1/Ns 2, pe(vj, My). For each AOFDM subband, the modem mode having the
highest throughput, while exhibiting an estimated BER Welbe target value is then cho-
sen. Although the adaptation granularity is limited to tbhblsand width, the channel-quality
estimation is quite reliable, even in interference-imgdienvironments.

Against this background in our forthcoming discussions, diesign tradeoffs of turbo-
coded Adaptive Orthogonal Frequency Division MultiplexJRDM) wideband video transceivers
are presented. We will demonstrate that AOFDM provides aexient framework for adjust-
ing the required target integrity and throughput both witkl &vithout turbo channel coding
and lends itself to attractive video system constructioayiged that a near-instantaneously
programmable rate video codec — such as the H.263 schemigghiglal in the next section
— can be invoked.

12.3.4 Video Compression and Transmission Aspects

In this study we investigate the transmission of 704 x 57&lgbour-times Common Interme-
diate Format (4CIF) high-resolution video sequences at&dds/s using subband-adaptive
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turbo-coded Orthogonal Frequency Division Multiplex (AQ¥) transceivers. The trans-
ceiver can modulate 1, 2, or 4 bits onto each AOFDM subcamiesimply disable trans-

missions for subcarriers that exhibit a high attenuatiomplmase distortion due to channel
effects.

The H.263 video codec [160] exhibits an impressive comjmasstio, although this is
achieved at the cost of a high vulnerability to transmisioors, since a run-length coded bit
stream is rendered undecodable by a single bit error. Irr dodmitigate this problem, when
the channel codec protecting the video stream is overwltelogethe transmission errors,
we refrain from decoding the corrupted video packet in otdgprevent error propagation
through the reconstructed video frame buffer [392]. We tbtimat it was more beneficial
in video-quality terms if these corrupted video packetsendnopped and the reconstructed
frame buffer was not updated, until the next video packeltergéghing the specific video
frame area was received. The associated video performagradition was found percep-
tually unobjectionable for packet dropping- or transnuasirame error rates (FER) below
about 5%. These packet dropping events were signaled tethate video decoder by super-
imposing a strongly protected one-bit packet acknowledgrfiag on the reverse-direction
packet, as outlined in [392]. Turbo error correction codéx ] were used.

12.3.5 Comparison of Subband-Adaptive OFDM
and Fixed Mode OFDM Transceivers

In order to show the benefits of the proposed subband-agaptibM transceiver, we com-
pare its performance to that of a fixed modulation mode trimsc under identical propaga-
tion conditions, while having the same transmission bé.rahe subband-adaptive modem is
capable of achieving a low bit error ratio (BER), since it ciisable transmissions over low-
quality subcarriers and compensate for the lost throughbpurtivoking a higher modulation
mode than that of the fixed-mode transceiver over the higtiifgiisubcarriers.

Table 12.7 shows the system parameters for the fixed BPSK &8KQransceivers, as
well as for the corresponding subband-adaptive OFDM (AORDishsceivers. The system
employs constraint length three, half-rate turbo codising octal generator polynomials of
5 and 7 as well as random turbo interleavers. Therefore,peotected bit rate is approxi-
mately half the channel-coded bit rate. The protected toaiapted video bit rate ratio is not
exactly half, since two tailing bits are required to reset ¢tbnvolutional encoders’ memory
to their default state in each transmission burst. In botdespa 16-bit Cyclic Redundancy
Checking (CRC) is used for error detection, and 9 bits arel tseencode the reverse link
feedback acknowledgment information by simple repetitoding. The feedback flag de-
coding ensues using majority logic decisions. The packttia requires a small amount
of header information added to each transmitted packegwigi1ll and 12 bits per packet
for BPSK and QPSK, respectively. The effective or usefukwaidit rates for the BPSK and
QPSK modes are then 3.4 and 7.0 Mbps.

The fixed-mode BPSK and QPSK transceivers are limited to 12ahis per symbol,
respectively. By contrast, the proposed AOFDM transceioperate at the same bit rate, as
their corresponding fixed modem mode counterparts, altithuey can vary their modulation
mode on a subcarrier- by-subcarrier basis between 0, 1,024 diits per symbol. Zero bits
per symbol implies that transmissions are disabled for tihearrier concerned.

The “micro-adaptive” nature of the subband-adaptive modeicharacterized by Fig-
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BPSK mode] QPSK mode
Packet rate 4687.5 packets/s
FFT length 512
OFDM symbols/packet 3
OFDM symbol duration 2.6667:s
OFDM time frame 80 timeslots= 213 us
Normalized Doppler frequency, 1.235 x 1077
OFDM symbol normalised Doppler frequendyy 7.41 x 1072
FEC coded bits/packet 1536 3072
FEC-coded video bit rate 7.2 Mbps 14.4 Mbps
Unprotected bits/packet 766 1534
Unprotected bit rate 3.6 Mbps 7.2 Mbps
Error detection CRC (bits) 16 16
Feedback error flag bits 9 9
Packet header bits/packet 11 12
Effective video bits/packet 730 1497
Effective video bit rate 3.4 Mbps 7.0 Mbps

Table 12.7: System Parameters for the Fixed QPSK and BPSK Transceivers|lessvier the Corre-
sponding Subband-adaptive OFDM (AOFDM) Transceivers for \Wa®Local Area Net-
works (WLANS)

ure 12.26, portraying at the top a contour plot of the charigglal-to-noise ratio (SNR) for
each subcarrier versus time. At the center and bottom of thed]j the modulation mode
chosen for each 32-subcarrier subband is shown versusaintieef 3.4 and 7.0 Mbps target-
rate subband-adaptive modems, respectively. The chamfeMariation versus both time
and frequency is also shown in three-dimensional form imfed.2.27, which may be more
convenient to visualize. This was recorded for the chammplilse response of Figure 12.28.
It can be seen that when the channel is of high quality — asdamgle, at about frame 1080
— the subband-adaptive modem used the same modulation astles equivalent fixed-rate
modem in all subcarriers. When the channel is hostile — formgte, around frame 1060 —
the subband-adaptive modem used a lower-order modulatigie in some subbands than the
equivalent fixed-mode scheme, or in extreme cases disatalesintission for that subband.
In order to compensate for the loss of throughput in this andba higher-order modulation
mode was used in the higher quality subbands.

One video packet is transmitted per OFDM symbol; thereftine, video packet-loss
ratio is the same as the OFDM symbol error ratio. The videkgaloss ratio is plotted
against the channel SNR in Figure 12.29. It is shown in thptgthat the subband-adaptive
transceivers — or synonymously termed as microscopictagafp AOFDM), in contrast to
OFDM symbol-by-symbol adaptive transceivers — have a Iguasaket-loss ratio (PLR) at
the same SNR compared to the fixed modulation mode transcdi@e in Figure 12.29
that the subband-adaptive transceivers can operate at dhv@anel SNRs than the fixed mo-
dem mode transceivers, while maintaining the same requidab packet-loss ratio. Again,
the figure labels the subband-adaptive OFDM transceiversA@~DM, implying that the
adaption is not noticeable from the upper layers of the systé& macro-adaption could
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Figure 12.26: The micro-adaptive nature of the subband-adaptive OFDM modere. taggraph is
a contour plot of the channel SNR for all 512 subcarriers versus tifffee bottom
two graphs show the modulation modes chosen for all 16 32-subcautdyands for
the same period of time. The middle graph shows the performance of4hili$s
subband-adaptive modem, which operates at the same bit rate ad BFI$& modem.
The bottom graph represents the 7.0 Mbps subband-adaptive matiéch,operated at
the same bit rate as a fixed QPSK modem. The average channel SNI® dWBs
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Figure 12.27: Instantaneous channel SNR for all 512 subcarriers versus timanfaverage channel
SNR of 16 dB over the channel characterized by the channel impupense (CIR) of
Figure 12.28.
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Figure 12.28:Indoor three-path WATM channel impulse response.
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Figure 12.29:Frame Error Rate (FER) or video packet-loss ratio (PLR) versusneh&NR for the
BPSK and QPSK fixed modulation mode OFDM transceivers and for thiesmonding
subband-adaptiveAOFDM transceiver, operating at identical effective video bit rates,
namely, at 3.4 and 7.0 Mbps, over the channel model of FigureB1&t.2 normalized
Doppler frequency of p = 7.41 x 1072,

be applied in addition to the microscopic adaption by sviitglbetween different target bit
rates, as the longer-term channel quality improves andadegt This issue is the subject of
Section 12.3.7.

Having shown that the subband-adaptive OFDM transceivieieaed a reduced video
packet loss in comparison to fixed modulation mode transcgiunder identical channel
conditions, we now compare the effective throughput bé cdtthe fixed and adaptive OFDM
transceivers in Figure 12.30. The figure shows that when hla@reel quality is high, the
throughput bit rates of the fixed and adaptive transceiversdentical. However, as the
channel degrades, the loss of packets results in a lowarghput bit rate. The lower packet-
loss ratio of the subband-adaptive transceiver resultsigtzer throughput bit rate than that
of the fixed modulation mode transceiver.

The throughput bit rate performance results translatedalétoded video-quality perfor-
mance results evaluated in terms of PSNR in Figure 12.31inAd@ar high-channel SNRs
the performance of the fixed and adaptive OFDM transceigeigeintical. However, as the
channel quality degrades, the video quality of the subketaptive transceiver degrades less
dramatically than that of the corresponding fixed modutatimde transceiver.
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Figure 12.30: Effective throughput bit rate versus channel SNR for the BPSK aR8Qfixed mod-
ulation mode OFDM transceivers and that of the corresponding sdkddeptive or
1AOFDM transceiver operating at identical effective video bit rates .df &hd 7.0
Mbps, over the channel of Figure 12.28 at a normalized Doppleuéecy of Fip =
7.41 x 1072,

12.3.6 Subband-Adaptive OFDM Transceivers Having
Different Target Bit Rates

As mentioned earlier, the subband-adaptive modems emfffeyasht modulation modes for
different subcarriers in order to meet the target bit ratpimement at the lowest possible
channel SNR. This is achieved by using a more robust modulatiode or eventually by
disabling transmissions over subcarriers having a low ieebguality. By contrast, the adap-
tive system can invoke less robust, but higher throughpatiutation modes over subcarriers
exhibiting a high-channel guality. In the examples we haewipusly considered, we chose
the AOFDM target bit rate to be identical to that of a fixed miation mode transceiver. In
this section, we comparatively study the performance obuarAOFDM systems having
different target bit rates.

The previously describedAOFDM transceiver of Table 12.7 exhibited a FEC-coded bit
rate of 7.2 Mbps, which provided an effective video bit rat@.d Mbps. If the video target
bit rate is lower than 3.4 Mbps, then the system can disablesinission in more of the
subcarriers, where the channel quality is low. Such a teimscwould have a lower bit error
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Figure 12.31: Average video quality expressed in PSNR versus channel SNR foRB&Bnd QPSK
fixed modulation mode OFDM transceivers and for the correspondf@FDM trans-
ceiver operating at identical channel SNRs over the channel mb#éjore 12.28 at a
normalized Doppler frequency &p = 7.41 x 102

rate than the previous BPSK-equival@®tOFDM transceiver and therefore could be used at
lower average channel SNRs, while maintaining the samertait eatio target. By contrast,
as the target bit rate is increased, the system has to emjgbgrrorder modulation modes
in more subcarriers at the cost of an increased bit erron.rafiherefore, high target bit-
ratep /AOFDM transceivers can only perform within the requireddsiior ratio constraints at
high-channel SNRs, while low target bit-rgtdOFDM systems can operate at low-channel
SNRs without causing excessive BERs. Therefore, a systetcdm adjust its target bit rate
as the channel SNR changes would operate over a wide randgeohel SNRs, providing
the maximum possible average throughput bit rate, whilentaaiing the required bit error
ratio.

Hence, below we provide a performance comparison of vaiidA@FDM transceivers
that have four different target bit rates, of which two areiealent to that of the BPSK and
QPSK fixed modulation mode transceivers of Table 12.7. Theegy parameters for all four
different bit-rate modes are summarized in Table 12.8. Thdan having effective video bit
rates of 3.4 and 7.0 Mbps are equivalent to the bit rates ofeal fBPSK and QPSK mode
transceiver, respectively.

Figure 12.32 shows the Frame Error Rate (FER) or video pdokstratio (PLR) perfor-
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Packet rate 4687.5 Packets/s

FFT length 512

OFDM symbols/packet 3

OFDM symbol duration 2.6667us

OFDM time frame 80 time-slots= 213us

Normalized Doppler frequency), 1.235 x 10~2

OFDM symbol normalized Doppler fre 7.41 x 10~2

quency,F'p

FEC-coded bits/packet 858 1536 3072 4272
FEC-coded video bit rate 4.0 Mbps | 7.2 Mbps | 14.4 Mbps | 20.0 Mbps
No. of unprotected bits/packet 427 766 1534 2134
Unprotected bit rate 2.0Mbps | 3.6 Mbps | 7.2 Mbps | 10.0 Mbps
No. of CRC bits 16 16 16 16

No. of feedback error flag bits 9 9 9 9

No. of packet header bits/packet 10 11 12 13
Effective video bits/packet 392 730 1497 2096
Effective video bit rate 1.8Mbps | 3.4Mbps | 7.0Mbps | 9.8 Mbps
Equivalent modulation mode BPSK QPSK

Minimum channel SNR for 5% PLR (dB) 8.8 11.0 16.1 19.2
Minimum channel SNR for 10% PLR (dB) 7.1 9.2 14.1 17.3

Table 12.8: System Parameters for the Four Different Target Bit Rates of theiaBabband-adaptive
OFDM (AOFDM) Transceivers

mance versus channel SNR for the four different target bésraf Table 12.8, demonstrating,
as expected, that the higher target bit-rate modes reqigineihchannel SNRs in order to op-
erate within given PLR constraints. For example, the modinigaan effective video bit rate

of 9.8 Mbps can only operate for channel SNRs in excess of 19rdi&r the constraint of a

maximum PLR of 5%. However, the mode that has an effectiveo/hit rate of 3.4 Mbps can

operate at channel SNRs of 11 dB and above, while maintathaengame 5% PLR constraint,
albeit at about half the throughput bit rate and so at a lowdosquality.

The trade-offs between video quality and channel SNR fovén®us target bit rates can
be judged from Figure 12.33, suggesting, as expectedhbaigher target bit rates resultin a
higher video quality, provided that channel conditionsfaverable. However, as the channel
quality degrades, the video packet-loss ratio increabesely reducing the throughput bit
rate and hence the associated video quality. The lowertthitg@te transceivers operate at an
inherently lower video quality, but they are more robusti® prevailing channel conditions
and so can operate at lower channel SNRs, while guaranteeindeo quality, which is
essentially unaffected by channel errors. It was foundttieperceived video quality became
impaired for packet-loss ratios in excess of about 5%.

The trade-offs between video quality, packet-loss ratia] target bit rate are further
augmented with reference to Figure 12.34. The figure showwitteo quality measured
in PSNR versus video frame index at a channel SNR of 16 dB dsasdbr an error-free
situation. At the bottom of each graph, the packet-los® ia¢ir video frame is shown. The
three figures indicate the trade-offs to be made in choo$iegarget bit rate for the specific
channel conditions experienced — in this specific exampla fdhannel SNR of 16dB. Note
that under error-free conditions the video quality impebwpon increasing the bit rate.

Specifically, video PSNRs of about 40, 41.5, and 43 dB weremvksl for the effective
video bit rates of 1.8, 3.4, and 7.0 Mbps. The figure shows fitrathe target bit rate of
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Figure 12.32:FER or video packet-loss ratio (PLR) versus channel SNR for theasubhdaptive
OFDM transceivers of Table 12.8 operating at four different tabietates, over the
channel model of Figure 12.28 at a normalized Doppler frequeh&po= 7.41 x 1072,

1.8 Mbps, the system has a high grade of freedom in choosinchvelubcarriers to invoke.
Therefore, it is capable of reducing the number of packeds déine lost. The packet-loss
ratio remains low, and the video quality remains similartattof the error-free situation.
The two instances where the PSNR is significantly differemnfthe error-free performance
correspond to video frames in which video packets were lsivever, in both instances the
system recovers in the following video frame.

As the target bit rate of the subband-adaptive OFDM tramecés increased to 3.4 Mbps,
the subband modulation mode selection process has to be “agyeessive,” resulting in
increased video packet loss. Observe in the figure that #msdeiver having an effective
video bit rate of 3.4 Mbps exhibits increased packet lossorie frame as much as 5% of
the packets transmitted for that video frame were lostoaljh the average PLR was only
0.4%. Because of the increased packet loss, the video PSR diverges from the error-
free performance curve more often. However, in almost alksahe effects of the packet
losses are masked in the next video frame, indicated by theerging PSNR curves in the
figure, maintaining a close to error-free PSNR. The subjeatifect of this level of packet
loss is almost imperceivable.

When the target bit rate is further increased to 7.0 Mbps, Weeage PLR is about 5%
under the same channel conditions, and the effects of thigepdoss ratio are becoming ob-
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Figure 12.33: Average video quality expressed in PSNR versus channel SNR foulhasd-adaptive
OFDM transceivers of Table 12.8, operating at four different tabiferates, over the
channel model of Figure 12.28 at a normalized Doppler frequeh&po= 7.41x 10~ 2.

jectionable in perceived video-quality terms. At this &trbit rate, there are several video
frames where at least 10% of the video packets have beeMtestideo quality measured in

PSNR terms rarely reaches its error-free level, becausg eikeo frame contains at least one
lost packet. The perceived video quality remains virtuallympaired until the head move-

ment in the “Suzie” video sequence around frames 40-50, eMier effect of lost packets

becomes obvious, and the PSNR drops to about 30 dB.

12.3.7 Time-Variant Target Bit Rate OFDM Transceivers

By using a high target bit rate, when the channel quality ghhand employing a reduced
target bit rate, when the channel quality is poor, an adetystem is capable of maximizing
the average throughput bit rate over a wide range of chariiBksSwhile satisfying a given
quality constraint. This quality constraint for our vidgestem could be a maximum packet-
loss ratio.

Because a substantial processing delay is associated waililtaéing the packet-loss in-
formation, modem mode switching based on this metric is éfssient due to this latency.
Therefore, we decided to invoke an estimate of the bit emtio (BER) for mode switch-
ing, as follows. Since the noise energy in each subcarrigrdispendent of the channel’'s
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frequency domain transfer functidi,,, the local signal-to-noise ratic®d N R) in subcarrier
n can be expressed as
2

where~ is the overall SNR. If no signal degradation due to Inter-2utier Interference
(ISI) or interference from other sources appears, thendahe\of~,, determines the bit error
probability for the transmission of data symbols over thecsuriern. Givenry; across theV,
subcarriers in thgth subband, the expected overall BER for all available matilurh schemes
M,, in each subband can be estimated, which is denotedl ) = 1/N 3, pe(v;, My).
For each subband, the scheme with the highest throughposenbstimated BER is lower
than a given threshold, is then chosen.

We decided to use a quadruple-mode switched subband-eelaptidem using the four
target bit rates of Table 12.8. The channel estimator camesémate the expected bit error
ratio of the four possible modem modes. Our switching schepted for the modem mode,
whose estimated BER was below the required threshold. Tinésliold could be varied
in order to tune the behavior of the switched subband-adaptiodem for a high or a low
throughput. The advantage of a higher throughput was a hagher-free video quality at the
expense of increased video packet losses, which could edieqerceived video quality.

Figure 12.35 demonstrates how the switching algorithmatperfor a 1% estimated BER
threshold. Specifically, the figure portrays the estimat¢hefbit error ratio for the four
possible modem modes versus time. The large square andttee fine indicate the mode
chosen for each time interval by the mode switching algoritiihe algorithm attempts to use
the highest bit-rate mode, whose BER estimate is less ttetatbet threshold, namely, 1%
in this case. However, if all the four modes’ estimate of tli&_Bs above the 1% threshold,
then the lowest bit-rate mode is chosen, since this will lzentiost robust to channel errors.
An example of this is shown around frames 1035-1040. At thoboof the graph a bar
chart specifies the bit rate of the switched subband adaptdgem versus time in order to
emphasize when the switching occurs.

An example of the algorithm, when switching among the takietates of 1.8, 3.4, 7,
and 9.8 Mbps, is shown in Figure 12.36. The upper part of thedigortrays the contour
plot of the channel SNR for each subcarrier versus time. @Wwel part of the figure displays
the modulation mode chosen for each 32-subcarrier subbeEsdwvtime for the time-variant
target bit-rate (TVTBR) subband adaptive modem. It can lea s& frames 1051-1055 that
all the subbands employ QPSK modulation. Therefore, the BR‘'AOFDM modem has
an instantaneous target bit rate of 7 Mbps. As the channehdeg around frame 1060, the
modem has switched to the more robust 1.8 Mbps mode. When #mnehquality is high
around frames 1074-1081, the highest bit-rate 9.8 Mbps fisade=d. This demonstrates that
the TVTBR-AOFDM modem can reduce the number of lost videdkptscby using reduced
bit-rate but more robust modulation modes, when the chayuadity is poor. However, this is
at the expense of a slightly reduced average throughpuateit tJsually, a higher throughput
bit rate results in a higher video quality. However, a highrhte is also associated with a
high packet-loss ratio, which is usually less attractiveenms of perceived video quality than
a lower bit-rate, lower packet-loss ratio mode.

Having highlighted how the time-domain mode switching ailipon operates, we will
now characterize its performance for a range of differenRBiitching thresholds. A low
BER switching threshold implies that the switching aldamitis cautious about switching to
the higher bit-rate modes. Therefore the system performencharacterized by a low video
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Figure 12.35:Illustration of mode switching for the switched subband adaptive modehe. figure
shows the estimate of the bit error ratio for the four possible modes. Tipe $guare
and the dotted line indicate the modem mode chosen for each time interva hotite
switching algorithm. At the bottom of the graph, the bar chart specifiesithratb of
the switched subband adaptive modem on the right-hand axis versushiemeusing the
channel model of Figure 12.28 at a normalized Doppler frequeh&po= 7.41 x 1072,

packet-loss ratio and a low throughput bit rate. A high BERa&ving threshold results in the
switching algorithm attempting to use the highest bit-rat&les in all but the worst channel
conditions. This results in a higher video packet-losoratiowever, if the packet-loss ratio
is not excessively high, a higher video throughput is aakdev

Figure 12.37 portrays the video packet-loss ratio or FERopmance of the TVTBR-
AOFDM modem for a variety of BER thresholds, compared to tl@imum and maximum
rate unswitched modes. For a conservative BER switchirgtuld of 0.1%, the time-variant
target bit-rate subband adaptive (TVTBR-AOFDM) modem hainalar packet-loss ratio
performance to that of the 1.8 Mbps nonswitched or conséagét bit-rate (CTBR) subband
adaptive modem. However, as we will show, the throughput@stvitched modem is always
better than or equal to that of the unswitched modem and besfan superior, as the channel
quality improves. Observe in the figure that the “aggressiwtching threshold of 10% has
a similar packet-loss ratio performance to that of the 9.%MG6TBR-AOFDM modem. We
found that in order to maintain a packet-loss ratio of bel@& the BER switching thresholds
of 2 and 3% offered the best overall performance, since thkgtdoss ratio was fairly low,
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Figure 12.36: The micro-adaptive nature of the time-variant target bit-rate subbdeyatiae (TVTBR-

AOFDM) modem. The top graph is a contour plot of the channel SNRIF&12 sub-
carriers versus time. The bottom graph shows the modulation modercfarsall 16
subbands for the same period of time. Each subband is composedulb&2riers. The
TVTBR AOFDM modem switches between target bit rates of 2, 3.4, 7,%8dbps,
while attempting to maintain an estimated BER of 0.1% before channel codirag-
age Channel SNR is 16 dB over the channel of Figure 12.28 at a finech@oppler
frequency ofFp = 7.41 x 1072,
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Figure 12.37:FER or video packet-loss ratio versus channel SNR for the TVTBR2K@mnodem
for a variety of BER switching thresholds. The switched modem usesfiodes, with
target bit rates of 1.8, 3.4, 7, and 9.8 Mbps. The unswitched 1.®a&hM¥bps results
are also shown in the graph as solid markers using the channel mdeiguo¢ 12.28 at
a normalized Doppler frequency 6fp = 7.41 x 1072,

while the throughput bit rate was higher than that of an uttdwid CTBR-AOFDM modem.

A high BER switching threshold results in the switched sutabadaptive modem trans-
mitting at a high average bit rate. However, we have showngaorgé 12.37 how the packet-
loss ratio increases as the BER switching threshold ineseabherefore, the overall useful
or effective throughput bit rate — that is, the bit rate exohg lost packets — may in fact
be reduced in conjunction with high BER switching threskol8igure 12.38 demonstrates
how the transmitted bit rate of the switched TVTBR-AOFDM readincreases with higher
BER switching thresholds. However, when this is comparethéoeffective throughput bit
rate, where the effects of packet loss are taken into accthmtradeoff between the BER
switching threshold and the effective bit rate is less obsioFigure 12.39 portrays the cor-
responding effective throughput bit rate versus channd® & a range of BER switching
thresholds. The figure demonstrates that for a BER switcthirgshold of 10% the effec-
tive throughput bit-rate performance was reduced in coimparto some of the lower BER
switching threshold scenarios. Therefore, the BER = 10%civig threshold is obviously
too aggressive, resulting in a high packet-loss ratio anedaged effective throughput bit
rate. For the switching thresholds considered, the BER =l#shold achieved the highest
effective throughput bit rate. However, even though the BE®R®6 switching threshold pro-
duces the highest effective throughput bit rate, this is@eixpense of a relatively high video
packet-loss ratio, which, as we will show, has a detrimeeffact on the perceived video
quality.

We will now demonstrate the effects associated with diffe®ER switching thresh-
olds on the video quality represented by the peak-sigrabtee ratio (PSNR). Figure 12.40
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Figure 12.38: Transmitted bit rate of the switched TVTBR-AOFDM modem for a variety &RB
switching thresholds. The switched modem uses four modes, havirgt tatgates
of 1.8, 3.4, 7, and 9.8 Mbps, over the channel model of Figur28Lat a normalized
Doppler frequency of'p = 7.41 x 1072,

portrays the PSNR and packet-loss performance versus time fange of BER switching
thresholds. The top graph in the figure indicates that for & B&itching threshold of 1%
the PSNR performance is very similar to the correspondingr-dree video quality. How-
ever, the PSNR performance diverges from the error-fregecwhen video packets are lost,
although the highest PSNR degradation is limited to 2 dBtHeumore, the PSNR curve typ-
ically reverts to the error-free PSNR performance curvéhanriext frame. In this example,
about 80% of the video frames have no video packet loss. WigeBER switching threshold
is increased to 2%, as shown in the center graph of Figuré1thé video-packet loss ratio
has increased, such that now only 41% of video frames haveacieploss. The result of the
increased packet loss is a PSNR curve, which diverges frerartior-free PSNR performance
curve more regularly, with PSNR degradations of up to 7 dB. iMhere are video frames
with no packet losses, the PSNR typically recovers, achigdi similar PSNR performance
to the error-free case. When the BER switching threshold wekdr increased to 3% —
which is not shown in the figure — the maximum PSNR degradatioreased to 10.5 dB,
and the number of video frames without packet losses wageedio 6%.

The bottom graph of Figure 12.40 depicts the PSNR and paokstperformance for
a BER switching threshold of 5%. The PSNR degradation in¢hise ranges from 1.8 to
13 dB and all video frames contain at least one lost videogta&ven though the BER = 5%
switching threshold provides the highest effective thiqug bit rate, the associated video
quality is poor. The PSNR degradation in most video frameasbizut 10 dB. Clearly, the
highest effective throughput bit rate does not guaranted#st video quality. We will now
demonstrate that the switching threshold of BER = 1% prayitie best video quality, when
using the average PSNR as our performance metric.
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Figure 12.41(a) compares the average PSNR versus chanRgd&fbrmance for a range
of switched (TVTBR) and unswitched (CTBR) AOFDM modems. Tigeire compares the
four unswitched (i.e., CTBR subband adaptive modems) wititcking (i.e., TVTBR sub-
band adaptive modems), which switch between the four fis¢elimodes, depending on the
BER switching threshold. The figure indicates that the dvdtt TVTBR subband adaptive
modem having a switching threshold of BER = 10% results inlamPSNR performance
to the unswitched CTBR 9.8 Mbps subband adaptive modem. Wheeavtitching thresh-
old is reduced to BER = 3%, the switched TVTBR AOFDM modem ediigrms all of the
unswitched CTBR AOFDM modems. A switching threshold of BER% achieves a PSNR
performance, which is better than the unswitched 9.8 MbpBREROFDM modem, but
worse than that of the unswitched 7.0 Mbps modem, at low- agdium-channel SNRs.

A comparison of the switched TVTBR AOFDM modem employing sit switching
thresholds that we have used previously is shown in Figurél{B). This figure suggests
that switching thresholds of BER = 0.1, 1, and 2% performdrsétitan the BER = 3% thresh-
old, which outperformed all of the unswitched CTBR subbaddpdive modems. The best
average PSNR performance was achieved by a switching tiiceehBER = 1%. The more
conservative BER = 0.1% switching threshold results in a&loRSNR performance, since its
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modems with switched TVTBR subband adaptive modems (using the sammbdem
modes) for switching thresholds of BER = 3, 5, and 10%. Figure (b)peoes the
switched TVTBR subband adaptive modems for switching threshold€& 80.1, 1,

2, 3,5, and 10%.
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throughput bit rate was significantly reduced. Therefdre Jtest trade-off in terms of PSNR,
throughput bit rate, and video packet-loss ratio was aeltievith a switching threshold of
about BER = 1%.

12.3.8 Summary and Conclusions

A range of AOFDM video transceivers has been proposed farstpfiexible, and low-delay
interactive videotelephony. In order to minimize the anmafrsignaling required, we divided
the OFDM subcatrriers into subbands and controlled the nadidal modes on a subband-by-
subband basis. The proposed constant target bit-rate AOFRDd&mMs provided a lower BER
than the corresponding conventional OFDM modems. Thetyfighore complex switched
TVTBR-AOFDM modems can provide a balanced video-qualitfqgrenance, across a wider
range of channel SNRs than the other schemes investigated.

12.4 Burst-by-Burst Adaptive Decision Feedback Equalised
TCM, TTCM and BICM for H.263-Assisted Wireless
Video Telephony?

12.4.1 Introduction

M-ary Coded Modulation (CM) schemes such as Trellis Coded Wéidn (TCM) [431]
and Bit-Interleaved Coded Modulation (BICM) [432,433] stitute powerful and bandwidth
efficient forward error correction schemes, which combireftinctions of coding and mod-
ulation. It was found in [432, 433] that BICM is superior to MGvhen communicating
over narrowband Rayleigh fading channels, but inferior @\MI'in Gaussian channels. In
1993, power efficient binary Turbo Convolutional Codes (BE@ere introduced in [401],
which are capable of achieving a low bit error rate at low Slgn-Noise Ratios (SNR).
However, TCCs typically operate at a fixed coding rate of 1@ they were originally de-
signed for Binary-Phase-Shift-Keying (BPSK) modulatibence they require doubling the
bandwidth. In order to lend TCCs a higher spectral efficieB¢ZM using TCCs was first
proposed in [434], where it was also referred to as Turbo @ddedulation (TUCM). As
another design alternative, Turbo Trellis Coded Moduta{ibT CM) was proposed in [435],
which has a structure similar to that of the family of TCC4, danploys TCM codes as com-
ponent codes. It was shown in [435] that TTCM performs bettan TCM and TuCM at a
comparable complexity. Many other bandwidth efficient sobg using turbo codes, such as
multilevel coding employing turbo codes [436], have beesppsed in the literature [437],
but here we focus our study on the family of TCM, BICM and TTCthemes in the context
of a wireless video telephony system.

In general, fixed-mode transceivers fail to adequately mogodate and counteract the
time varying nature of the mobile radio channel. Hence tkeior distribution becomes
bursty and this would degrade the performance of most cthandang schemes, unless long-
delay channel interleavers are invoked. However, the deasatdge of long-delay interleavers
is that owing to their increased latency they impair ‘lipishironisation’ between the voice

8Ng, Chung, Cherriman and Hanzo: CSVT
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and video signals. By contrast, in Burst-by-Burst (BbB) ptiee Quadrature Amplitude (or
Phase Shift Keying) Modulation (AQAM) schemes [410, 414 4138-447] a higher-order
modulation mode is employed, when the instantaneous dstih@annel quality is high
for the sake of increasing the number of Bits Per Symbol (BR8)smitted. Conversely, a
more robust but lower-throughput modulation mode is usdtenthe instantaneous chan-
nel quality is low, in order to improve the mean Bit Error Ra(BER) performance. Un-
coded AQAM schemes [410,411,414,439] and channel codedM®@éhemes [440-446]
have been lavishly investigated in the context of narrowbfading channels. In particu-
lar, adaptive trellis-coded-ary PSK was considered in [440] and coset codes were applied
to adaptive trellis-coded-ary QAM in [442]. However, these contributions were based
on a number of ideal assumptions, such as perfect chanriglagin and zero modulation
mode feedback delaydence, in [443], adaptive TCM using more realistic outd&teting
estimates was investigated. Recently, the performanceaytive TCM based on realistic
practical considerations such as imperfect channel estimanodem mode signalling errors
and modem mode feedback delay was evaluated in [444], wheradaptive TCM scheme
was found to be robust in most practical situations, whenmarmicating over narrowband
fading channels. In an effort to increasing the so-calletetdiversity order of the TCM
codes, adaptive BICM schemes have been proposed in [4#&jugh their employment was
still limited to communications over narrowband fading ichals.

On the other hand, for communications over wideband fadhmnoels, a BbB adap-
tive transceiver employing separate channel coding andufatidn schemes was proposed
in [448]. The main advantage of this wideband BbB adaptiVees® is that regardless of
the prevailing channel conditions, the transceiver adselways the best possible source-
signal representation quality such as video, speech, ¢do guality by automatically adjust-
ing the achievable bitrate and the associated multimedieceesignal representation quality
in order to match the channel quality experienced. Spebifighis wideband BbB adap-
tive scheme employs the adaptive video rate control andgtiaeition algorithm of [392],
which generates exactly the required number of video bitth® channel-quality-controlled
burst-by-burst adaptive transceiver, depending on thanmtsneous modem-mode-dependent
payload of the current packet, as determined by the curredem mode. Hence, a channel-
quality-dependent variable-sized video packet is tratiethin each Time Division Multiple
Access (TDMA) frame constituted by a fixed number of AQAM syisband hence the best
possible source-signal representation quality is achievea near-instantaneous basis under
given propagation conditions in order to cater for the affexf path-loss, fast-fading, slow-
fading, dispersion, co-channel interference, etc. Momieitly, a half-rate BCH block code
and a half-rate TCC were employed and the modulation modes adapted according to
the channel conditions. However, due to the fixed codingafitee system the range of the
effective video bitrates was limiteddence in this section our objective is to further de-
velop the wireless video telephone system of [448] by increiag its bandwidth efficiency
up to a factor of two upon rendering not only the modulation-mode selection, but also
the choice of the channel coding rate near instantaneouslydaptive with the advent of
the aforementioned bandwidth efficient coded modulation deemes. As a second objec-
tive, we extend this adaptive coded modulation philosophyotmultiuser scenarios in the
context of a UMTS Terrestrial Radio Access (UTRA) [160, 449] gstem.

This section is organised as follows. In Section 12.4.2 {fstesn’s architecture is out-
lined. In Section 12.4.3, the performance of various fixeatiencoded modulation schemes is
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Figure 12.42: The block diagram of the BbB adaptive coded modulation scheme.

characterised, while in Section 12.4.4 the performancdaptive coded modulation schemes
is evaluated. In Section 12.4.5 the performance of the agdapT CM based video system is
studied in the UTRA CDMA environment. Finally, we will comtle in Section 12.4.6.

12.4.2 System Overview

The simplified block diagram of the BbB adaptive coded maiilutascheme is shown in
Figure 12.42, where channel interleaving spanning onastngsion burst is used. The length
of the CM codeword is one transmission burst.

We invoke four CM encoders for our quadruple-mode adaptided modulation scheme,
each attaching one parity bit to each information symbolegated by the video encoder,
yielding a channel coding rate @2 in conjunction with the modulation modes of 4QAM,
a rate of2/3 for 8PSK,3/4 for 16QAM and5/6 for 64QAM. The complexity of the CM
schemes is compared in terms of the number of decoding statethe number of decod-
ing iterations. For a TCM or BICM code of memody, the corresponding complexity is
proportional to the number of decoding states= 2*. Since TTCM schemes invoke two
component TCM codes, a TTCM code employinggrations and using afi-state component
code exhibits a complexity proportional 2.5 or t.2M+1,

Over wideband fading channels, the employed Minimum MeawmeS#g Error (MMSE)
based Decision Feedback Equaliser (DFE) eliminates makeathannel-induced InterSym-
bol Interference (ISI). Consequently, the mean-squareat et the output of the DFE can
be calculated and used as the channel quality metric inveikeslwitching the modulation
modes. More explicitly, the residual signal deviation frire error-free transmitted phasors
at the DFE’s output reflects the instantaneous channeltgurdlthe time varying wideband
fading channel. Hence, given a certain instantaneous ehauality, the most appropriate
modulation mode can be chosen according to this residushkitgviation from the error-free
transmitted phasors at the DFE’s output. Specifically, (NR &t the output of the DFEy.,
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can be computed as [439]:

Wanted Signal Power
Residual ISI Power + Effective Noise Power
B[k nloCrabn’]
= , (12.2)
— Nsi—1 N
vy B[ S Contimtgsi—al*] + No S [Conl?

Vdfe

whereC,,, and h,,, denotes the DFE’s feed-forward coefficients and the Chaimpllse
Response (CIR), respectively. The transmitted signalpsesented by, and N, denotes
the noise spectral density. Finally, the number of DFE fedrard coefficients is denoted
by N;. The equaliser’s output SNRy., in Equation 12.2, is then compared against a set of
adaptive modem mode switching threshofgdsand subsequently the appropriate modulation
mode is selected [439].

In the adaptive transmission schemes the outdated chamaldlycestimates arriving after
a feedback delay inevitably inflict performance degradestjavhich can be mitigated using
powerful channel quality prediction techniques [450,4%1dwever, in our proposed adaptive
video system we adopted the practical approach of emplayindated, rather than perfect
channel quality estimates. Specifically, a practical modende switching regime adapted
to the specific requirements of wireless video telephonyripleyed, where a suitable mod-
ulation mode is chosen at the receiver on a BbB basis and lieis tommunicated to the
transmitter by superimposing the requested modulationeniehtifier code onto the termi-
nal’'s reverse-direction transmission burst. Hence, th@shchannel condition is outdated by
one TDMA/TDD frame duration.

At the receiver, the DFE’s symbol estimaig is passed to the channel decoder and the
log-domain branch metric is computed for the sake of maxirtikelihood decoding at time
instantk as:

_ |8 — Si‘Q -

me(s;) = BT 1={0,...,. M —1}, (12.3)
wheres; is theith legitimate symbol of theV-ary modulation scheme antt is the vari-
ance of the Additive White Gaussian Noise (AWGN). Note thatabhjaaliser outpugy, is
near-Gaussian, since the channel has been equalised [#88ther words, the DFE has
‘converted’ the dispersive Rayleigh fading channels imidAWGN-like’ channel. Hence,
the TCM and TTCM codes that have been designed for AWGN chanvitloutperform the
BICM scheme, as we will demonstrate in Figure 12.44.

The following assumptions are stipulated. Firstly, we assthat the equaliser is capable
of estimating the CIR perfectly with the aid of the equalisaming sequence hosted by the
transmission burst of Figure 12.43. Secondly, the CIR igtinvariant for the duration of a
transmission burst, but varies from burst to burst accorttinthe Doppler frequency, which
corresponds to assuming that the CIR is slowly varying.

12.4.2.1 System Parameters and Channel Model

For the sake of direct comparisons we used the same H.268 gatiec, as in [448]. Hence
we refer the interested readers to [160] for a detailed desmn of the H.263 video codec.
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Figure 12.43: Transmission burst structure of the FMAL non-spread data as spdoifiee FRAMES
proposal [405].

| Features [ Multi-rate System |
Mode 4QAM | 8PSK [ 16QAM | 64QAM
Transmission Symbols/TDMA slof 684
Bits/Symbol 2 3 4 6
Transmission bits/TDMA slot 1368 | 2052 2736 4104
Packet Rate 216.7/s
Transmission bitrate (kbit/s) 296.4 | 4446 592.8 | 889.3
Code Termination Symbols 6
Data Symbols/TDMA slot 678
Coding Rate 1/2 2/3 3/4 5/6
Information Bits/Symbol 1 2 3 5
Unprotected bits/TDMA slot 678 1356 2034 3390
Unprotected bitrate (kbit/s) 146.9 | 293.8 | 440.7 734.6
Video packet CRC (bits) 16
Feedback protection (bits) 9
Video packet header (bits) 11 12 12 13
Video bits/packet 642 1319 1997 3352
Effective Video-rate (kbit/s) 139.1 | 285.8| 432.7 726.3
Video framerate (Hz) 30

Table 12.9: Operational-mode specific transceiver parameters for TTCM.

The transmitted bitrate of all four modes of operation isvaiin Table 12.9 for the TTCM
coding scheme. The associated bitrates are similar forttier coded modulation schemes.
The slight difference is caused by using different numbérode termination symbols. The
unprotected bitrate before channel coding is also showmenable. The actual useful bitrate
available for video encoding is slightly lower, than the totpcted bitrate due to the useful
bitrate reduction required by the transmission of the gfipprotected packet acknowledge-
ment information and packetisation overhead informatitime effective video bitrate is also
shown in the table, which varies from 139 to 726 kbit/s. Weehawestigated the video
system concerned using a wide range of video sequenceghdifferent resolutions. How-
ever for conciseness we will only show results for the Comimdermediate Format (CIF)
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| Parameter Value |
Carrier Frequency 1.9GHz
Vehicular Speed 30mph
Doppler frequency 85Hz
Normalised Doppler frequenc 3.3x107°
Channel type COST 207 Typical Urban [407]
Number of paths in channel 4
Data modulation Adaptive Coded Modulation
(4-QAM, 8-PSK, 16-QAM, 64-QAM)
Decision Feedback Equaliser
Receiver type Number of Forward Filter Taps = 35
Number of Backward Filter Taps =7

Table 12.10:Modulation and channel parameters.

| Features [ Value |
Multiple access TDMA
No. of Slots/Frame 16
TDMA frame length 4.615ms
TDMA slot length 288us
Data Symbols/TDMA slot 684
User Data Symbol Rate (kBd) 148.2
System Data Symbol Rate (MBd 2.37
Symbols/TDMA slot 750
User Symbol Rate (kBd) 162.5
System Symbol Rate (MBd) 2.6
System Bandwidth (MHz) 3.9
Eff. User Bandwidth (kHz) 244

Table 12.11:Generic system features of the reconfigurable multi-mode video trigagcasing the
non-spread data burst mode of the FRAMES proposal [405] shoWigure 12.43.

resolution (352x288 pixels) ‘Salesman’ sequence at 30dsaper second.

Table 12.10 shows the modulation and channel parameterkweap Again, similar
to [448], the COST 207 [407] channel models, which are widedgd in the community,
were employed. Specifically, a 4-path Typical Urban COST &0&nnel [407] was used.
The multi-path channel model is characterised by its dism@éd symbol-spaced CIR, where
each path is faded independently according to a Rayleighlditon. The non-spread data
transmission burst structure FMAL specified in the FRAMESpsal [405] was used, which
is shown in Figure 12.43. Nyquist signalling was employed te remaining system param-
eters are shown in Table 12.11.

A component TCM having a code memory &f = 3 was used for the TTCM scheme.
The number of iterations for TTCM was fixed to= 4 and hence the iterative scheme
exhibited a similar decoding complexity to that of the TCMing a code memory/ = 6
in terms of the number of coding states. The fixed-mode CMrelsethat we invoked in
our BbB AQAM schemes are Ungdibk's TCM [85, 431], Robertson’s TTCM [85, 435]
and Zehavi's BICM [85, 432]. Soft decision trellis decodiuijising the Log-Maximum A
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Posteriori algorithm [452] was invoked for decoding.

Note that the parameters of the DFE employed, which are tine s& that of [448], as
well as that of the Joint Detection (JD) receiver in Sectigrl15 were adjusted such that they
achieve their best attainable performance in terms of ramyahe effect of channel induced
multipath interference as well as the multiuser interfeegmespectively. Hence, opting for
a more complex DFE or JD design would not improve the ovedilevable performance.
Furthermore, since the video quality expressed in term$i@fiuminance Peak Signal to
Noise Ratio (PSNR) is a direct function of the system’s dffecthroughput, we will use
the PSNR value as the ultimate evaluation metric of the systperformance. Since the
same video system and channel model are employed, the catyléference between the
various CM-assisted video schemes is directly dependetiteodecoding complexity of the
CM schemes. Hence, the complexity of the proposed vide@sy® estimated in terms of
the number of trellis states of the CM decoders.

12.4.3 Employing Fixed Modulation Modes

Initial simulations of the videophone transceiver werdqrened with the transceiver config-
ured in one of the four fixed modulation modes of Table 12.9.céf@mence by comparing
the performance of TTCM in conjunction with a code memory\6f= 3 and usingt = 4
iterations, to that of non-iterative TCM along with a codemuoey of M = 6, since the
associated computational complexity is similar. We theso @ompare these results to that
of TCM using a code memory aff = 3 and to BICM employing a code memofy = 3.
Again, one video packet is transmitted in each TDMA framethedeceiver checks, whether
the received packet has any bit-errors using the assod@atelcc Redundancy Check (CRC).
If the received packet has been corrupted, a negative adkdgement flag is transmitted to
the video encoder in order to prevent it from using the pajlgttransmitted for updating the
encoder’s reconstruction frame buffer. This allows theewi@ncoder’'s and decoder’s recon-
struction frame buffer to use the same contents for motiompemsation. This acknowledge-
ment message is strongly protected using repetition catgs@perimposed on the reverse
link transmission. In these investigations a transmisB@mme error resulted in a video packet
error. We shall characterise the relative frequency ofalpEcket corruption events by the
Packet Loss Ratio (PLR). The PLR of the CM schemes is showigiur& 12.44. We empha-
sise again that the video packets are either error-freesoadied. Hence the PLR is a more
meaningful modem performance metric in this scenario, tharBER.

From Figure 12.44, itis found that the BICM scheme has thest\®iR performance and
the TCM6 scheme using a code memadry= 6 has a significant PLR performance advan-
tage over the TCM3 scheme employing a code memoty/of 3. Furthermore, the TTCM
scheme provides the best PLR performance, requiring amzippately 2.5 dBs lower chan-
nel SNR than the BICM scheme. This is because turbo decodithg @ TCM scheme is very
effective in reducing the number of bit errors to zero in b# teceived packets exhibiting a
moderate or low humber of bit errors before channel decodygontrast, the gravely error-
infected received packets are simply dropped and the qunekng video frame segment is
replaced by the same segment of the previous frame. Therpence of BICM is worse,
than that of TCM due to the associated limited channel ieéetihg depth [432, 433] of the
BICM scheme in our slow-fading wideband channels.

Figure 12.45 shows the error-free decoded video qualitgsmed in terms of the PSNR
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Figure 12.44:Packet loss ratio versus channel SNR for the four fixed modem madewy the four
joint coding/modulation schemes considered, namely BICM, TCM3, T@GMETTCM
when communicating over the COST 207 channel [407].

versus time for the CIF-resolution “Salesman” sequenceéah of the four fixed mod-
ulation modes using the TTCM scheme. The figure demonstti@éeshe higher order mod-
ulation modes, which have a higher associated bitrate geoxibetter video quality. How-
ever, in an error-impaired situation a high error-free PRMBSs not always guarantee achiev-
ing a better subjective video quality. In order to reducedbtzimental effects of channel-
induced errors on the video quality, we refrain from decgdbre error-infested video packets
and hence avoid error propagation through the reconsttwitieo frame buffer [392, 448].
Instead, these originally high-bitrate and high-qualityt krror-infested video packets are
dropped and hence the reconstructed video frame buffemailbe updated, until the next
packet replenishing the specific video frame area arrivesa Aesult, the associated video
performance degradation becomes fairly minor for PLR \&loelow 5% [448], which is
significantly lower than in case of replenishing the coroegpng video frame area with the
error-infested video packet.

12.4.4 Employing Adaptive Modulation

The BbB AQAM mode switching mechanism is characterised bgtatswitching thresh-
olds, by the corresponding random TTCM symbol-interlesnaard the component codes, as
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Figure 12.45:PSNR (video quality) versus time for the four fixed modulation modeseuedor-free
channel conditions using the CIF resolution “Salesman” video sequer@ frame/s.
TTCM scheme using a code memory/df = 3 andt = 4 iterations was employed.

follows:

4QAM, Iy = I, Ry =1/2 ifypre < fi
SPSK,11=215,R1 =2/3 Iffl <'7DFE§f2
16QAM, I, = 31,, Ry =3/4 iffg <vpre < f3
64QAM, I3 = 51,,R3 =5/6 ifypre > f3,

Modulation Mode= (12.4)

where f,,,n = 1...3 are the AQAM switching thresholds, which were set accordmthe
target PLR requirements, while = 684 is the number of data symbols in a transmission
burst andl,, represents the random TTCM symbol-interleaver size esprem terms of the
number of bits, which is not used for the TCM and BICM schemes.

The video encoder/decoder pair discards all corruptedvidekets in an effort to avoid
error propagation effects in the video decoder. Therefothis section the AQAM switching
thresholdsf,, were chosen using an experimental procedure in order totanaithe required
target PLR, rather than the BER. More specifically, we defmeét of “normal” thresholds
for each adaptive coded modulation scheme depending arfitteed modem mode’s perfor-
mance in terms of PLR versus average equaliser SNR. Exylitie “normal” threshold was
set to maintain a PLR around 3%. We also defined a “consee’ativeshold, for a PLR
around 0.5%, and an “aggressive” threshold, for a PLR ar@®8d for the adaptive TTCM
scheme. These modem mode switching thresholds are listebia 12.12.

The probability of each of the modulation modes versus ceb8NR is shown in Fig-
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Thresholds (dB)
No. | Scheme| M | Type hl R 1 5
1. TTCM 3 N 13.07 | 17.48 | 24.77
2. TTCM 3 C 16.00 | 20.00 | 27.25
3. TTCM 3 A 10.05 | 12.92 | 20.67
4. TCM 3 N 14.48 | 18.86 | 26.24
5. TCM 6 N 13.98 | 17.59 | 25.37
6. BICM 3 N 15.29 | 18.88 | 26.49

Table 12.12: Switching thresholds according to Equation 12.4 at the output of the eguiatguired for
each modulation mode of the BbB adaptive modem. The threshold typésamal (N),
Conservative (C) and Aggressive (A) denotes the code memory of the encoder.

ure 12.46 for the BbB adaptive TTCM scheme using the “norreaitching thresholds. The
graph shows that the 4QAM mode is the most probable one athamrel SNRs, and the
64QAM mode is predominant at high channel SNRs. In addifimnexample at 20 dB, the
4QAM mode is being used about 8% of the time and 64QAM only 1#etime, since most
of the time the AQAM modem is operating in its 8PSK or 16QAM raadth an associated
probability of 40% and 51%, respectively.

12.4.4.1 Performance of TTCM AQAM

In this section we compare the performance of the four fixedutadion modes with that
of the quadruple-mode TTCM AQAM scheme using the “normalitsking thresholds of
Table 12.12. The code memorylig = 3 and the number of turbo iterationstis- 4.

Specifically, in Figure 12.47 we compare the PLR performaritke four fixed modula-
tion modes with that of the quadruple-mode TTCM AQAM arramgeat using the “normal”
switching thresholds. The figure shows that the performanbé@v channel SNRs is similar
to that of the fixed TTCM 4QAM mode, while at high channel SNRs performance is
similar to that of the fixed 64QAM mode. At medium SNR values BLR performance is
near-constant, ranging froh¥ to 5%. More explicitly, the TTCM AQAM modem maintains
this near-constant PLR, which is higher than that of the f&k@&M modem, while achiev-
ing a higher throughput bitrate, than the 2 bit/symbol rdt¢@AM. Since our BbB AQAM
videophone system’s video performance is closely relatethé PLR, the TTCM AQAM
scheme provides a near-constant video performance acrsteaange of channel SNRs.
Additionally, the BbB TTCM AQAM modem allows the throughphitrate to increase, as the
channel SNR increases, thereby supporting an improvea \qdality, as the channel SNR
improves, which is explicitly shown in Figure 12.48.

The effective throughput bitrate of the fixed-mode modenapslrapidly due to the in-
creased PLR, which is a consequence of discarding the ‘pdylaf the corrupted video
packets, as the channel SNR reduces. The TTCM AQAM throughifnate matches that
achieved by the fixed modem modes at both low and high chamMtirESAt a channel SNR
of 25 dB the fixed-mode 64QAM modem achieves an approximatéGkbps throughput,
while the TTCM AQAM modem transmits at approximately 500&kbplowever, by referring
to Figure 6 it can be seen that the 700kbps video throughpaiteiis achieved by 64QAM
at a concomitant PLR of slightly over 5%, while the AQAM modemperiences a reduced
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Figure 12.46: PDF of the various active mode versus channel SNR for the quaeimgpdie BbB adap-
tive TTCM scheme using the “normal” thresholds employing a code mgofak/ = 3
andt = 4 iterations when communicating over the COST 207 channel [407].

PLR of 2%. As mentioned earlier, the associated video pesdioce degradation becomes
noticeable at a PLR in excess of 5%. Hence, the fixed-mode 84@wdem results in a
subjectively inferior video quality in comparison to the G AQAM scheme at a channel
SNR of 25 dB. The video quality expressed in terms of the @&RSNR is closely related
to the effective video throughput bitrate. Hence the tremlolserved in terms of PSNR in
Figure 12.49 are similar to those seen in Figure 12.48.

Note that the channel-quality related AQAM mode feedbaakuitslated by one TDMA
transmission burst of 4.615 ms for the sake of providingisgalresults. As shown in [448],
in the idealistic zero-delay-feedback AQAM scheme, thelltaat PSNR curve follows the
envelope of the fixed-mode schemes. However, a suboptimudulatton modes may be
chosen due to the one-frame-feedback delay, which maytiafiimcreased video packet loss.
Since the effective throughput is quantified in terms of therage bitrate provided by all the
successful transmitted video packets but excluding ttenenus and hence dropped packets,
the throughput and hence the PSNR of the realistic AQAM sehesing outdated channel
quality estimates is lower than that of the ideal AQAM scherRarthermore, the AQAM
system’s effective throughput is slightly reduced by aliig some of the useful payload
to the AQAM mode signalling information, which is protectiey strong repetition coding.
Therefore, the throughput or PSNR curve of the AQAM schemoéted in Figure 12.48 or
Figure 12.49 does not strictly follow the throughput or PSalvelope of the fixed-mode
schemes. However, at lower vehicular speeds the switchitegdy is less crucial and the



12.4. HSDPA-STYLE ADAPTIVE TCM, TTCM AND BICM FOR H.263 VIDEO TEL EPHONY 475

100 Iy 1 Pl -3pcet-vs-fixed g|
TTCM (M=3, t=4)
5 Frames non-spread
2
8
-oc—Ul 10-1 L
o
» 5 [ 5% PLR
(7]
o
-
E 2
%
@ 10-2 L 1% PLR|
(ol
O — 64QAM
5 A —— 16QAM
O —— 8PSK
O —— 4QAM
2 8 —— AQAM
-3 . . . . .
10
0 5 10 15 20 25 30

Channel SNR (dB)

Figure 12.47:Packet loss ratio versus channel SNR for the four fixed TTCM modesfar the
guadruple-mode AQAM scheme using the “normal” thresholds of Tabl&2l employ-
ing a code memory af/ = 3 andt¢ = 4 iterations when communicating over the COST
207 channel [407].

practical one-frame delay AQAM can achieve a performanatishcloser to that of the ideal
zero-delay AQAM.

Figure 12.49 portrays that the AQAM modem’s video perforogadegrades gracefully,
as the channel SNR degrades, while the fixed-mode modemesd yidrformance degrades
more rapidly, when the channel SNR becomes insufficientHerreliable operation of the
specific modem mode concerned. As we have shown in Figur®1thd higher-order mod-
ulation modes, which have a higher associated bitrate gecvihigher PSNR in an error-free
scenario. However, in the presence of channel errors, thengt-induced PSNR drops and
the associated perceptual video quality degradationssetpby transmission errors are more
dramatic when higher-order modulation modes are employiterefore, annoying video
artefacts and a low subjective video perception will be olesg when employing higher-
order modulation modes such as 64QAM during instances otlmnnel qualityHowever,
these subjective video quality degradations and the aategtiartefacts are eliminated by
the advocated AQAM/TTCM regime, because it operates adetysaet’ mechanism, which
drops the instantaneous AQAM/TTCM throughput in an effoeoid the dramatic PSNR
degradations of the fixed modes during instances of low aklanrality, instead of dropping
the entire received packet.
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Figure 12.48: Throughput video bitrate versus channel SNR for the four fixedesaahd for the
guadruple-mode TTCM AQAM scheme using the “normal” thresholdsatfi§ 12.12,
employing a code memory dff = 3 andt = 4 iterations when communicating over
the COST 207 channel [407].

12.4.4.2 Performance of AQAM Using TTCM, TCC, TCM and BICM

Let us now compare the video performance of the TTCM-aidedM@ideo system to that
of the TCC-assisted AQAM video system of [448]. The loweftimation throughput of the
TTCM AQAM scheme was 1 BPS in the 4QAM mode here, while thahef TCC AQAM
scheme of [448] was 0.5 BPS in the BPSK mode. Furthermorehitteest information
throughput of the TTCM AQAM scheme was 5 BPS in the 64QAM moeke=hwhile that of
the TCC AQAM scheme of [448] was 3 BPS on the 64QAM mode. Heneean see from
Figure 12.48 that TTCM has a video bitrate of about 100 kbit/SNR =5 dB and 726 kbit/s
at SNR = 35 dB. By contrast, the TCC in Figure 12 of [448] hag/@Video throughput
of 50 kbit/s at SNR = 5 dB and 409 kbit/s at SNR = 35 dB. Hence wg ommclude that
at the symbol-rate considered the TTCM scheme has sulataricreased the achievable
effective video bitrate of the TCC scheme having an idehtgmbol-rate and characterised
in [448]. This increased effective video bitrate allows TRECM scheme to transmit CIF
video frames which are four times larger than the QCIF vidames transmitted by the TCC
scheme of [448].

Let us now compare the video performance of the TTCM-aidedkQideo system to
that of the TCM- and BICM-assisted AQAM video system. As itsvglown in Figure 12.44,
the TTCM scheme achieved the best PLR performance in a fixeldilaibion scenario. There-
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Figure 12.49: Average PSNR versus channel SNR for the four fixed TTCM modes fan the
guadruple-mode TTCM AQAM scheme, using the “normal” thresholdBafile 12.12,
and the CIF “Salesman” video sequence at 30 frame/s. A code meshddy= 3 and
t = 4 iterations were invoked when communicating over the COST 207 cha4big]. [

fore — according to Table 12.12 — the AQAM switching threslsadf the TTCM scheme can
then be set lower, while still achieving the required PLRf@@nance. The lower thresholds
imply that higher-order modulation modes can be used atlaaennel SNRs, and hence a
higher video transmission bitrate is achieved with resfretite other joint coding and mod-
ulation schemes. The PSNR video quality is closely relatetthe video bitrate. As shown
in Figure 12.50, the TTCM-based AQAM modem exhibits the bigtHPSNR video quality
followed by the TCM6 scheme having a code memorybt= 6, the TCM3 scheme having
a code memory oM = 3, and finally, the BICM scheme having a code memorybf= 3.

As seen in Figure 12.50, the PSNR video performance diftererfi the BICM scheme
compared to that of the TTCM scheme is only about 2 dBs, siheevideo quality im-
provement of TTCM is limited by the moderate turbo interkeraength of our BbB AQAM
scheme. Therefore, the low complexity TCM3 scheme provitlesbest compromise in
terms of the PSNR video performance and decoding comp]estitge the BICM and TCM3
schemes are of similar complexity, but the TCM3 scheme déshalbetter video performance.

12.4.4.3 The Effect of Various AQAM Thresholds

In the previous sections we have studied the performanceQAM using the switching
thresholds of the “normal” scenario. By contrast, in thistieam we will study the perfor-
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Figure 12.50: Average PSNR versus channel SNR for the quadruple-mode AQANEms using the
four joint coding/modulation schemes considered, namely BICM, TCM3M6, TTCM
when communicating over the COST 207 channel [407].

mance of the TTCM-aided AQAM scheme using the switchinggheotds of the “conserva-
tive”, “normal” and “aggressive” scenarios, which were idwerised earlier in Table 12.12.
Again, the “conservative”, “normal” and “aggressive” thhelds sets result in a target PLR
of 0.5%, 3% and 20%, respectively.

The three sets of thresholds allowed us to demonstrate, hewpérformance of the
AQAM modem was affected, when the modem used the radio charore ‘aggressively’ or
more ‘conservatively’. This translated in a more and lesgqdient employment of the higher-
throughput, but more error-prone AQAM modes, respectivelyplicitly, the more aggres-
sive switching thresholds provide a higher effective tigtgput at a cost of a higher PLR. The
PSNR versus channel SNR performance of the three AQAM moaeétahsng thresholds is
depicted in Figure 12.51, where it is shown that the avers&gjdRPof the AQAM modem
employing “aggressive” and “normal” switching threshoisisbout 4 and 2 dBs better than
that employing “conservative” switching thresholds, msjvely, for channel SNRs ranging
from 12 to 30 dB. However, in perceptual video quality terims best compromise was as-
sociated with the “normal” switching threshold set. Thisswhecause the excessive PLR
of the “aggressive” set inflicted noticeable channel-iretligideo degradations, despite the
favourable video quality of the unimpaired high-throughyideo packets.
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Figure 12.51: Average PSNR video quality versus channel SNR for the quadrupteeni@CM
AQAM scheme using the three different sets of switching thresholds Traite 12.12.
TTCM scheme using a code 8f = 3 andt = 4 iterations was used when communi-

cating over the COST 207 channel [407].

2/3 ms, 2560 chips, 240 data symbols

120 data symbols | Midamble 120 data symbols Guard
960 chips 544 chips 960 chips 96 chips

Figure 12.52: A modified UTRA Burst 1 [160] with a spreading factor of 8. The origibdIRA burst

has 244 data symbols.
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Figure 12.53: PLR and video bitrate versus channel SNR for the four fixed TTCM maahel for the
quadruple-mode TTCM AQAM CDMA scheme supporting two and founsigeans-
mitting the QCIF video sequence at 30 frame/s, when communicating cv&JTRA
vehicular channel A [449].

12.45 TTCM AQAM in CDMA system

We have demonstrated that the adaptive video system aidéd G performs better than
that aided by TCC [448], TCM and BICM in a single user scenaide will now study
the performance of the most promising TTCM AQAM scheme indbetext of Direct Se-
guence Code Division Multiple Access (DS-CDMA), when conmicating over the UTRA
wideband vehicular Rayleigh fading channels [449] and sty multiple user

In order to mitigate the effects of Multiple Access Intediace (MAI) and ISI, while at
the same time improving the system’s performance by bengfitom the multipath diversity
effects of the channels, we employ the MMSE-based Block $letiFeedback Equaliser
(MMSE-BDFE) for Joint Detection (JD) [202] in our system. élmultiuser JD-MMSE-
BDFE receivers are derivatives of the single-user MMSE-[ER, 438], where the MAI is
equalised as if it was another source of ISI. The interestaders are referred to [202, 438]
for a detailed description of the JD-MMSE-BDFE scheme.

In joint detection systems the Signal to Interference plussdl Ratio (SINR) of each
user recorded at the output of the JD-MMSE-BDFE can be catledlby using the channel

9The significance of this research is that although independte adaptive coding and modulation was stan-
dardised for employment in the 3G High Speed Data Packet Acceanode, this was only proposed for high-
latency data transmission. By contrast, here we employ joinadaptive CM in a low-latency, real-time video
context.
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Figure 12.54: Average PSNR versus channel SNR for the four fixed TTCM modes fan the
quadruple-mode TTCM AQAM CDMA scheme supporting two and foursisens-

mitting the QCIF video sequence at 30 frame/s, when communicating cv&JTRA
vehicular channel A [449].

estimates and the spreading sequences of all the userss@yiag that the transmitted data
symbols and the noise samples are uncorrelated, the expresed for calculating the SINR
v, of then-th symbol transmitted by thie-th user was given by Kleigt al. [453] as:

Wanted Signal Power

79U) = Res. MATand ISI Power + Eff, Noise Power

= ¢!D]?, -1, for j=n+N(k-1), (12.5)

where SINR is the ratio of the wanted signal power to the teditMAl and ISI power plus
the effective noise power. The number of users in the systdthand each user transmité
symbols per transmission burst. The maiixs a diagonal matrix that is obtained with the
aid of the Cholesky decomposition [454] of the matrix usedliftear MMSE equalisation
of the CDMA system [202,453]. The notat@]fD} represents the element in thi¢h row
andj-th column of the matriXD and the valugy; |s the amplitude of thg-th symbol. The
AQAM mode switching mechanism used for the JD-MMSE-BDFE sénk is the same as
that of Equation 12.4, whergp g of userk was used as the modulation switching metric,
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which can be computed from:

N
vore(k) = %Z%(j), j=n+N(k-1). (12.6)
n=1

Again, the log-domain branch metric is computed for the C8llis decoding scheme using
the MMSE-BDFE’s symbol estimate by invoking Equation 12.3.

The UTRA channel model and system parameters of the AQAM CDddAeme are
outlined as follows. Table 12.13 shows the modulation arahobkl parameters employed.
The multi-path channel model is characterised by its disze chip-spaced UTRA vehicular
channel A [449]. The transmission burst structure of theiffetlUTRA Burst 1 [160] using
a spreading factor of eight is shown in Figure 12.52. The remalh data symbols per JD
block is 20, hence the original UTRA Burst 1 was modified tothedurst of 240 data
symbols, which is a multiple of 20.

The remaining system parameters are shown in Table 12.tgwtere are 15 time slots
in one UTRA frame and we assign one slot for one group of CDM&rsisMore specifically,
each CDMA user group employed a similar system configuratioh communicated with
the base station employing another one of the 15 differer slots.

| Parameter \ Value |
Carrier Frequency 1.9GHz
Vehicular Speed 30mph
Doppler frequency 85Hz
System Baud rate 3.84 MBd
Normalised Doppler frequenc 85/(3.84 x 10%)=2.21 x 109
Channel type UMTS Vehicular Channel A [449]
Number of paths in channel 6
Data modulation Adaptive Coded Modulation
(4QAM, 8PSK, 16QAM, 64QAM)
Receiver type JD-MMSE-BDFE
No. of symbols per JD block 20

Table 12.13:Modulation and channel parameters for CDMA system.

In general, the total number of users supportable by thenkifiDMA system can be
increased by using a higher spreading factor at the cost eflaced throughput, since the
system’s chip rate was fixed at 3:840° chip/s, as shown in Table 12.13. Another option
for increasing the number of users supported is by assigniomg uplink time slots for new
groups of users. In our study, we investigate the proposstisyusing one time slot only.
Hence the data symbol rate per slot per user is 24 kBd for adjmg factor of eight. Finally,
Table 12.15 shows the operational-mode specific videodeaver parameters for the TTCM
AQAM video system, where the effective video bitrate of easér is ranging from 19.8 kbit/s
to 113.8 kbit/s. Since the video bitrate is relatively lovaasnsequence of CDMA spreading,
we transmitted 176x144-pixel QCIF resolution video segesrat 30 frames/s based on the
H.263 video codec [160].
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| Features [ Value |
Multiple access CDMA, TDD
No. of Slots/Frame 15
Spreading factor 8
Frame length 10ms
Slot length 2/3ms
Data Symbols/Slot/User 240
No. of Slot/User group 1
User Data Symbol Rate (kBd) 240/10=24
System Data Symbol Rate (kBd 24x15 = 360
Chips/Slot 2560
Chips/Frame 2560x15=38400
User Chip Rate (kBd) 2560/10 = 256
System Chip Rate (MBd) 38.4/10=3.84
System Bandwidth (MHz) 3.84x3/2=5.76
Eff. User Bandwidth (kHz) 5760/15 = 384

Table 12.14:Generic system features of the reconfigurable multi-mode video tiaascasing the
spread data burst 1 of UTRA [160, 449] shown in Figure 12.52.

| Features [ Multi-rate System |
Mode 4QAM | 8PSK [ 16QAM | 64QAM
Transmission Symbols 240
Bits/Symbol 2 3 4 6
Transmission bits 480 720 960 1440
Packet Rate 100/s
Transmission bitrate (kbit/s) 48 | 72 | 96 | 144
Code Termination Symbols 6
Data Symbols 234
Coding Rate 1/2 2/3 3/4 5/6
Information Bits/Symbol 1 2 3 5
Unprotected bits 234 468 708 1170
Unprotected bitrate (kbit/s) || 23.4 46.8 70.8 117.0
Video packet CRC (bits) 16
Feedback protection (bits) 9
Video packet header (bits) 11 12 12 13
Video bits/packet 198 431 671 1138
Effective Video-rate (kbit/s)|| 19.8 43.1 67.1 113.8
Video framerate (Hz) 30

Table 12.15:Operational-mode specific transceiver parameters for TTCM in CDiAesn.
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12.45.1 Performance of TTCM AQAM in CDMA system

The PLR and video bitrate performance of the TTCM AQAM CDMAeme designed for
a target PLR 06% and for supportingX’ = 2 and4 users is shown in Figure 12.53. The
PLR was below the target value 6% and the video bitrate improved, as the channel SNR
increased. Since we employed switching thresholds whieltanstant over the SNR range,
in the region of SNR=10 dB the PLR followed the trend of 4QAMmarly, for SNRs
betweenl7 and 20 dB the PLR-trend of 16QAM was predominantly obeyedbolin of these
SNR regions a significantly lower PLR was achieved than tigetasalue. We note, however
that it is possible to increase the PLR to the value of thestdP§ R, in this SNR region for the
sake of attaining extra throughput gains by employing a tetitching thresholds, where
the thresholds are varied as a function of the SNR [455],Histdesign option was set aside
for further research.

From Figure 12.53 we also notice that the performance éiffee between thE = 2 and
4 user scenarios is only marginal with the advent of the pawdi-MMSE-BDFE scheme.
Specifically, there was only about one dB SNR penalty, whemtimber of users increased
from two to four for the 4QAM and 64QAM modes at both low andthBNRs, respectively.
The PLR of the system supportirlg = 4 users was still below the target PLR, when the
switching thresholds derived fd¥ = 2 users were employed. In terms of the video bitrate
performance, the SNR penalty is less than one dB, when théauaof users supported is
increased fromK = 2 to 4 users. Note that the delay spread of the chip-spaced UTRA
vehicular channel A [449] i8.51 us corresponding t@.51 x 3.84 ~ 10 chip duration for
the 3.84 MBd Baud rate of our system, as seen in Table 12.18cdHéhe delay spread is
longer than the spreading code length £ 8 chips) used in our system and therefore the
resultant ISI in the system is significantly higher, thart tifahe system employing a higher
spreading factor, such @ > 10 chips. These findings illustrated the efficiency of the JD-
MMSE-BDFE scheme in combating the high ISI and MAI of the eyst More importantly,
the employment of the JD-MMSE-BDFE scheme in our systenwaitbus to generalise our
results recorded for th& = 2 users scenario to that of a higher number of users, since the
performance penalty associated with supporting more wgasfound marginal.

Let us also investigate the effect of mode signalling delaytlee performance of the
TTCM AQAM CDMA scheme in Figure 12.53. The performance ofiteal scheme, where
the channel quality estimation is perfect without any sligmgdelay is compared to that of
the proposed practical scheme, where the channel quatitpag®n is imperfect and out-
dated by the delay of one frame durationl6f.s. For a target PLR 05%, the ideal scheme
exhibited a higher video bitrate than the practical schevi@e specifically, at a target PLR
of 5%, about 2.5 dB SNR gain is achieved by the ideal scheme in the &gion span-
ning from 8 dB to 27 dB. A channel quality signalling delay ofeoframe duration certainly
represents the worst case scenario. In general, the shbetesignalling delay the better
the performance of the adaptive system. Hence the perfaenaitthe zero-delay and one-
frame delay schemes represent the lower-bound and uppediperformance, respectively,
for practical adaptive systems, although employing thenobkquality prediction schemes
of [450, 451] would allow us to approximate the perfect chemstimation scenario.

Let us now evaluate the PSNR performance of the proposedigaga€ TCM AQAM
CDMA scheme. For maintaining a target PLR of 5% in conjurrctidth an adaptive mode
signalling delay of one UTRA frame length of 1:0s, the average PSNR versus channel SNR
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performance of the quadruple-mode TTCM AQAM CDMA scheméhisvgn in Figure 12.54
together with that of the four fixed TTCM modes. As shown inUfgy12.54, the video per-
formance of the TTCM AQAM CDMA scheme supportitif) = 4 users degrades gracefully
from the average PSNR of 41.5 dB to 34.2 dB, as the channel SfdRades from 30 dB to
5 dB. Hence, an attractive subjective video performancebeaabtained in the UTRA en-
vironment. Again, the PSNR performance difference betwber = 2 and4 scenario is
only marginal with the advent of the powerful JD-MMSE-BDFReheme invoked [202].

12.4.6 Conclusions

In this section various BbB AQAM TCM, TTCM and BICM based vidgansceivers have
been studied. The near-instantaneously adaptive traresdsicapable of operating in four
different modulation modes, namely 4QAM, 8PSK, 16QAM an®84M.

The advantage of using CM schemes in our near-instantalyesmesptive transceivers is
that when invoking higher-order modulation modes in casenebuntering a higher channel
quality, the coding rate approaches unity. This allows us&intain as high a throughput as
possible. We found that the TTCM scheme provided the besatwedeo performance due
to its superior PLR performance. However, the lower coniptédCM3 assisted scheme pro-
vides the best compromise in terms of the PSNR performarnte@nplexity in comparison
to the TTCM, TCM6 and BICM assisted schemes.

The BbB AQAM modem guaranteed the same video performanceeatowvest- and
highest-order fixed-mode modulation schemes at extreroelyahd high channel SNRs with
a minimal latency. Furthermore, in between these extremi@sINe effective video bitrate
smoothly increased, as the channel SNR increased, whilstai@ng a near-constant PLR.
By controlling the AQAM switching thresholds a near-comstBLR can be maintained. We
have also compared the performance of the proposed TTCM AQéi¢me to that of the
TCC AQAM arrangement characterised in [448] under similanditions and the TTCM
scheme was found to be more advantageous than the TCC sch@td&]an the context of
the adaptive H.263 video system. The best TTCM AQAM arraragy@nwas also studied in
the context of a DS-CDMA system by utilising a JD-MMSE-BDFgheme and promising
results were obtained when communicating in the UTRA emwitent. It was also appar-
ent from this study that, as long as the DFE or the JD-MMSE-BBEheme is capable of
transforming the wideband Rayleigh fading channel’s estatistics into ‘AWGN-like’ er-
ror statistics, the performance trends of the CM schemesreéd in AWGN channels will
be preserved in the wideband Rayleigh fading channels. if8iadly, the TTCM assisted
scheme, which is the best performer when communicating AVWGN channels, is also
the best performer when communicating over the widebandeRgyfading channels, when
compared to the schemes assisted by TCC, TCM and BICM. Heiscghiown that by adapt-
ing the video rate, channel coding rate and the modulatiodentogether according to the
channel quality, the best possible source-signal reptasen quality is achieved efficiently
in terms of bandwidth and power, on a near-instantaneous.bas

Our future research is focused on employing a similar BbB AQphilosophy in the
context of CDMA systems in conjunction with low density prrcheck coded modulation
and the MPEG4 video codec.
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12.5 Turbo-Detected MPEG-4 Video Using
Multi-Level Coding, TCM and STTC 1°

12.5.1 Motivation and Background

Trellis Coded Modulation (TCM) [85, 431] constitutes a baudth-efficient joint channel
coding and modulation scheme, which was originally desigioe transmission over Addi-
tive White Gaussian Noise (AWGN) channels. By contrast, Biedleaved Coded Modula-
tion (BICM) [432] employing parallel bit-based interleagavas designed for communicat-
ing over uncorrelated Rayleigh fading channels. Therefo@M outperforms BICM, when
communicating over AWGN channels since TCM exhibits a higheclidean distance. By
contrast, the opposite is true, when communicating oveouatated Rayleigh fading chan-
nels, since BICM exhibits a higher Hamming distance. Spigee Trellis Coding (STTC)
schemes [456,457], which employ multiple transmit andikecantennas are capable of pro-
viding both spatial diversity gain and coding gain. Notet thhhen the spatial diversity order
is sufficiently high, the channel’'s Rayleigh fading env&aptransformed to a Gaussian-like
near-constant envelope. Hence, the benefits of a TCM schesigngd for AWGN chan-
nels will be efficiently exploited, when TCM is concatenateith STTC in comparison to
BICM [458].

Multi-Level Coding (MLC) schemes [459] have been widelyidasd for providing un-
equal error protection capabilities [460]. In this sectiare design a twin-class unequal
protection MLC scheme by employing two different code-nat@ximal minimum distance
Non-Systematic Convolutional codes (NSCs) [316, p. 331Recursive Systematic Con-
volutional codes (RSCs) [85, 431] as the constituent coddere specifically, a stronger
NSC/RSC is used for protecting the more sensitive videq hitéle a weaker NSC/RSC is
employed for protecting the less sensitive video bits. Nb& TCM employs a Set Parti-
tioning (SP) based bit mapper [431], where the signal sqtlisiato a number of subsets,
such that the minimum Euclidean distance of the signal paimthe new subset is increased
at every partitioning step. Hence, the NSC/RSC encodednbiish are based on the more
sensitive video bits are also mapped to the constellatibsets having the highest minimum
Euclidean distance for the sake of further enhanced piotecthe TCM and STTC encoders
may be viewed as a ‘coded mapper’ for the unequal protecte@ ktiheme.

The MPEG-4 standard [24, 461] offers a framework for a whatgge of multimedia ap-
plications, such as tele-shopping, interactive TV, Intégames or iterative mobile video tele-
phony. The novel contribution of this section is that the statehef-art MPEG-4 video codec
was amalgamated with a systematically designed sophtetidarbo transceiver using MLC
for providing unequal error protection, TCM for maintaigiandwidth efficiency and STTC
for attaining spatial diversity. Extrinsic information waexchanged across three serially
concatenated decoder stages and the decoding convergexscstudied using novel three-
dimensional (3D) non-binary Extrinsic Information Traes{EXIT) charts [462]. We will
refer to this unequal-protection joint MPEG-4 source-aagli channel-coding, modulation
and spatial diversity aided turbo-transceiver as the STIIGM-2NSC or STTC-TCM-2RSC
scheme. We will also investigate the STTC-BICM-2RSC sclvémeee BICM is employed as
the inner code for the sake of studying the performancerelifte between BICM and TCM

10Ng, Chung and Hanz@®)|EE 2005
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Figure 12.55:Block diagram of the serially concatenated STTC-TCM/BICM-2NSC/2R8@e.
The notationsb;, bs, u, ¢, x; andy; denote the vectors of the classideo bits, the
estimates of the classvideo bits, the MLC coded symbols, the TCM coded symbols (or
BICM coded bits), the STTC coded symbols for transmijtand the received symbols
at receiverk, respectively. Furthermoré&( is a bit-to-symbol converter, whil&; and
N, denote the number of transmitters and receivers, respectively.yhitgos-based (or
bit-based) channel interleaver between the STTC and TCM (or BICKYraes as well
as the two bit-based interleavers at the output of NSC/RSC encoderstagieown for
simplicity. The iterative decoder seen at the right is detailed in Figure 12.56

as the inner code in the STTC-based unequal-protectiorottrdmsceiver. it is shown that
significant iteration gains are attained with the aid of afigént iterative decoding mecha-
nism.

The rest of the section is structured as follows. In Sectihb.? we describe the proposed
system’s architecture and highlight the interactions tiinstituent elements. The achiev-
able channel capacity of the scheme is studied in Sectidn3,2vhile the convergence of the
iterative receiver is investigated in Section 12.5.4. Viébetate further by characterising the
achievable system performance in Section 12.5.5 and cdaelith a range of system design
guideline in Section 12.5.6.

12.5.2 The Turbo Transceiver

The schematic of the serially concatenated STTC-TCM/BIZNBC/2RSC turbo scheme
usinga STTC, a TCM/BICM and two NSCs/RSCs as its constitaedes is depicted in Fig-
ure 12.55. The MPEG-4 codec operatediat=30 frames per second using the¢ x 144)-
pixel Quarter Common Intermediate Format (QCIF) Miss Areexiideo sequence, encoded
at a near-constant bitrate éf,=69 kbps. Hence, we hav&,/R; = 2300 bits per video
frame. We partition the video bits into two unequal-prataticlasses. Specifically, class-1
and class-2 consist of 25% (which is 575 bits) and 75% (whsc&vR5 bits) of the total num-
ber of video bits. The more sensitive video bits constitutednly by the MPEG-4 framing
and synchronisation bits are in class-1 and they are psmtdnt a stronger binary NSC/RSC
having a coding rate aR; = k;/n; = 1/2 and a code memory df; = 3. The less sensitive
video bits — predominantly signalling the MPEG-4 Discreteside Transform (DCT) coef-
ficients and motion vectors — are in class-2 and they are gisateby a weaker non-binary
NSC/RSC having a coding rate & = k2/n, = 3/4 and a code memory af, = 3.
Hence, the effective code rate for the MLC scheme employied?® = 1/2 andR, = 3/4
NSCs/RSCs is given bRyi.c = (k1 + k2)/(n1 + ne) = 2/3. Note that the number of
MPEG-4 framing and synchronisation bits is only about 10%heftotal number of video
bits. Hence, about 25%-10%=15% of the class-1 bits are itotest by the video bits sig-
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nalling the most sensitive MPEG-4 DCT coefficients. We irva@ode termination bits in
both NSCs/RSCs and hence the number of coded bits emergimgtifre 2, = 1/2 binary
NSC/RSC encoder i&75 + k1 L1)/ R, = 1156 bits, while that generated by thH&, = 3/4
non-binary NSC/RSC encoder(i$725 + k2 L2)/ Ry = 2312 bits.

The class-1 and class-2 NSC/RSC coded bit sequences se@uie E2.55 are inter-
leaved by two separate bit interleavers of length 1156 ai@ 2#s, respectively. The two
interleaved bit sequences are then concatenated to forinsadpience of 156 + 2312 =
3468 bits. This bit sequence is then fed to the TCM/BICM encoddfiglire 12.55 having a
coding rate ofR3 = ks /ns = 3/4 and a code memory df, = 3. When the SP-based TCM
is employed, the Most Significant Bit (MSB) of the three-biput symbol in the rate-3/4
TCM encoder has a higher protection. Therefore, we map tedéaved bit sequence of the
class-1 NSC/RSC encoder to the MSB of the TCM scheme’s thitdaput symbol for the
sake of further protecting the class-1 video bits. HenceMh€ encoder of Figure 12.55,
which consists of two NSC/RSC encoders, can be viewed as inany outer encoder
providing 3-bit MLC symbols, denoted asin Figure 12.55, for the rate-3/4 TCM/BICM
encoder. We employ code termination also in the TCM/BICMescl and hence at the
TCM/BICM encoder’s output we havé3468 + ksL3)/R; = 4636 bits or 4636/4=1159
symbols. The TCM symbol sequence (or BICM bit sequence)dsa ttymbol-interleaved
(or bit-interleaved) in Figure 12.55 and fed to the STTC eleto We invoke a 16-state
STTC scheme having a code memorylaf = 4 and V; = 2 transmit antennas, employing
M = 16-level Quadrature Amplitude Modulation (16QAM). We terraia the STTC code
by a 4-bit 16QAM symbol, since we havg, = 2. Therefore, at each transmit antenna we
havel159 + 1 = 1160 16QAM symbols od x 1160 = 4640 bits in a transmission frame.
The overall coding rate is given b = 2300/4640 = 0.496 and the effective throughput
of the system idog,(M)R = 1.98 Bits Per Symbol (BPS). The STTC decoder employed
N, = 2 receive antennas and the received signals are fed to thévtedecoders for the sake
of estimating the video bit sequences in both class-1 ars$-@daas seen in Figure 12.55.

12.5.2.1 Turbo Decoding

The STTC-TCM-2RSC scheme’s turbo decoder structure istithted in Figure 12.56, where
there are four constituent decoders, each labelled witruad-racketed index. Symbol-
based and bit-based MAP algorithms [85] operating in thaiditigmic-domain are employed
by the TCM as well as the rat®, = 3/4 RSC decoders and by tiey = 1/2 RSC decoder,
respectively. The notationB(.) and L(.) in Figure 12.56 denote the logarithmic-domain
symbol probabilities and the Logarithmic-Likelihood RafLLR) of the bit probabilities,
respectively. The notations u andb; in the round bracket$.) in Figure 12.56 denote
TCM coded symbols, TCM information symbols and the clagsleo bits, respectively. The
specific nature of the probabilities and LLRs is represebtethe subscriptg, p, e andi,
which denote in Figure 12.56priori, a posteriori, extrinsic andintrinsic information,
respectively. The probabilities and LLRs associated with of the four constituent decoders
having alabel of1, 2, 3a, 3b} are differentiated by the identical superscript$ bf2, 3a, 3b}.
Note that the superscrigtis used for representing the MLC decoder of Figure 12.56 lwhic
invokes the RSC decoders &f and3b.

As we can observe from Figure 12.56, the STTC decoder of klbckenefits from the
a priori information provided by the TCM decoder of block (2), namélym P! (c) =
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Figure 12.56:Block diagram of the STTC-TCM-2RSC turbo detection scheme. The nogatiQ ;)
and w@}bi) denote the interleaver and deinterleaver, while the subserijginotes the
symbol-based interleaver of TCM and the subsdripdenotes the bit-based interleaver
for classs RSC. Furthermorel and¥ ! denote LLR-to-symbol probability and sym-
bol probability-to-LLR conversion, whil& andQ~! denote the parallel-to-serial and
serial-to-parallel converter, respectively. The notatierdenotes the number of infor-
mation bits per TCM coded symbol. The thickness of the connecting linesatiedithe
number of non-binary symbol probabilities spanning from a single LERt to 2™
and2™*! probabilities.
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P?(c) regarding the™*1-ary TCM coded symbols, where is the number of information
bits per TCM coded symbol. More specifically?(c) is referred to here as the intrinsic prob-
ability of the 2™ *!-ary TCM coded symbols, because it contains the insepasdtasic
information provided by the TCM decoder itself as well asdhe-iori information regard-
ing the uncode@™-ary TCM input information symbols emerging from the RSC atérrs
of block (3), namelyP?(u) = P3(u). Hence, the STTC decoder indirectly also benefits
from thea priori information P?(u) = P32(u) provided by the RSC decoders of block (3),
potentially enhanced by the TCM decoder of block (2). Sirilahe intrinsic probability of
P?(u) provided by the TCM decoder for the sake of the RSC decodersefit consists of
the inseparable extrinsic information generated by the Td&ldoder itself as well as of the
systematic information of the STTC decoder, namBR(c) = P(c). Note that after the
symbol probability-to-LLR conversior;? (u) becomed.? (u). Therefore, the RSC decoders
of block (3) benefit directly from the priori information provided by the TCM decoder of
block (2), namely fromZ3 (u) = L?(u) as well as indirectly from the priori information
provided by the STTC decoder of block (1), namely fré}(c) = P(c). On the other hand,
the TCM decoder benefits directly from the STTC and RSC desdtheough the: priori
information of P2(c) = P!(c) andP?(u) = P3(u), respectively, as shown in Figure 12.56.

12.5.2.2 Turbo Benchmark Scheme

For the sake of benchmarking the scheme advocated, we d¢ragpewerful benchmark
scheme by replacing the TCM/BICM and NSC/RSC encoders airEig2.55 by a single
NSC codec having a coding rate 8 = ko/no = 1/2 and a code memory af, = 6.
We will refer to this benchmark scheme as the STTC-NSC aaiawegt. All video bits are
equally protected in the benchmark scheme by a single NS@lenand a STTC encoder. A
bit-based channel interleaver is inserted between the N8Gder and STTC encoder. Tak-
ing into account the bits required for code termination,rtheber of output bits of the NSC
encoder ig2300 + ko Lg)/Ro = 4612, which corresponds to 1153 16QAM symbols. Again,
a 16-state STTC scheme having = 2 transmit antennas is employed. After code termina-
tion, we havel153 + 1 = 1154 16QAM symbols ori(1154) = 4616 bits in a transmission
frame at each transmit antenna. Similar to the STTC-TCMMIZNSC/2RSC scheme, the
overall coding rate is given by = 2300/4616 = 0.498 and the effective throughput is
log,(16) R = 1.99 BPS, both of which are close to the corresponding valueseoptbposed
scheme.

Let us define a single decoding iteration for the proposedSTTM/BICM-2NSC/2RSC
scheme as a combination of a STTC decoding, a TCM/BICM decpai class-1 NSC/RSC
decoding and a class-2 NSC/RSC decoding step. Similargading iteration of the STTC-
NSC benchmark scheme is comprised of a STTC decoding and alsi&@ing step. We will
quantify the decoding complexity of the proposed STTC-TBNIM-2NSC/2RSC scheme
and that of the benchmark scheme using the number of dectrdihig states. The total num-
ber of decoding trellis states per iteration of the propasgiieme employing 2 NSC/RSC
decoders having a code memorylof = L, = 3, TCM/BICM havingL; = 3 and STTC
havingLy = 4, is S = 21 212 4 253 4 9L4 — 40, By contrast, the total number of de-
coding trellis states per iteration for the benchmark sehkaving a code memory éf; = 6
and STTC havingLy = 4, is given byS = 2%0 4 2L+ = 80. Therefore, the complex-
ity of the STTC-TCM-2NSC/2RSC scheme having two iteratimnsquivalent to that of the
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benchmark scheme having a single iteration, which cormdpto 80 decoding states.

12.5.3 MIMO Channel Capacity

Let us consider a Multi-Input Multi-Output (MIMO) system @loying N, transmit antennas
and N,. transmit antennas. When two-dimensioiiabry PSK/QAM is employed at each
transmit antenna, the received signal vector of the MIMQesyds given by:

y=HZ+d, (12.7)

wherey = (y1,...,yn,)T is anN,-element vector of the received signdi¥,is an (V, x
Ny)-dimensional channel matrix = (xi,...,xy,)? is anN;-element vector of the trans-
mitted signals and = (ny,...,ny, )7 is anN,-element noise vector, where each elements
in i is an AWGN process having a zero mean and a varianéé@® per dimension. Note
thatin a MIMO system there afel = L™+ number of possibl&-ary PSK/QAM phasor com-
binations in the transmitted signal vectdrThe STTC scheme of [456] designed for attaining
transmit diversity may in fact be viewed as a rajgV, channel code, where there are ohly
legitimate space-time codewords out of th&* possible phasor combinations during each
transmission period. By contrast, Bell Lab’s Layered Sphioee (BLAST) scheme [463]
designed for attaining multiplexing gain may be viewed aata-f channel code, where all
L™+ phasor combinations are legitimate during each transamigseriod. Despite having
different code rates, both the STTC and BLAST schemes havsaime channel capacity.
The conditional probability of receiving a signal vecgpigiven that an\/ = LY:-ary

signal vectok,,,, m € {1,..., M}, was transmitted over Rayleigh fading channels is deter-
mined by the Probability Density Function (PDF) of the npigelding:
g . 1 _|‘y_Him||2
p(¥|Xm) = N exp < No ) (12.8)

In the context of discrete-amplitude QAM [195] and PSK [4&4jnals, we encounter a
Discrete-Input Continuous-Output Memoryless Channel NIBJ [464]. We derived the

channel capacity for a MIMO system, which uses two-dimemaid/-ary signalling over

the DCMC, from that of the Discrete Memoryless Channel (DNMBb] as:

M %R
_ Sl N\ (2 P(¥[Xm) L
C'DCMC _p(i’lr)r.l.i}giM) Z /p(Y|Xm)p(Xm) 10g2 <27]\L/[_1 p(}7|in)p(5c'n)> dy [blt/$§(ﬂ]]9)

m=1 00
wherep(x,,) is the probability of occurrence for the transmitted sigral. It was shown
in [465, p. 94] that for a symmetric DMC, the full capacity magly be achieved by us-
ing equiprobable inputs. Hence, the right hand side of Bgugtl2.9), which represents
the mutual information betweexi andy, is maximised, when the transmitted symbols are
equiprobably distributed, i.e. when we hax&,,,) = 1/M form € {1,..., M}. Hence, by
usingp(X,,) = 1/M and after a range of mathematical manipulations, Equatiar®j can
be simplified to:

M
log, Z exp(Ppy.n)

n=1

M
1
CDCMC ZIOgQ(M) — M Z E

m=1

im] lbit'sym], (12.10)
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whereE[f (¥[Xm)|Xm] = [ F(¥|Xm)p(¥]|Xm)dy is the expectation of the functiof(y|X.,)
conditioned orx,,,. The expectation in Equation (12.10) is taken deandu, while ®,,, ,,
is given by:

—|[HZ,, — %,) +]” + [|d]?
Ny ’

(I)m,n =

N 2

hy (R — %n) + 15|+ )

= 12.11
‘ o : (12.12)

whereh; is theith row of H andn; is the AWGN at theth receiver.

When the channel input is a continuous-amplitude, disdiste-Gaussian-distributed
signal, we encounter a Continuous-Input Continuous-Quamoryless Channel (CCMC) [464],
where the capacity is only restricted either by the signglénergy or by the bandwidth. It
was shown in [466, 467] that the MIMO capacity of the CCMC carekpressed as:

- N
Cceme = E WTzlogg <1+)\iSR) ) (12.12)

N,
i=1 ¢

wherelV is the bandwidth and’ is the signalling period of the finite-energy signalling wav
form andr is the rank ofQ, which is defined a§ = H¥H for N, > N, or Q = HH¥ for
N, < Ny;. Furthermore)\; is theith eigenvalue of the matrig.

However, for the special case of an orthogonal MIMO transiais system, such as the
orthogonal Space Time Block Coding (STBC) scheme of [468],4e received signal in
Equation 12.7 can be transformed into [470]:

Ny
yi= > |hiPx+ Qi =3y, x+Q,i={L...,N}, (12.13)
j=1

wherey; is the received signal at receivelin the received signal vectgf and x is the
complex-valued (two-dimensional) transmitted sigisl, is the complex-valued Rayleigh
fading coefficient between transmittgiand receiver, x5y, ; = Z;ﬁl |h; ;| represents a
chi-squared distributed random variable hav2ig degree of freedom at receiveand(?; is
theith receiver's complex-valued AWGN after transformationjathhas a zero mean and a
variance ofX%NMNO/Q per dimension. Due to orthogonal transmissions, the MIManctel
was transformed into a Single-Input Multi-Output (SIMO)acimel, where the equivalent
Rayleigh fading coefficient between the transmitter anditheeceiver is given by N
and the equivalent noise at tité receiver is given b¥2;. Since the MIMO channel has now
been transformed into a SIMO channel, we have= L! = L, since there is only a single
transmit antenna in a SIMO scheme. The channel capacity BCSTan be shown to be:

M
1
CS% =loma(M) — = S E

m=1

M
logy ) _ exp(®5]50)

n=1

xm] [bit'symi, (12.14)
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where the expectation in Equation (12.14) is taken avigf, ; and$2;, while 35 is given

by: ’
N, 2 2 2
- (Xm — Xp) + Qz + Qz
q)TSnﬂTch _ Z |X2Nt,z( 5 ) | | | ' (1215)
' i=1 XZNt,iNO
Furthermore, the CCMC capacity for STBC can be shown to be:
Al SNR
CEBE = E|[WTlogy(1+ Y Xin,. )| [bitsyn. (12.16)

i=1

Figure 12.57 shows the MIMO channel capacity limit of STT@ &TBC schemes em-
ploying 16QAM andN, = N,. = 2.
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Figure 12.57: The MIMO channel capacity limit for STTC and STBC schemes employBQAM
andN; = N, = 2.

As we can see from Figure 12.57, the channel capacity of SEBGwer than that of
STTC due to employing orthogonal transmissions. Note tAi&Sachieves only diversity
gain but no coding gain. However, the coding gain of STTC seed at the cost of a higher
trellis-based decoding complexity. The MIMO channel cétydanit of STTC determined
from Equation 12.10 at a throughput of 1.98 BPS and 1.99 BPFS, j&V,=—1.80 dB and
—1.79 dB, respectively. The corresponding channel capacityt dthSETBC evaluated from
Equation 12.14 €%, / Ng=—0.49 dB and—0.47 dB, respectively.
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12.5.4 Convergence Analysis

EXIT charts [471] have been widely used for analysing theveagence behaviour of iterative
decoding aided concatenated coding schemes. A specifidttpaiehis section is that we
will employ the technique proposed in [462] for computing tion-binary EXIT functions
where the multidimensional histogram computation of [4#723] is replaced by the lower-
complexity averaging of the extrinsic symbol probabittief the MAP decoders. Let us
study the convergence of the proposed three-component STIN-2RSC scheme using
3D EXIT charts [474], when communicating over MIMO Rayleifglding channels. As we
can see from Figure 12.56, the TCM decoder receives inpois &nd provides outputs for
both the STTC and the MLC decoders of Figure 12.56. Hence we tacompute two
EXIT planes, the first one corresponding to the TCM decodetiisic probabilitiesP?(c)
provided for the STTC decoder and the second one corresppmidiP?(u) supplied for
the MLC decoders, as shown in Figure 12.56. By contrast, ThiECSdecoder has a single
EXIT plane characterising its extrinsic probabilif (c) forwarded to the TCM decoder in
Figure 12.56. Similarly, the MLC decoder has one EXIT plaharacterising its extrinsic
probability P2 (u) forwarded to the TCM decoder in Figure 12.56.

Let us denote the averagepriori information and the average extrinsic (or intrinsic for
TCM) information asl 4 andig, respectively. The 4 (probabilities or LLRsS) and g (prob-
abilities or LLRs) quantities of TCM corresponding to theks with the STTC and MLC
schemes are differentiated by the subscripgmd2, respectively. Similar to computing the
conventional EXIT curve in a 2D EXIT chart, we have to model¥ide thea priori in-
formation 4 for each of the inputs of a constituent decoder in order tomgmthe EXIT
plane of that constituent decoder in a 3D EXIT chart. When g loi interleaver is used
between two non-binary constituent decodérscan indeed be sufficiently accurately mod-
elled based on the assumption of having independent bitgnitie non-binary symbol [471].
More explicitly, for the bit-interleaved decoddry can be computed based on the average
mutual information obtained, when Binary Phase Shift KgyiBPSK) modulated signals
are transmitted across AWGN channels. To expound furthezeghe MLC coded bits are
bit-interleaved before feeding them to the TCM encoder, wd@hboth the averagepriori
information provided for the TCM decoder, namédly,(TCM)= f(P2(u)) corresponding
to the non-binary TCM input symbol, as well as the averageiori information generated
for the MLC decoder, namely4(MLC)= f(P?(c)) corresponding to the non-binary MLC
coded symbol, wherg(.) represents the EXIT function, by assuming that the MLC coded
bits in a non-binary MLC coded symbol are independent of exlcar.

By contrast, the bits in a non-binary coded symbol of a syniftelrleaved concatenated
coding scheme are not independent. Hence, for the symtmleaved links between the
16QAM-based TCM and STTC scheme, the distribution of the isita non-binary coded
symbol cannot be sufficiently accurately modelled usingpehdent BPSK modulation. In
this scenario, we found that when the averageiori information generated for these 4-bit
TCM coded symbols is modelled based on the average mutuahiation obtained when
16QAM modulated signals are transmitted across AWGN chanaajood EXIT plane ap-
proximation can be obtained. Note that the average mutt@hmation of 16QAM in AWGN
channels is given by the AWGN channel’s capacity computed &AM (i.e. the DCMC
capacity [195]) provided that all the 16QAM symbols are egoibable. Therefore, the av-
eragea priori information provided for the TCM decoder, namédly; (TCM)= f(P2(c)),
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and the average priori information for STTC decoder, namely (STTC)= f(P.(c)), are
generated based on the AWGN channel’s capacity determimddb@AM.

Figures 12.58 and 12.59 illustrate the 3D EXIT charts as asthe iteration trajectories
for the proposed STTC-TCM-2RSC scheméugf Ny = —0.5 dB, when an interleaver block
length of 10000 16QAM symbols is employed, whetg/N, is the Signal to Noise Ratio
(SNR) per information bit.

I(STTC), 15, (TCM)
4

03

1(MLC), 155(TCM)

Figure 12.58: The 3D EXIT chart and the iteration trajectory between the STTC and TGldd#gs's at
E,/No = —0.5dB, when a block length of 10000 16QAM symbols is used. The EXIT
plane marked with triangles was computed based on the STTC decodgg B, (c)
and the EXIT plane drawn using lines was computed based on the TCMeloutput
PZ(c).

Specifically, the EXIT plane marked with triangles in Figd&58 was computed based
on the STTC decoder’s outpit! (c) at the given/z(MLC) and I 4(STTC) abscissa values,
while the EXIT plane drawn using lines in Figure 12.58 was pated based on the TCM de-
coder’s output”?(c) at the givenl 41 (TCM) andZ 42 (TCM) value. Similarly, the EXIT plane
of Figure 12.59 spanning from the vertical linBs[MLC)= 0, [4(MLC)= 0, Ig(STTC)=
{0 — 4}] to the vertical line [ (MLC)= 3, I4(MLC)= 3, Ig(STTC)= {0 — 4}] was com-
puted based on the MLC decoder’s outgift(c) at the given/z(STTC) andl 4(MLC). The
other EXIT plane of Figure 12.59 spanning from the horizblie [/ 42(TCM)= {0 — 3},
Ig2(TCM)= 0, I 41(TCM)= 0] to the horizontal line [42(TCM)= {0 — 3}, Ig2(TCM)= 3,
I141(TCM)= 4] was computed based on the TCM decoder’s outBfitu) at the given
141(TCM) and42(TCM) values.
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Ig(STTC), I5,(TCM)
4

03

1e(MLC), Ip5(TCM)

1g2(TCM), 15(MLC)

Figure 12.59: The 3D EXIT chart and the iteration trajectory between the TCM and ML®des
at E»/No = —0.5dB, when a block length of 10000 16QAM symbols is used. The
EXIT plane spanning from the vertical linég(MLC)= 0, I4(MLC)= 0, Ig(STTC)=
{0 — 4}] to the vertical line [r(MLC)= 3, I4(MLC)= 3, Ig(STTC)= {0 — 4}]
was computed based on the MLC decoder’s ouffi(ic) and the other EXIT plane was
computed based on the TCM decoder’s outBitu).

As we can see from Figure 12.58, the iteration trajectorymaed based on the average
intrinsic information of the TCM decoder’s output, namély; (TCM)=f(P?(c)), is under
the STTC-EXIT plane marked with triangles and above the TEXAT plane drawn using
lines. Note that the approximated EXIT-planes in Figurég2Zailed to mimic the exact dis-
tribution of the TCM coded symbols, and hence resulted inesomershooting mismatches
between the EXIT-planes and the trajectory. However, as Been Figure 12.59, the mis-
match between the EXIT-planes and the trajectory compuisédon the average intrinsic
information of the TCM decoder’s output, namély,(TCM)=f(P?(u)), is minimal. Ex-
plicitly, the trajectory seen in Figure 12.59 is located ba tight of the MLC-EXIT plane
spanning two vertical lines and on the left of the TCM-EXIpé spanning two horizontal
lines. Note from Figure 12.59 thdi-(TCM) is not strictly monotonically increasing with
Ig(STTC), which is in contrast to the bit-interleaved systeinj4d4]. Hence, we cannot
combine Figures 12.58 and 12.59 into a single 3D EXIT charit, ia in [474].

As we can see from Figure 12.58, the STTC-based EXIT planassfram the hori-
zontal line [ (MLC)= {0 — 3}, Ig1(TCM)=0, Ir(STTC)=2.0148] to the horizontal line
[[E(MLC)= {0 — 3}, Ig1(TCM)=4, I5(STTC)=2.3493]. Since the STTC decoder was
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I(STTC), 15, (TCM)
4
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1E(MLC), 15,(TCM)

1g2(TCM), I5(MLC)

Figure 12.60: The 3D EXIT chart and the iteration trajectory between the TCM and ML®ders
at E»/No = —0.77dB, when a block length of 100000 16QAM symbols is used, as
well as atE, /Ny = 0.5dB, when a block length of 1160 16QAM symbols is used. The
EXIT plane spanning from the vertical linéf(MLC)= 0, I4(MLC)= 0, Ig(STTC)=
{0 — 4}] to the vertical line [g(MLC)= 3, I4(MLC)= 3, Ig(STTC)= {0 — 4}]
was computed based on the MLC decoder’s ouffjit(tc) and the other EXIT plane was
computed based on the TCM decoder’s outBafu).

unable to converge to thez(STTC)=4 position, a two-stage concatenated scheme based
on STTC, such as for example the STTC-NSC benchmark schemed ail to reach an
error free performance dt,/Ny = —0.5 dB. However, as we can see from Figures 12.58
and 12.59, the TCM decoder’s output trajectories convetgéte [[ r(MLC)=3, I g1 (TCM)=4]
and [[g(MLC)=3, Ig>(TCM)=3] positions, respectively. This indicates that aroefree
performance can be attained by the three-stage concaleBateC-TCM-2RSC scheme
at F,/No = —0.5 dB , despite employing a poorly converging STTC scheme. As we
can observe from Figure 12.59, the intersection of the EXHEngs includes the vertical
line at [[g(MLC)=3, Ig2(TCM)=3, Ig(STTC)={1.9 — 4}], hence the recursive TCM de-
coder has in fact aided the non-recursive STTC decoder iienly an early convergence
at Ig(STTC)=1.9, rather than only di(STTC)=4, when the STTC-TCM scheme is itera-
tively exchanging extrinsic information with the MLC deeod This indicates that when a
non-recursive STTC is employed, a three-stage concaténating scheme is necessary for
approaching the MIMO channel’'s capacity. Better constitw®des may be designed for the
three-stage concatenated coding scheme based on the 3DchifTof Figure 12.59. More
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explicitly, good constituent codes would result in two EXilBnes that intersect at as low an
Ig(STTC) value in Figure 12.59, as possible. It should be nbhtsdever that such schemes
may require a high number of iterations, because they masatgpbetween the cut-off-rate
and the capacity, which typically imposes a high delay agth kbmplexity.

Figure 12.60 shows that convergence can be achieved at aN®w8lue of £, /Ny =
—0.77 dB, when a longer interleaver block length of 100000 16QANhbgls is employed.
By contrast, convergence is only achieved at a higher SNRevef E,/Ny = 0.5 dB,
when a shorter interleaver block length of 1160 16QAM symli®used. Hence, the lower-
delay STTC-TCM-2RSC scheme of Section 12.5.2 employingnterleaver length of 1160
16QAM symbols is approximateB:3 dB away from the STTC channel capacity-of.80 dB
and0.99 dB from the STBC channel capacity 60.49 dB at a throughput of 1.98 BPS, ac-
cording to Figure 12.57. When a longer interleaver delay @000 16QAM symbols can
be tolerated, the effective throughput becomes approrim@t00 BPS, since the code rate
loss due to termination symbols/bits has been slightlyceduln this case, the STTC-TCM-
2RSC scheme which convergedZg/N, = —0.77 dB is only aboutl dB away from the
STTC channel capacity 6£1.77 dB and it performg).32 dB better than the STBC channel
capacity of—0.45 dB at a throughput of 2.00 BPS.

12.5.5 Simulation results

We continue our discourse by characterising the attainpbl®rmance of the proposed
MPEG-4 based video telephone schemes using both the Bit Eatio (BER) and the aver-
age video Peak Signal to Noise Ratio (PSNR) [4].

Figures 12.61 and 12.62 depict the class-1 and class-2 BEsRs#, /N, performance of
the 16QAM-based STTC-TCM-2NSC and STTC-TCM-2RSC schemespectively, when
communicating over uncorrelated Rayleigh fading channels

Specifically, the class-1 bits benefit from more than an ocoflenagnitude lower BER at
a given SNR, than the class-2 bits. Figure 12.63 comparesvitrall BER performance of
the STTC-TCM-2NSC and STTC-TCM-2RSC schemes. More explithe STTC-TCM-
2RSC scheme is outperformed by the STTC-TCM-2NSC arrangemben the number of
iterations is lower than eight. At BER®~* an approximately 4 dB and 6 dB iteration gain
was attained by the STTC-TCM-2NSC and STTC-TCM-2RSC sclkemspectively, when
the number of iterations was increased from one to eighte MoFigures 12.62 and 12.63
that the STTC-TCM-2RSC scheme suffers from an error flo@pite having a high iteration
gain, which is due to the employment of RSC outer codes idstéthe NSC outer codes.

The BER performance curves of STTC-BICM-2RSC and STTC-N&Ghown in Fig-
ure 12.64. Note that if we reduce the code memory of the NS&titoant code of the STTC-
NSC benchmark scheme frohy=6 to 3, the best possible performance becomes poorer. If
we increased.q from 6 to 7 (or higher), the decoding complexity would be #igantly in-
creased, while the attainable best possible performarmaysnarginally improved. Hence,
the STTC-NSC scheme havidg,=6 constitutes a powerful benchmark scheme in terms of
its performance versus complexity tradeoffs. As obseradeigure 12.64, the performance
of the STTC-BICM-2RSC scheme is even worse than that of theCSNSC benchmark
scheme. More explicitly, STTC-BICM-2RSC employing eigt@rations cannot outperform
the STTC-NSC arrangement employing two iterations. By giramthe outer code to NSC,
i.e. using the STTC-BICM-2NSC scheme, the attainable perdmce cannot be further im-
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Figure 12.61:BER versusE, /Ny performance of the 16QAM-based STTC-TCM-2NSC assisted
MPEG-4 scheme, when communicating over uncorrelated Rayleighgfadiannels.
The effective throughput waks98 BPS

proved. The complexity of the STTC-TCM-2NSC/2RSC arrangetnimaving four (or eight)
iterations corresponds to 160 (or 320) trellis states, Wwliscsimilar to that of the STTC-
NSC scheme having two (or four) iterations. Hence at a coxitglef 160 (or 320) trellis
states, the=;, /Ny performance of the STTC-TCM-2NSC (or STTC-TCM-2RSC) schésn
approximately 2 dB (or 2.8 dB) better than that of the STTGaN®&nchmark scheme at
BER=10"*.

Let us now consider the PSNR verslis/ N, performance of the systems characterised
in Figures 12.65 and 12.66. The PSNR performance trenddrailarsto our observations
made in the context of the achievable BER results. The maxiattainable PSNR is 39.7 dB.
Observe in Figure 12.65 that the BER floor of the STTC-TCM-ZR&heme resulted in a
slightly lower maximum attainable PSNR value, when we BadN, < 6 dB. Furthermore,
when employing eight iterations &,/N, = 0.5 dB, the PSNR of STTC-TCM-2RSC was
found to be slightly lower than that of the STTC-TCM-2NSCasngement, although the BER
of STTC-TCM-2RSC is significantly lower than that of the STFTCM-2NSC scheme, as
it is evidenced in Figure 12.63. This is because STTC-TCMsCRsuffers from a higher
transmission frame error ratio, despite having a lower BiER;omparison to the STTC-
TCM-2NSC scheme @k, /Ny = 0.5 dB.
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Figure 12.62:BER versusEy /Ny performance of the 16QAM-based STTC-TCM-2RSC assisted
MPEG-4 scheme, when communicating over uncorrelated Rayleighgfadiannels.
The effective throughput waks98 BPS

12.5.6 Conclusions

In conclusion, a jointly optimised source-coding, outearhel-coding, inner coded modu-
lation and spatial diversity aided turbo transceiver waslisd and proposed for MPEG-4
wireless video telephony. With the aid of an MLC scheme tloaiscsts of two different-rate
NSCs/RSCs the video bits were unequally protected acaptditheir sensitivity. The em-
ployment of TCM improved the bandwidth efficiency of the gystand by utilising STTC
spatial diversity was attained. The performance of the gged STTC-TCM-2NSC/STTC-
TCM-2RSC scheme was enhanced with the advent of an effiterative decoding structure
exchanging extrinsic information across three conseetiiwcks. Explicitly, it was shown in
Section 12.5.4 that when a non-recursive STTC decoder isogeqh a three-stage concate-
nated iterative decoding scheme is required for approgchimMIMO channel’s capacity. It
was shown in Figures 12.63 and 12.65 that the STTC-TCM-2R8€rse required’;, /Ny =
0.5 dB in order to attain BERE9~* and PSNR> 37 dB, which is 2.3 dB away from the cor-
responding MIMO channel’'s capacity. However, if the pragmSTTC-TCM-2RSC scheme
is used for broadcasting MPEG-4 encoded video, where a tatejay can be tolerated, the
requiredE, /Ny value is onlyl dB away from the MIMO channel’s capacity, as evidenced
by comparing Figures 12.57 and 12.60.
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12.6 Near-Capacity Irregular Variable Length Codes*

12.6.1 Introduction

Irregular Convolutional Coding (IrCC) [475] has been pregd for employment as an outer
channel codec in iteratively decoded schemes. This amailgsna number of component
Convolutional Codes (CC) having different coding ratesheaf which encodes an appropri-
ately selected fraction of the input bit stream. More spegilfy, the appropriate fractions may
be selected with the aid of EXtrinsic Information TransteK(T) chart analysis [476], in or-
der to shape the inverted EXIT curve of the composite IrC&fruring that it does not cross
the EXIT curve of the inner codec. In this way, an open EXITrthannel may be created
at low E; /N, values, which implies approaching the channel’s capa@tnd [477]. This
was demonstrated for the serial concatenation of IrCCs gwedlwith precoded equalisation
in [478], for example.

Similarly to binary Bose-Chaudhuri-Hocquenghem (BCH)eaxxl[479], the constituent
binary CCs [479] of an IrCC codec are unable to exploit thequaé source symbol oc-
currence probabilities that are typically associated vaitidio, speech, image and video

1IR. G. Maunder, J. Wang, S. X. Ng, L-L. Yang and L. Hanzo: On tagd®mance and Complexity of Irregular
Variable Length Codes for Near-Capacity Joint Source anan@él Coding, submitted to IEEE Transactions on
Wireless Communications
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Figure 12.64: BER versusk, /Ny performance of the 16QAM-based STTC-BICM-2RSC and STTC-
NSC assisted MPEG-4 schemes, when communicating over uncorrBlaggeigh fad-
ing channels. The effective throughput of STTC-BICM-2RSC aniGNSC wasl.98
BPSand1.99 BPS respectively.

sources [391] [160]. Since the exploitation of all availbddundancy is required for near-
capacity operation [480], typically a Huffman source erexdd81] is employed for removing

this redundancy, before channel encoding commences. Howduffman decoding is very

sensitive to bit errors, requiring the low Bit Error Ratio§R) reconstruction of the Huffman

encoded bits in order that a low Symbol Error Ratio (SER) magdhieved [482].

This motivates the application of the Variable Length E@arrection (VLEC) class of
Variable Length Codes (VLCs) [482] as an alternative to théfidan and BCH or CC coding
of sequences of source symbols having values with uneqobhbpilities of occurrence. In
VLEC coding, the source symbols are represented by binadgwords of varying lengths.
Typically, the more frequently that a particular source bginvalue occurs, the shorter its
VLEC codeword is, resulting in a reduced average codewardtfel. In order that each
valid VLEC codeword sequence may be uniquely decoded, aloaend equal to the source
entropy F is imposed upon the average codeword lenfthAny discrepancy betweeh
and E is quantified by the coding ratB = E/L < [0, 1] and may be attributed to the in-
tentional introduction of redundancy into the VLEC codeti®rNaturally, this intentionally
introduced redundancy imposes code constraints thattlimiset of legitimate sequences of
VLEC-encoded bits. Like the code constraints of CC and BCéirap[479], the VLC code
constraints may be exploited for providing an additionabercorrecting capability during
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Figure 12.65: Average PSNR versus; /Ny performance of the proposed 16QAM-based STTC-TCM-
2NSC and STTC-TCM-2RSC assisted MPEG-4 schemes, when conatingiover
uncorrelated Rayleigh fading channels. The effective throughpsiivé@ BPS

VLEC decoding [482]. Furthermorenlikein CC and BCH decoding [479], any redundancy
owing to the unequal occurrence probabilities of the soayrebol values may be addition-
ally exploited during VLEC decoding [482].

Depending on the VLEC coding rate, the associated code redgmist render VLEC de-
coding substantially less sensitive to bit errors than Maff decoding is. Hence, a coding
gain of 1 dB at an SER of0~° has been observed by employing VLEC coding having a
particular coding rate instead of a concatenated HuffmarBa®H coding scheme having the
same coding rate [482].

This motivates the application of the irregular coding aptdo VLEC coding for em-
ployment in the near-capacity joint source and channelngpdf sequences of source sym-

bols having values with unequal occurrence probabilitiglare specifically, we employ a
novel Irregular Variable Length Coding (IrVLC) scheme as outer source codec, which
we serially concatenate [483] [484] with an inner channelemfor the sake of exchanging
extrinsic information. In analogy to IrCC, the proposed L&Y scheme employs a number
of component VLEC codebooks having different coding ratdsch are used for encoding
appropriately selected fractions of the input source syratseam. In this way, the resultant
composite inverted EXIT curve may be shaped for ensuringitites not cross the EXIT

curve of the inner channel codec.
The rest of this section is outlined as follows. In Sectior612, we propose iteratively de-
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Figure 12.66: Average PSNR versuB: /Ny performance of the 16QAM-based STTC-BICM-2RSC
and STTC-NSC assisted MPEG-4 benchmark schemes, when conatingiover un-

correlated Rayleigh fading channels. The effective throughput GTCSBICM-2RSC
and STTC-NSC wa$.98 BPSand1.99 BPS respectively.

coded schemes, in which we opt for serially concatenatib@ with Trellis Coded Modu-
lation (TCM). Furthermore, Section 12.6.2 additionallyraduces our bench-mark schemes,
where Ir'VLC is replaced by regular VLCs having the same cpdate. The design and EXIT
chart aided characterisation of these schemes is detaifgedtion 12.6.3. In Section 12.6.4,
we quantify the attainable performance improvements effdsy the proposed IrVLC ar-
rangements compared to the regular VLC bench-marker schermerovided in [485]. Fur-
thermore in Section 12.6.4 of this contribution, we addisilty consider a Huffman coding
and IrCC based bench-marker, as well as presenting sigmifigav results pertaining to the
computational complexity of the considered schemes. Mpeifically, we quantify the
computational complexity required for achieving a rangesafirce sample reconstruction
qualities at a range of Rayleigh fading chanfg) N, values. Finally, we offer our conclu-

sions in Section 12.6.5.

12.6.2 Overview of Proposed Schemes
In this section we provide an overview of a number of seriedlgcatenated and iteratively de-
coded joint source and channel coding schemes. Whilst thel ifL.C scheme introduced
in this section may be tailored for operating in conjunctwith any inner channel codec,
we opt for employing TCM [486] in each of our considered sceemThis provides error
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protection without any bandwidth expansion or effectivierbte reduction by accommodat-
ing the additional redundancy by transmitting more bitsge&nnel symbol. The choice of
TCM is further justified, sincé PosterioriProbability (APP) TCM Soft-In Soft-Out (SISO)
decoding, similarly to APP SISO IrVLC decoding, operatestom basis of Add-Compare-
Select (ACS) operations within a trellis structure. Hertbe, APP SISO Ir'VLC and TCM
decoders can share resources in systolic-array based fauisating a cost effective imple-
mentation. Furthermore, we will show that TCM exhibits attive EXIT characteristics in
the proposed IrVLC context even without requiring TTCM- dCBA-style internal iterative
decoding [479].

Our considered schemes differ in their choice of the outerccodec. Specifically,
we consider a novel IrVLC codec and an equivalent regular WaSed bench-marker in
this role. In both cases we employ both Symbol-Based (SBY][4888] and Bit-Based
(BB) [489] VLC decoding, resulting in a total of four diffameconfigurations. We refer to
these four schemes as the SBIrVLC-, BBIr'VLC-, SBVLC- and BE3/TCM arrangements,
as appropriate. A schematic that is common to each of thagecfinsidered schemes is
provided in Figure 12.67.

st ut
e S : M VLC - u TCM X
- {1 sM encoders uM encoder
L3 (u) - Li(“) C L;,(u)
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Figure 12.67: Schematic of the SBIrVLC-, BBIrVLC-, SBVLC- and BBVLC-TCM scimres. In the
IrVLC schemes, thé\/ number of VLC encoders, APP SISO decoders and MAP se-
guence estimators are each based upon oré nimber of VLC codebooks. By con-
trast, in the VLC bench-markers, all of tdé number of VLC encoders, decoders and
sequence estimators are based upon the same VLC codebook.

12.6.2.1 Joint source and channel coding

The schemes considered are designed for facilitating the-cepacity detection of source
samples received over an uncorrelated narrowband Rayfaijing channel. We consider the
case of independent identically distributed (i.i.d.) ssusamples, which may represent the
prediction residual error that remains following the potisle coding of audio, speech, image
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or video information [391] [160], for example. A Gaussiarusze sample distribution is
assumed, since this has widespread applications owing teitte applicability of the central
limit theorem. Note however that with the aid of suitablefad#ion, the techniques proposed
in this treatise may be just as readily applied to arbitrayree sample distributions.

In the transmitter of Figure 12.67, the real-valued souaraes are quantized t&
number of quantization levels in the blo¢k The resultant frame of quantized source sam-
ples is synonymously referred to as the frame of source slgubiere. Each source symbol
in this frame indexes the particular quantization le¥glk € [1... K], that represents the
corresponding source sample in the frameith the minimum squared error. Owing to
the lossy nature of quantization, distortion is imposedrufie reconstructed source sam-
ple framee that is obtained by the receiver of Figure 12.67, followingerse quantization
in the blockQ~!. The total distortion expected depends on both the originafce sam-
ple distribution as well as on the number of quantizatiorele¥'. This distortion may be
minimised by employing Lloyd-Max quantization [490] [49Here, aX = 16-level Lloyd-
Max quantization scheme is employed, which achieves anctapeignal to Quantization
Noise Ratio (SQNR) of about 20 dB for a Gaussian source [4Bi@fe however that with
suitable adaptation, the techniques advocated in thitigeemay be just as readily applied
to arbitrary quantisers. Also note that Lloyd-Max quarti@maresults in a large variation in
the occurrence probabilities of the resultant source sywdlaes. These occurrence proba-
bilities are given by integrating the source ProbabilitynBigy Function (PDF) between each
pair of adjacent decision boundaries. In the case offour 16-level quantizer, the source
symbol values’ occurrence probabilities vary by more tharoaler of magnitude between
0.0082 and 0.1019. These probabilities correspond to skimfoomations spanning between
3.29 and 6.93 bits/symbol, motivating the application oiG/&and giving a source entropy of
E = 3.77 bits/symbol.

In the transmitter of the proposed scheme, the Lloyd-Maxtiged source symbol frame
s is decomposed intd/ = 300 sub-framegs™}_,, as shown in Figure 12.67. In the case
of the SBIrVLC- and SBVLC-TCM schemes, this decompositismécessary for the sake
of limiting the computational complexity of VLC decodingnee the number of transitions
in the symbol-based VLC trellis is inversely proportiomathe number of sub-frames in this
case [487]. We opt for employing the same decompositione&tiurce symbol frames into
sub-frames in the case of the BBIrVLC- and BBVLC-TCM scherfwghe sake of ensur-
ing that we make a fair comparison with the SBIrVLC- and SBYLCM schemes. This is
justified, since the decomposition considered benefits¢h@pnance of the BBIrVLC- and
BBVLC-TCM schemes, as will be detailed below. Each soureatsy sub-frames™ com-
prisesJ = 100 source symbols. Hence, the total number of source symbalsaurce sym-
bol frame becomes/ - J = 30,000. As described above, each Lloyd-Max quantized source
symbol in the sub-frame™ has ai-ary values}* € [1... K], where we havg € [1... J].

As described in Section 12.6.1, we empldynumber of VLC codebooks to encode the
source symbols, where we opted fr = 15 for the SBIrVLC and BBIrVLC schemes and
N = 1 for the regular SBVLC and BBVLC schemes. Each Lloyd-Max diru source
symbol sub-frame™ is VLC-encoded using a single VLC codeboWH.C™, where we have
n € [1...N]. In the case of the SBIr'VLC and BBIrVLC schemes, the paréic@ifaction
C™ of the set of source symbol sub-frames that is encoded bypbefc VLC codebook
VLC" is fixed and will be derived in Section 12.6.3. The specificyddviax quantized
source symbols having the valuefot [1... K] and encoded by the specific VLC codebook



12.6. NEAR-CAPACITY IRREGULAR VARIABLE LENGTH CODES 507

VLC" are represented by the codewdvi.C™*, which has a length of* bits. The
J = 100 VLC codewords that represent the= 100 Lloyd-Max quantized source symbols
in each source symbol sub-frars® are concatenated to provide the transmission sub-frame
u™ = {VLC™ }/_,.

Owing to the variable lengths of the VLC codewords, each efith= 300 transmission
sub-frames typically comprises a different number of bits.order to facilitate the VLC
decoding of each transmission sub-franf®, it is necessary to explicitly convey its length
Im = 2}‘1:1 I™*i" to the receiver. Furthermore, this highly error sensitide snformation
must be reliably protected against transmission errords ifay be achieved using a low
rate block code, for example. For the sake of avoiding olaftisg, this is not shown in
Figure 12.67. Note that the choice of the specific number bffeamesM in each frame
constitutes a trade-off between the computational conitylet SBVLC decoding or the
performance of BBVLC decoding and the amount of side infdiomethat must be conveyed.
In Section 12.6.3, we shall comment on the amount of sidenmdtion that is required for
reliably conveying the specific number of bits in each traissian sub-frame to the decoder.

In the scheme’s transmitter, tiié = 300 number of transmission sub-framgs™}/_,
are concatenated. As shown in Figure 12.67, the resultamrmission frame has a length
of " M_ 1™ bits.

In the proposed scheme, the VLC codec is protected by a lgeciahcatenated TCM
codec. Following VLC encoding, the bits of the transmisdi@meu are interleaved in the
block 7 of Figure 12.67 and TCM encoded in order to obtain the ch&nimglut symbolsx,
as shown in Figure 12.67. These are transmitted over an natatad narrowband Rayleigh
fading channel and are received as the channel’s outputagmbas seen in Figure 12.67.

12.6.2.2 lterative decoding

In the receiver, APP SISO TCM- and VLC-decoding are perfatiteratively, as shown in
Figure 12.67. Both of these decoders invoke the Bahl-Cdekieek-Raviv (BCJIR) algo-
rithm [492] on the basis of their trellises. Symbol-baseadlises are employed in the case
of TCM [486], SBIrVLC and SBVLC [487] [488] decoding, whil&BIrVLC and BBVLC
decoding rely on bit-based trellises [489]. All BCJR ca#tidns are performed in the loga-
rithmic probability domain and using an eight-entry lookaple for correcting the Jacobian
approximation in the Log-MAP algorithm [479]. The proposgzproach requires only Add,
Compare and Select (ACS) computational operations dutérgtive decoding, which will
be used as our complexity measure, since it is characteabtihe complexity/area/speed
trade-offs in systolic-array based chips.

As usual, extrinsic soft information, represented in thenf@f Logarithmic Likelihood
Ratios (LLRs) [493], is iteratively exchanged between tdand VLC decoding stages for
the sake of assisting each other’s operation, as detailpt88] and [484]. In Figure 12.67,
L(-) denotes the LLRs of the bits concerned (or the log-APPs offieific symbols as
appropriate), where the superscripindicates inner TCM decoding, while corresponds
to outer VLC decoding. Additionally, a subscript denotes ttedicated role of the LLRs
(or log-APPs), witha, p ande indicatinga priori, a posterioriand extrinsic information,
respectively.

JustasV/ = 300 separate VLC encoding processes are employed in the prbposeme’s
transmitter,M = 300 separate VLC decoding processes are employed in its recdive



508 CHAPTER 12. TURBO-STYLE AND HSDPA-LIKE ADAPTIVE VIDEO SYSTE MS

parallel to the composition of the bit-based transmissiamgu from its M = 300 sub-
frames, thea priori LLRs L¢(u) are decomposed intd/ = 300 sub-frames, as shown in
Figure 12.67. This is achieved with the aid of the expliditesinformation that conveys the
number of bits/™ in each transmission sub-fram&”. Each of theM = 300 VLC de-
coding processes is provided with thepriori LLR sub-frameL?(u™) and in response it
generates tha posterioriLLR sub-frameL (u™), m € [1... M]. Thesea posterioriLLR
sub-frames are concatenated in order to providethesterioriLLR frame L7 (u), as shown
in Figure 12.67.

In the case of SBIrVLC and SBVLC decoding, each of tie= 300 VLC decoding pro-
cesses additionally provides log-APPs pertaining to tireesponding source symbol sub-
frame Ly (s™). This comprises a set df number of log-APPs for each source symbfi
in the sub-frame™, wherej € [1...J]. Each of these log-APPs provides the logarithmic
probability that the corresponding source symidlhas the particular value € [1... K].

In the receiver of Figure 12.67, the source symbols’ log-ARB-frames are concatenated
to provide the source symbol log-APP framé(s). By inverse-quantising this soft infor-
mation in the block) !, a frame of Minimum Mean Squared Error (MMSE) source sample
estimates can be obtained. More specifically, each reconstructecce@ample is obtained
by using the corresponding set &f source symbol value probabilities to find the weighted
average of thé< number of quantization levelg*} X, .

Conversely, in the case of BBIrVLC and BBVLC decoding, no bpirbaseda poste-
riori output is available. In this case, each source symbol sahdg™ is estimated from
the correspondin@ priori LLR sub-frameL?(u™). This may be achieved by employing
MaximumA Posteriori(MAP) sequence estimation operating on a bit-based tighigture,
as shown in Figure 12.67. Unlike in APP SISO SBIrVLC and SBVi€toding, bit-based
MAP sequence estimation cannot exploit the knowledge thel sub-frame™ comprises
J = 100 source symbols. For this reason, the resultant hard dectsitmates™ of each
source symbol sub-fran¥® may or may not contaid = 100 source symbols. In order that
we may prevent the loss of synchronisation that this woulplyrrsource symbol estimates
are removed from, or appended to the end of each source symbdtame estimate™ for
ensuring that they each comprise exactly- 100 source symbol estimates. Note that it is the
decomposition of the source symbol fragmeto sub-frames that provides this opportunity
to mitigate the loss of synchronisation that is associatighl it-based MAP VLC sequence
estimation. Hence the decomposition of the source symboidg into sub-frames benefits
the performance of the BBIrVLC- and BBVLC-TCM schemes, asitivmed above.

Following MAP sequence estimation, the adjusted sourcebsyisub-frame estimates
§™ are concatenated for the sake of obtaining the source syinamoé estimat&. This may
be inverse-quantised in order to obtain the source samgtecfiestimaté. Note that for the
reconstruction of a source sample frame estirdétem a givena priori LLR frame L2 (u),

a higher level of source distortion may be expected in ther8BC- and BBVLC-TCM
schemes than in the corresponding SBIrVLC- and SBVLC-TCKestes. This is due to
the BBIrVLC- and BBVLC-TCM schemes’ reliance on hard demis as opposed to the soft
decisions of the SBIrVLC- and SBVLC-TCM schemes. Howewuais teduced performance
substantially benefits us in terms of a reduced complexiigesthe bit-based VLC decoding
trellis employed during APP SISO BBIrVLC and BBVLC decodiaigd MAP sequence esti-
mation contains significantly less transitions than thelsyibased VLC decoding trellis of
APP SISO SBIrVLC and SBVLC decoding.
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In the next section we detail the design of our Ir'VLC scheme emaracterise each of
the SBIrVLC-, BBIr'VLC-, SBVLC- and BBVLC-TCM schemes witin¢ aid of EXIT chart
analysis.

12.6.3 Parameter Design for the Proposed Schemes
12.6.3.1 Scheme hypothesis and parameters

As described in Section 12.6.1, the SBIrVLC and BBIrVLC stes may be constructed
by employing a number of VLC codebooks having different agdiates, each of which
encodes an appropriately chosen fraction of the input gosymbols. We opted for using
N = 15 VLC codebooksVLC", n € [1...N], that were specifically designed for en-
coding K = 16-level Lloyd-Max quantized Gaussian i.i.d. source sampldsese 15 VLC
codebooks were selected from a large number of candidathoodts in order to provide a
suite of similarly-spaced EXIT curves. More specificalhgV = 15 VLC codebooks com-
prised 13 Variable Length Error Correcting (VLEC) desigasihg various so-called mini-
mum block-, convergence- and divergence-distances aedefij494], complemented by a
symmetric- and an asymmetric- Reversible Variable Lengitli@ (RVLC) design [494]. In
all codebooks, a free distance of at ledst= 2 was employed, since this supports conver-
gence to an infinitesimally low BER [495]. The resultant agr VLC codeword lengths of
L" = Zle P(k)-I™* n € [L...N], were found to range from 3.94 to 12.18 bits/symbol.
When compared to the source symbol entropyrof — Zszl P(k) - logy(P(k)) = 3.77
bits/symbol, these correspond to coding rate®bf= E/L™ spanning the range of 0.31 to
0.96.

As will be detailed below, our SBIr'VLC and BBIrVLC schemesrealesigned under
the constraint that they have an overall coding rat&kof 0.52. This value was chosen,
since it is the coding rate of the VLC codebo®d.C'°, which we employ in our SBVLC
and BBVLC bench-markers usiny = 1 codebook. This coding rate results in an average
interleaver length of\f - J - E/R = 217,500 bits for all the schemes considered.

In-phase Quadrature-phase (1Q)-interleaved TCM havigfterellis-states per symbol
along with 3/4-rate coded 16-Level Quadrature AmplitudedMation (16QAM) is em-
ployed, since this is appropriate for transmission ovepumtated narrowband Rayleigh fad-
ing channels. Ignoring the modest bitrate contributionarfueying the side information, the
bandwidth efficiency of the schemes considered is therefere.52-0.75-log,(16) = 1.56
bit/s/Hz, assuming ideal Nyquist filtering having a zeroessbandwidth. This value corre-
sponds to the channel capacity of the uncorrelated narmosvBayleigh fading channel at an
E, /Ny value of 2.6 dB [496]. Given this point on the correspondihgrmnel capacity curve,
we will be able to quantify, how closely the proposed schemayg approach this ultimate
limit.

Recall from Section 12.6.2 that it is necessary to conveyehgth of each transmission
sub-frameu™ to the receiver in order to facilitate its VLC decoding. Itsvound for all
considered schemes that a single 10-bit fixed-length codkwafoside information is suffi-
cient for conveying the length of each of thé = 150 transmission sub-framas™ in each
transmission frama. As suggested in Section 12.6.2, this error sensitive sifternation
may be protected by a low-rate block code in order to enssnmltable transmission. Note
that since even a repetition code having a rate as low/@encodes the side information
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with only about 1% of the expected transmission frame lgngthconsider the overhead of
conveying side information to be acceptable.

12.6.3.2 EXIT chart analysis and optimization

We now consider the EXIT characteristics of the various comemts of our various schemes.
In all cases, EXIT curves were generated using uncorrel@gagssian distributed priori
LLRs with the assumption that the transmission frame’shatge equiprobable values. This is
justified, because we employ a long interleaver and becaesentropy of the VLC encoded
bits was found to be at least 0.99 for all considered VLC cod&b. All mutual information
measurements were made using the histogram-based apptmxirof the LLR PDFs [476].

In Figure 12.68, we provide the EXIT curvé$(I:, E,/Ny) of the TCM scheme for a
number ofE, /N, values above the channel capacity bound of 2.6 dB. The edeEXIT
curvesI?™(I12) plotted for theV = 15 VLC codebooks, together with their coding rafes,
are also given in Figure 12.68. Note that these curves wearsa using bit-based VLC
decoding, but very similar curves may be obtained for syriilasied decoding.

The inverted EXIT curve of an IrVLC schenig(I¢) can be obtained as the appropriately
weighted superposition of th¥ = 15 component VLC codebooks’ EXIT curves,

N
9(19) = 3" amIgm(I), (12.17)
n=1

wherea™ is the fraction of the transmission framethat is generated by the specific compo-
nent codebooV LC™. Note that the values a@f" are subject to the constraints

N
d a"=1, a">0¥ne[l...N]. (12.18)
n=1

The specific fraction of source symbol sub-frara®sthat should be encoded by the specific
component codebodKLC™ in order that it generates a fractioft of the transmission frame
u, is given by

C"=a"-R"/R, (12.19)

where R = 0.52 is the desired overall coding rate. Again, the specific \valoeC™ are
subject to the constraints

N N
Y =Y a"-R'/R=1, C">0Vnel[l...N] (12.20)
n=1 n=1

Beneficial values of™ may be chosen by ensuring that there is an open EXIT tunnel
between the inverted IrVLC EXIT curve and the EXIT curve ofMi@t anE;, /N, value that
is close to the channel capacity bound. This may be achiesied the iterative EXIT-chart
matching process of [475] to adjust the valued 67*})_, under the constraints of (12.18)
and (12.20) for the sake of minimising the error function

{C™N_| = argmin < /0 1 e(I)Z'dJ) , (12.21)

{cn 1,



12.6. NEAR-CAPACITY IRREGULAR VARIABLE LENGTH CODES 511

1

0.9

0.8 |t
/

0.7 43
i

0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
la 1e”
VLC! R'=0.96 Cgp=0.00 Cgg=0.00 —+-—  VLC'® RY=0.52 C%g=0.00 C%;=0.00 —&—
VLC? RP=0.91 Ggpm0.00 Gpp=0.00 -x-—  VLC R"=047 ;=065 Glpp=0.63 -
vLc® R=0.86 Cgg=0.00 Cgg=0.00 ---x--- vLC® RY%=043 C%;=0.00 G?;5=0.00 o
vic? R=081 Cgg=0.00 Cg=0.00 —&—  VLC'® R™®=039 C3=0.06 C3%=0.00 v
VLC® RP=0.75 Cgg=0.29 Cpg=0.32 —v—  VLC RY=0.35 C%z=0.00 C%p=0.00 o
vLC® RP=0.70 Cgg=0.00 Cyg=0.00 —o—  VLC'® R™=0.31 C°=0.00 C%y=0.05 o
VLC” R'=0.64 Cg50.00 Cpp=0.00 ---e--- I'VLC R=0.52 —o—
vLc® R=0.60 Cgu0.00 G3p=0.00 -+ TCM E/Ng=3.7dB —=—
vLc® R=0.57 Cgu0.00 C=0.00 % TCM E/Ny=3.2dB —e—

Figure 12.68:Inverted VLC EXIT curves and TCM EXIT curves.
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where
e(I) = I.(I, Ey/No) — I2(1) (12.22)

is the difference between the inverted IrVLC EXIT curve ahd EXIT curve of TCM at a
particular targef, /Ny value. Note that in order to ensure that the design resulis iopen
EXIT tunnel, we must impose the additional constraint of

e(I)> 0V 1 €0,1]. (12.23)

Open EXIT tunnels were found to be achievable for both the'@BT- and the BBIrVLC-
TCM schemes at ah;, /N, of 3.2 dB, which is just 0.6 dB from the channel capacity bound
of 2.6 dB. The inverted BBIrVLC EXIT curve is shown in Figur2.68, which is similar to
the SBIrVLC EXIT curve not shown here for reasons of spaa@emy. The correspond-
ing values ofC™ are provided for both the SBIrVLC- and the BBIrVLC-TCM schesnin
Figure 12.68.

By contrast, the corresponding EXIT-tunnel only becomesnofor the SBVLC- and
BBVLC-TCM bench-markers fof;, /N, values in excess of 3.7 dB, which is 1.1 dB from
the channel capacity bound of 2.6 dB. We can therefore expe@BIrVLC- and BBIrVLC-
TCM schemes to be capable of operating at nearly half thamistfrom the channel capacity
bound in comparison to our bench-markers, achieving a daibaut 0.5 dB.

12.6.4 Results

In this section, we discuss our findings when communicativer an uncorrelated narrow-
band Rayleigh fading channel having a rangefpf N, values above the channel capacity
bound of 2.6 dB.

In addition to the proposed SBIrVLC-, BBIrVLC-, SBVLC- andB®LC-TCM schemes,
in this section we also consider the operation of an additibench-marker which we refer
to as the Huffman-IrCC-TCM scheme. In contrast to the SBICVLBBIrVLC-, SBVLC-
and BBVLC-TCM schemes, in the Huffman-IrCC-TCM scheme ttes$mission frama
of Figure 12.67 is generated by both Huffman and concatdna®C encoding the source
symbol frames, rather than by invoking VLC encoding. More specifically,ffiuan coding
is employed on a sub-frame by sub-frame basis, as descritigettion 12.6.2. The resultant
frame of Huffman encoded bitsis protected by the memory-4 17-component IrCC scheme
of [497]. This was tailored to have an overall coding rate .6P0and an inverted EXIT curve
that does not cross the TCM EXIT curve at Bp/N, of 3.2 dB, just like the SBIrVLC and
BBIrVLC designs detailed in Section 12.6.3. In the Huffmla@C-TCM receiver, iterative
APP SISO IrCC and TCM decoding proceeds, as described ino8et2.6.2. Note that in
addition to thea posterioriLLR frame L9 (u) pertaining to the transmission framethe APP
SISO IrCC decoder can additionally provide toposterioriLLR frame L7 (v) pertaining to
the frame of Huffman encoded bits It is on the basis of this that bit-based MAP Huffman
sequence estimation may be invoked on a sub-frame by sotefoasis in order to obtain the
source symbol frame estimaie

12.6.4.1 Asymptotic performance following iterative decding convergence

For each of our schemes and for each valu&gfN,, we consider the reconstructed source
sample frame and evaluate the Signal to Noise Ratio (SNR) associated tivithratio of
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the source signal’s energy and the reconstruction erraggnbkat may be achieved follow-
ing iterative decoding convergence. This relationshiplagted for each of the SBIrVLC-,
BBIrVLC-, SBVLC- and BBVLC-TCM schemes, as well as for the fifnan-IrCC-TCM
scheme, in Figure 12.69.
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Figure 12.69: Reconstruction SNR versus, /N, for a Gaussian source usitig = 16-level Lloyd-
Max quantization for the SBIrVLC-, BBIrVLC-, SBVLC- and BBVLC-TI@ schemes,
as well as for the Huffman-IrCC-TCM scheme, communicating oveureorrelated
narrowband Rayleigh fading channel following iterative decoding eagyence.

At sufficiently highE, /N values, all considered schemes are capable of achievingesou
sample reconstruction SNRs of up to 20 dB, which represasteitror-free case, where only
quantization noise is present, while all channel-inducears are absent. As shown in Figure
12.69, this may be achieved by the SBIrVLC- and BBIrVLC-TCbhemes af, /N, values
above 3.2 dB, which is just 0.6 dB from the channel capacitynoloof 2.6 dB. This represents
a 0.5 dB gain over the SBVLC- and BBVLC-TCM schemes, whichuiegE;, /N, values in
excess of 3.7 dB, a value that is 1.1 dB from the channel cgpbeund. Additionally, the
SBIrVLC- and BBIrVLC-TCM schemes can be seen to offer a 0.2ydB over the Huffman-
IrCC-TCM scheme, which is incapable of operating within @B of the channel capacity
bound.

Note that our findings recorded in Figure 12.69 for the SBI©YLBBIrVLC-, SBVLC-
and BBVLC-TCM schemes confirm the EXIT chart predictions efct®n 12.6.3. Fig-
ure 12.68 provides decoding trajectories for the BBIr'VLCM and BBVLC-TCM schemes
at £,/ Ny values of 3.2 dB and 3.7 dB, respectively. Note that owindheodufficiently long
interleaver length oM - J - E/R = 217,500 bits, correlation within the priori LLR frames
L (u) andL¢(u) is mitigated and the recorded trajectories exhibit a cloamwith the cor-
responding TCM and inverted IrVLC/VLC EXIT curves. In bothses, the corresponding
trajectory can be seen to converge to the (1,1) mutual irdion point of the EXIT chart af-
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ter a number of decoding iterations. Note that with each diecateration, a greater extrinsic
mutual information is achieved, which corresponds to atgresource sample reconstruction
SNR.

At low E} /Ny values, the corresponding TCM EXIT curves cross the indehtéLC
or VLC EXIT curves and the open EXIT chart tunnel disappednsthese cases, iterative
decoding convergence to unity mutual information canncddigeved, resulting in the poor
reconstruction quality that may be observed at low valueS,giV, in Figure 12.69.

In the case of the Huffman-IrCC-TCM scheme however, pooomstuction qualities
were obtained despite the presence of an open EXIT charektdomE;, /N, values between
3.2 dB and 3.4 dB in Figure 12.69. This surprising result mayatributed to the APP
SISO IrCC decoder's relatively high sensitivity to any okl correlation within tha priori
LLR frame L2(u) that could not be mitigated by the interleaver having anayetength of
217,500 bits. As a result of this, the Huffman-IrCC-TCM EXI&jectory does not approach
the inverted IrCC EXIT curve very closely and a wide EXIT dhamnel is required for
iterative decoding convergence to ttie 1) mutual information point of the EXIT chart.

The relatively high sensitivity of APP SISO CC decoding tg aorrelation within thea
priori LLR frame L2 (u) as compared to VLC decoding may be explained as follows.ruri
APP SISO CC decoding using the BCJR algorithm, it is assuimetoatl a priori LLRs that
correspond to bits within each set bfconsecutive codewords are uncorrelated, wheirg
the constraint length of the CC [479]. By contrast, duringPA®ISO VLC decoding using
the BCJR algorithm, it is assumed thatalpriori LLRs that correspond to bits within each
singlecodeword are uncorrelated [489]. Hence, the BCIJR-basedBP decoding of a
CC scheme can be expected to be more sensitive to correldtitn thea priori LLR frame
L2(u) than that of a VLC scheme having similar codeword lengths.aAssult, a longer
interleaver and hence a higher latency would be requiredafulitating near-capacity CC
operation.

12.6.4.2 Performance during iterative decoding

The achievement of iterative decoding convergence regjtlire completion of a sufficiently
high number of decoding iterations. Clearly, each decoiéargtion undertaken is associated
with a particular computational complexity, the sum of whiepresents the total computa-
tional complexity of the iterative decoding process. Hertlhe completion of a sufficiently
high number of decoding iterations in order to achieve fiegadecoding convergence may
be associated with a high computational complexity. In otdejuantify how this computa-
tional complexity scales as iterative decoding proceedsgemorded the total number of ACS
operations performed per source sample during APP SISQddecand MAP sequence es-
timation.

Furthermore, the performance of the considered schemeslgasssessediuring the
iterative decoding process, not only after its completinoeoconvergence has been achieved.
This was achieved by evaluating the source sample recatismuSNR following the com-
pletion ofeachdecoding iteration. The total computational complexitgaasated with this
SNR was calculated as the sum of the computational com@sxssociated with all decod-
ing iterations completed so far during the iterative dengdirocess. Clearly, as more and
more decoding iterations are completed, the resultanteaample reconstruction SNR can
be expected to increase until iterative decoding convegénachieved. However, the asso-
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ciated total computational complexity will also increaserere and more decoding iterations
are completed. Hence, this approach allows the charaatierisof the tradeoff between re-
construction quality and computational complexity.

For each considered Rayleigh chanBgf N, value, a set of source sample reconstruction
SNRs and their corresponding computational complexitias @btained, as described above.
Note that the size of these sets was equal to the number oflishgciterations required to
achieve iterative decoding convergence at the partiddjdV, value. It would therefore be
possible to display the source sample reconstruction SNBuseboth theF; /N, and the
computational complexity in a three-dimensional surfale, gor each of the SBIrVLC-,
BBIrVLC-, SBVLC- and BBVLC-TCM schemes. For clarity howeyehese surfaces are
projected in the direction of the source sample reconstmi@NR axis into two dimensions
in Figure 12.70. We employ contours of constant source sanggbnstruction SNR, namely
15 dB and 20 dB, to parameterise the relationship betweeRéyteigh fading channel’s
E, /Ny value and the associated computational complexity. Natethie plot of Figure 12.69
may be thought of as a cross-section through the surfacessesgied by Figure 12.70, per-
pedicular to the computational complexity axislati0” ACS operations per source sample.
Note that this particular value of computational comphexd sufficiently high to achieve
iterative decoding convergence at all valuedif Ny, in each of the considered schemes.

Note that the SBIrVLC and SBVLC decoders have a computatimraplexity per source
sample that depends on the number of symbols in each sourdmtgub-frame™, namely
J. This is because the number of transitions in their symlaskl trellises is proportional to
J? [487]. Hence the results provided in Figure 12.70 for therSBC- and SBVLC-TCM
schemes are specific to the= 100 scenario. By contrast, the TCM, BBIrVLC, BBVLC
and IrCC decoders have a computational complexity per sogample that is independent
of the number of symbols in each source symbol sub-frafhenamely.J. This is because
the number of transitions in their trellises is proportibtoa./ [486] [498] [479]. Hence the
results for the BBIrVLC- and BBVLC-TCM schemes, as well astfee Huffman-IrCC-TCM
scheme, provided in Figure 12.70 avet specific for theJ = 100 case.

As shown in Figure 12.70, source sample reconstruction SR to 20 dB can be
achieved within 0.6 dB of the channel’s capacity bound of @6for the SBIrVLC- and
BBIrVLC-TCM schemes, within 1.1 dB for the SBVLC- and BBVLTEM schemes and
within 0.8 dB for the Huffman-IrCC-TCM scheme. Note thatdadindings agree with those
of the EXIT chart analysis and the asymptotic performancdysis.

12.6.4.3 Complexity analysis

We now comment on the computational complexities of the idened schemes and select
our preferred arrangement.

In all considered schemes and at all valueEgfN,, a source sample reconstruction SNR
of 15 dB can be achieved at a lower computational compleRéy an SNR of 20 dB can, as
shown in Figure 12.70. This is because a reduced number ofldegiterations is required
for achieving the extrinsic mutual information value asated with a lower reconstruction
quality, as stated above. However, for all considered selseoperating at high values of
E, /Ny, this significant 5 dB reduction in source sample reconstbnSNR facilitates only
a relatively modest reduction of the associated computaticomplexity, which was between
9% in the case of the Huffman-IrCC-TCM scheme and 36% for BEB_C-TCM scheme.
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Figure 12.70: Computational complexity versus;, /Ny for a Gaussian source usidg = 16-level
Lloyd-Max quantization for the SBIrVLC-, BBIrVLC-, SBVLC- and BBAMC-TCM
schemes, as well as for the Huffman-IrCC-TCM scheme, commitimicaver an un-
correlated narrowband Rayleigh fading channel, parameterised witotlree sample
reconstruction SNR.
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Hence we may conclude that the continuation of iterativedeg until near-perfect conver-
gence is achieved can be justified at all value&gpfN.

Additionally, it may be seen that a given source sample rettoction SNR may be
achieved at a reduced computational complexity for all weTred schemes as thg, /N
value increases. This may be explained by the widening oEKH chart tunnel, as the
E, /Ny value increases. As a result, less decoding iterationseapgired for reaching the
extrinsic mutual information that is associated with a #pesource sample reconstruction
SNR considered.

In each of the considered schemes it was found that VLC and €x6dihg is associ-
ated with a higher contribution to the total computationainplexity than TCM decoding.
Indeed, in the case of the SBIrVLC- and SBVLC-TCM schemewas found that VLC de-
coding accounts for about 97% of the numbers of ACS operafien source sample, having
a complexity of about 32.3 times higher than that of TCM déogd By contrast, in the
BBIrVLC- and BBVLC-TCM schemes, VLC decoding accounts foityo70% of the opera-
tions, having a complexity of about 2.3 times that of TCM d#ing. Similarly, CC decoding
accounts for only 60% of the ACS operations in the Huffma@&fTCM scheme, having a
complexity of about 1.4 times that of TCM decoding.

The high complexity of the SBIr'VLC and SBVLC decoders may beiaited to the
specific structure of their trellises, which contain sigrafitly more transitions than those of
the BBIrVLC, BBVLC and IrCC decoders [487]. As a result, thBIS/LC- and SBVLC-
TCM schemes have a complexity that is about an order of magmihigher than that of
the BBIrVLC- and BBVLC-TCM schemes, as well as the Huffma@C-TCM scheme, as
shown in Figure 12.70. In the light of this, the employmenttef SBIrVLC- and SBVLC-
TCM schemes cannot be readily justified.

Observe in Figure 12.70 that at high, /N, values, the SBIrVLC- and BBIrVLC-TCM
schemes have a higher computational complexity than thiegmonding SBVLC- or BBVLC-
TCM scheme. This is due to the influence of their low rate VLG@eamok components.
These codebooks comprise codewords with many differemthesn which introduce many
transitions, when represented in a trellis structure. Timeosed computational complexity
discrepancy is particularly high in the case of the scherhasémploy the symbol-based
VLC trellis, owing to its particular nature. For this reastime SBIrVLC-TCM scheme has a
computational complexity that is 240% higher than that ef$8VLC-TCM scheme.

By contrast, we note that at high valuesif/ N, the BBIr'VLC-TCM scheme has only
about a 60% higher computational complexity than the BBVLCM scheme. Similarly, the
BBIrVLC-TCM scheme has only twice the computational comftieof the Huffman-IrCC-
TCM scheme. Coupled with the BBIr'VLC-TCM scheme’s abilitydperate within 0.6 dB
of the Rayleigh fading channel’s capacity bound, we are tbigentify this as our preferred
arrangement.

12.6.5 Conclusions

In this section we have introduced a novel IrVLC design foameapacity joint source and
channel coding. In analogy to IrCC, Ir'VLC employs a numbesahponent VLC codebooks
having different coding rates in appropriate proportiohore specifically, with the aid of
EXIT chart analysis, the appropriate fractions of the irguirce symbols may be chosen for
directly ensuring that the EXIT curve of the IrVLC codec mayrbatched to that of a serially
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concatenated channel codec. In this way, an open EXIT almanet facilitating near-capacity
high quality source sample reconstruction may be achieved.

We have detailed the construction of an IrVLC scheme thatitalsle for the encoding of
16-level Lloyd-Max quantized Gaussian i.i.d. source s&sphd for use with 1Q-interleaved
TCM and 16QAM over uncorrelated narrowband Rayleigh fadihgnnels. For the pur-
poses of comparison, we also selected a regular VLC benckemdaving a coding rate
equal to that of our IrVLC scheme. Serially-concatenatatligaratively decoded SBIrVLC-,
BBIrVLC-, SBVLC- and BBVLC-TCM schemes were characterisgith the aid of EXIT
chart analysis. These schemes have a bandwidth efficiertp@fits per channel symbol,
which corresponds to a Rayleigh fading channel capacitydadf 2.6 dB. Using an average
interleaver length of 217,500 bits, the SBIrVLC- and BBI¥ATCM schemes were found to
offer high-quality source sample reconstruction atgaiV, value of 3.2 dB, which is just 0.6
dB from the capacity bound. This compares favourably withSBVLC- and BBVLC-TCM
bench-markers, which require &f /Ny value of 3.7 dB. This also compares favourably with
a Huffman-IrCC-TCM bench-marker, which requiresiggy Ny value of 3.4 dB owing to its
slightly eroded performance when operating with the cargid interleaver length. Owing
to the higher computational complexity of the SBIrVLC-TClheme, the BBIrVLC-TCM
arrangement was identified as our preferred scheme.

12.7 Digital Terrestrial Video Broadcasting
for Mobile Receivers'?

12.7.1 Background and Motivation

Following the standardization of the pan-European digitdeo broadcasting (DVB) sys-
tems, we have begun to witness the arrival of digital telewiservices to the home. How-
ever, for a high proportion of business and leisure tragelélis desirable to have access to
DVB services while on the move. Although it is feasible toesxthese services with the aid
of dedicated DVB receivers, these receivers may also firidwlay into the laptop computers
of the near future. These intelligent laptops may also bectima portable DVB receivers of
wireless in-home networks.

In recent years three DVB standards have emerged in Europerfestrial [499], cable-
based [500], and satellite-oriented [501] delivery of D\Mi§mls. The more hostile propaga-
tion environment of the terrestrial system requires camaied Reed—Solomon (RS) [389,
502] and rate-compatible punctured convolutional codiRERPCC) [389, 502] combined
with orthogonal frequency division multiplexing (OFDMaged modulation [221]. By con-
trast, the more benign cable and satellite-based mediktdéeithe employment of multi-
level modems using up to 256-level quadrature amplitudeutadidon (QAM) [221]. These
schemes are capable of delivering high-definition videoitatdtes of up to 20 Mbit/s in
stationary broadcast-mode distributive wireless scesari

12This section is based on C. S. Lee, T. Keller, and L. Hanzo, KfRased turbo-coded hierarchical and non-
hierarchical terrestrial mobile digital video broadcagtiE EE Transactions on Broadcastinglarch 2000, pp. 1-22,
(©2000 IEEE. Personal use of this material is permitted. Howeermission to reprint/republish this material for
advertising or promotional purposes or for creating neweatiVe works for resale or redistribution to servers or
lists, or to reuse any copyrighted component of this work freotvorks must, be obtained from the IEEE.
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Recently, a range of DVB system performance studies has fresented in the litera-
ture [503-506]. Against this background, in this contribatwe have proposed turbo-coding
improvements to the terrestrial DVB system [499] and ingased its performance under
hostile mobile channel conditions. We have also studiewuarideo bit-stream partitioning
and channel coding schemes both in the hierarchical andieranbhical transceiver modes
and compared their performance.

The rest of this section is divided as follows. In Section712the bit error sensitivity
of the MPEG-2 coding parameters [507] is characterized. iéf lowverview of the enhanced
turbo-coded and standard DVB terrestrial scheme is predéntSection 12.7.3, while the
channel model is described in Section 12.7.4. Following,tii Section 12.7.5 the reader
is introduced to the MPEG-2 data partitioning scheme [5@&Jduto split the input MPEG-2
video bit-stream into two error protection classes, whigh then be protected either equally
or unequally. These two video bit protection classes camlledbroadcast to the receivers us-
ing the DVB terrestrial hierarchical transmission form&@9]. The performance of the data
partitioning scheme is investigated by corrupting either high- or low-sensitivity video
bits using randomly distributed errors for a range of systenfigurations in Section 12.7.6,
and their effects on the overall reconstructed video quali¢ evaluated. Following this, the
performance of the improved DVB terrestrial system empigythe nonhierarchical and hi-
erarchical format [499] is examined in a mobile environmiarsections 12.7.7 and 12.7.8,
before our conclusions and future work areas are presemt8ddtion 12.7.9. We note fur-
thermore that readers interested mainly in the overalesygterformance may opt to proceed
directly to Section 12.7.3. Let us commence our discoursedmext section by describing
an objective method of quantifying the sensitivity of the BAR-2 video parameters.

12.7.2 MPEG-2 Bit Error Sensitivity

At this stage we again note that a number of different teaiesgan be used to quantify the
bit error sensitivity of the MPEG-2 bits. The outcome of #hédisvestigations will depend
to a degree on the video material used, the output bit ratkeo¥ideo codec, the objective
video-quality measures used, and the averaging algorithptayed. Perceptually motivated,
subjective quality-based sensitivity testing becomesasible due to the large number of
associated test scenarios. Hence, in this section we papaimplified objective video-
quality measure based bit-sensitivity evaluation proceduhich attempts to examine all the
major factors influencing the sensitivity of MPEG-2 bits eSffically, the proposed procedure
takes into account the position and the relative frequeficheoMPEG-2 parameters in the
bit-stream, the number of the associated coding bits fon 84 EG-2 parameter, the video
bit rate, and the effect of loss of synchronization or ermapagation due to corrupted bits.
Nonetheless, we note that a range of similar bit-sensijtegtimation techniques exhibiting
different strengths and weaknesses can be devised. No fldut# research will produce a
variety of similarly motivated techniques.

In this section, we assume familiarity with the MPEG-2 stnad507,508]. The aim of
our MPEG-2 error-resilience study was to quantify the ayeraSNR degradation caused by
each erroneously decoded video codec parameter in thi&dyins, so that appropriate pro-
tection can be assigned to each parameter. First, we defeetheasures, namely, the peak
signal-to-noise ratio (PSNR), the PSNR degradation, ardatirerage PSNR degradation,
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which are to be used in our subsequent discussions. The PS#igRined as follows:

N M 9
2
PSNR= 10 logio Z”;O Z"]L;() o : (12.24)
Zn:() Zm:() A2

whereA is the difference between the uncoded pixel value and ttenstaicted pixel value,
while the variables\/ and N refer to the dimension of the image. The maximum possible 8-
bit pixel luminance value of 255 was used in Equation 12.2drder to mitigate the PSNR’s
dependence on the video material used. The PSNR degradgatiendifference between the
PSNR of the decoder’s reconstructed image in the eventafeous decoding and successful
decoding. The average PSNR degradation is then the meaa BSNR degradation values
computed for all the image frames of the video test sequence.

Most MPEG-2 parameters are encoded by several bits, andhibgyoccur in different
positions in the video sequence. In these different pastithey typically affect the video
quality differently, since corrupting a specific parametta frame close to the commence-
ment of a new picture start code results in a lesser degoadiditan corrupting an equivalent
parameter further from the resynchronization point. Hetheesensitivity of the MPEG-2
parameters is position-dependent. Furthermore, diffesrooded bits of the same specific
MPEG-2 parameter may exhibit different sensitivity to ahelnerrors. Figure 12.71 shows
such an example for the parameter known as idtrgrecision [507], which is coded un-
der the picture coding extension [508]. In this example,RE&R degradation profiles due
to bit errors being inflicted on the parameter intl@precision of frame 28 showed that the
degradation is dependent on the significance of the bit dersid. Specifically, errors in the
most significant bit (MSB) caused an approximately 3 dB hidh®@NR degradation than the
least significant bit (LSB) errors. Furthermore, the PSNBrdéation due to an MSB error
of the intradc_precision parameter in frame 73 is similar to the PSNR detiawl profile
for the MSB of the intradc_precision parameter of frame 28. Due to the variation of the
PSNR degradation profile for the bits of different significarof a particular parameter, as
well as for the same parameter at its different occurrencései bit-stream, it is necessary to
determine theveragePSNR degradation for each parameter in the MPEG-2 bitfstrea

Our approach in obtaining the average PSNR degradation imdlarsto that suggested
in the literature [194, 509]. Specifically, the average measised here takes into account
the significance of the bits corresponding to the MPEG-2mpatar concerned, as well as
the occurrence of the same parameter at different locatiotiee encoded video bit-stream.
In order to find the average PSNR degradation for each MPE®&<rbam parameter, the
different bits encoding a specific parameter, as well as ttsedh the same parameter but
occurring at different locations in the MPEG-2 bit-streamre corrupted and the associated
PSNR degradation profile versus frame index was registdree.observed PSNR degrada-
tion profile generated for different locations of a specificgmeter was then used to compute
the average PSNR degradation. As an example, we will use Sh&RRlegradation profile
shown in Figure 12.71. This figure presents three degradatiofiles. The average PSNR
degradation for each profile is first computed in order to poadtthree average PSNR degra-
dation values corresponding to the three respective psofilae mean of these three PSNR
averages will then form the final average PSNR degradatiotméintradc_precision param-
eter. The same process is repeated for all MPEG-2 paraniaeterghe picture layer up to
the block layer. The difference with respect to the appraadbpted in [194, 509] was that
while in [194, 509] the average PSNR degradation was aadjfimeeach bit of the output



12.7. DVB-T FOR MOBILE RECEIVERS 521

w
al

w
o

N
(63}

N
o

[EnN
a1

PSNR degradation (dB)
)

® MSB of intra_dc_precision (Frame 28)
A LSB of intra_dc_precision (Frame 28)
4 MSB of intra_dc_precision (Frame 73)

0 10 20 30 40 50 60 70 80 90 100
Frame Index

Figure 12.71:PSNR degradation profile for the different bits used to encode the. distpaecision
parameter [507] in different corrupted video frames for the “Missetica” QCIF video
sequence encoded at 30 frame/s and 1.15 Mbit/s.

bit-stream, we have adopted a simpler approach in this iboitiobn due to the large num-
ber of different parameters within the MPEG-2 bit-strearigufes 12.72 to 12.74 show the
typical average PSNR degradations of the various MPEG-@wpeters of the picture header
information, picture coding extension, slice layer matwok layer and block layer [508],
which were obtained using tH&6 x 144 quarter common intermediate format (QCIF) “Miss
America”’ (MA) video sequence at 30 frames/s and a high aecsbitgate of 1.15 Mbit/s.

The different MPEG-2 parameters or code words occur witfeht probabilities, and
they are allocated different numbers of bits. Therefore,aterage PSNR degradation reg-
istered in Figures 12.72 to 12.74 for each MPEG-2 paramedsmaultiplied, with the long-
term probability of this MPEG-2 parameter occurring in th®BA5-2 bit-stream and with
the relative probability of bits being allocated to that MPR parameter. Figures 12.75 and
12.76 show the occurrence probability of the various MPE@&2meters characterized in
Figures 12.72 to 12.74 and the probability of bits allocdtethe parameters in the picture
header information, picture coding extension, as well abénslice, macroblock, and block
layers [508], respectively, for the QCIF MA video sequencecagled at 1.15 Mbit/s.

We will concentrate first on Figure 12.75(a). It is observeat &ll parameters — except
for the full_pelforward.vector, forwardf_code, fullpel.backwardvector, and backwarél -
code — have the same probability of occurrence, since thpgaponce for every coded
video frame. The parameters fydel forward.vector and forward_code have a higher pro-
bability of occurrence than fulbel.backwardvector and backwarfl code, since the former
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Figure 12.72: Average PSNR degradation for the various MPEG-2 parameters in¢gicaader infor-

tension for the “Miss America” QCIF video sequence encoded at 3feffaand 1.15
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Figure 12.74: Average PSNR degradation for the various MPEG-2 parameters in si@eroblock,
and block layers for the “Miss America” QCIF video sequence encadeD frame/s
and 1.15 Mbit/s.

two appear in both P frames and B frames, while the latter tahp occur in B frames. For
our experiments, the MPEG-2 encoder was configured so thaviry encoded P frame,
there were two encoded B frames. However, when comparedtiétparameters from the
slice layer, macroblock layer, and block layer, which ararelterized by the bar chart of Fig-
ure 12.75(b), the parameters of the picture header inféomaind picture coding extension
appeared significantly less frequently.

If we compare the occurrence frequency of the parameteheislice layer with those in
the macroblock and block layers, the former appeared ldeg,ofince there were 11 mac-
roblocks and 44 blocks per video frame slice for the QCIF ‘$Wgnerica” video sequence
were considered in our experiments. The AC discrete cosamsform (DCT) [177] coeffi-
cient parameter had the highest probability of occurreexegeding 80%.

Figure 12.76 shows the probability of bits being allocatedhe various MPEG-2 pa-
rameters in the picture header information, picture codixtgnsion, slice, macroblock and
block layers [508]. Figure 12.77 was included to more exfidllustrate the probability
of bit allocation seen in Figure 12.76(b), with the probipibf allocation of bits to the AC
DCT coefficients being omitted from the bar chart. Consigfrigure 12.76(a), the two
dominant parameters, with the highest number of encoditsgréguirement are the picture
start code (PSC) and the picture coding extension start @@@ESC). However, comparing
these probabilities with the probability of bits being alided to the various parameters in the
slice, macroblock, and block layers, we see that the peagemf bits allocated can still be
considered minimal due to their infrequent occurrencehéntlock layer, the AC DCT coef-
ficients require in excess of 85% of the bits available fonthele video sequence. However,
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Figure 12.77: Probabilitg of bits being allocated to the variousMMPEG-2 slice, macrobloukbiock
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parameters more clearly. This probability of bits allocation to the various GRpa-
rameters is associated with the “Miss America” QCIF video sequencededcat 30
frame/s and 1.15 Mbit/s.

at bit rates lower than 1.15 Mbit/s the proportion of AC cardfint encoding bits was signifi-

cantly reduced, as illustrated by Figure 12.78. Specificatl30 frame/s and 1.15 Mbit/s, the
average number of bits per video frame is about 38,000 andea giroportion of these bits

is allocated to the MPEG-2 control header information, wwiinformation, and the DCT

coefficients. Upon reducing the total bit rate budget — sitheenumber of control header
bits is more or less independent of the target bit rate — tbpgtion of bits allocated to the
DCT coefficients is substantially reduced. This is exgiiaiemonstrated in Figure 12.78 for
bit rates of 1.15 Mbit/s and 240 kbit/s for the “Miss Americ@CIF video sequence.

The next process, as discussed earlier, was to normalizsdasured average PSNR
degradation according to the occurrence probability ofrdspective MPEG-2 parameters
in the bit-stream and the probability of bits being allockte this parameter. The normal-
ized average PSNR degradation caused by corrupting thenptees of the picture header
information and picture coding extension [508] is portihye Figure 12.79(a). Similarly,
the normalized average PSNR degradation for the paranaténe slice, macroblock, and
block layers is shown in Figure 12.79(b). In order to vispahhance Figure 12.79(b), the
normalized average PSNR degradation for the AC DCT coefiisieras omitted in the bar
chart shown in Figure 12.80.
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Figure 12.78: Profile of bits allocated to the DCT coefficients, when the 30 frame/s QCIBsWMmer-
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video sequence encoded at 30 frame/s and 1.15 Mbit/s.
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degradation for the AC DCT coefficients was omitted in order to show thraged®SNR
degradation of the other parameters. This bar chart is presentea ftMiss America”
QCIF video sequence encoded at 30 frame/s and 1.15 Mbit/s case.

The highest PSNR degradation was inflicted by the AC DCT aueffts, since these pa-
rameters occur most frequently and hence are allocatedghedt number of bits. When a
bit error occurs in the bit-stream, the AC DCT coefficientseha high probability of being
corrupted. The other parameters, such asCT_size and DCDCT_differential, exhib-
ited high average PSNR degradations when corrupted, bisteegd low normalized average
PSNR degradations since their occurrence in the bit-streaonfined to the infrequent intra-
coded frames.

The end-of-block MPEG-2 parameter exhibited the seconddsgnormalized average
PSNR degradation in this study. Although the average nurobéits used for the end-
of-block is only approximately 2.17 bits, the probabilityy @ccurrence and the probability
of bits being allocated to it are higher than for other par&mse with the exception of the
AC DCT coefficients. Furthermore, in general, the paransetéthe slice, macroblock, and
block layers exhibit higher average normalized PSNR degianls due to their more frequent
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Figure 12.81: Schematic of the DVB terrestrial transmitter functions.

occurrence in the bit-stream compared to the parameterdbéhang to the picture header
information and to the picture coding extension. This afsplies that the percentage of bits
allocated to these parameters is higher.

Comparing the normalized average PSNR degradations ofaifsneters in the picture
header information and picture coding extension, we oleséiat the picture start code (PSC)
exhibits the highest normalized average PSNR degradatitimugh most of the parameters
here occur with equal probability as seen in Figure 12.7%@&)picture start code requires a
higher portion of the bits compared to the other parametéth,the exception of the exten-
sion start code. Despite having the same probability of wecge and the same allocation of
bits, the extension start code exhibits a lower normaliz8NR degradation than the picture
start code, since its average unnormalized degradatianvisr] as shown in Figure 12.72 to
Figure 12.74.

In Figures 12.79 and 12.80, we observed that the video PSgRadation was domi-
nated by the erroneous decoding of the AC DCT coefficienticiwéippeared in the MPEG-2
video bit-stream in the form of variable-length codeword@hkis suggests that unequal error
protection techniques be used to protect the MPEG-2 paessdtrring transmission. In a
low-complexity implementation, two protection classes/ha envisaged. The higher prior-
ity class would contain all the important header informatimd some of the more important
low-frequency variable-length coded DCT coefficients. Tdveer priority class would then
contain the remaining less important, higher frequencyabée-length coded DCT coeffi-
cients. This partitioning process will be detailed in Sewtl2.7.5 together with its associ-
ated performance in the context of the hierarchical DVB [48#nsmission scheme in Sec-
tion 12.7.8. Let us, however, first consider the architectfrthe investigated DVB system
in the next section.

12.7.3 DVB Terrestrial Scheme

The block diagram of the DVB terrestrial (DVB-T) transmitf¢99] is shown in Figure 12.81,
which consists of an MPEG-2 video encoder, channel-codindutes, and an orthogonal
frequency division multiplex (OFDM) modem [221, 510]. Thissbream generated by the
MPEG-2 encoder is packetized into frames 188 bytes long. viden data in each packet
is then randomized by the scrambler of Figure 12.81. Theifipeletails concerning the
scrambler have not been included in this chapter since tlagyla obtained from the DVB-T
standard [499].

Because of the poor error resilience of the MPEG-2 video coplewerful concatenated
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Convolutional Coder Parameters

Code rate 1/2
Constraint length 7

n 2

k 1
Generator polynomials (octal format)171, 133

Table 12.16:Parameters of th€'C'(n, k, K') Convolutional Inner Encoder of the DVB-T Modem

channel coding is employed. The concatenated channel addégure 12.81 comprises a
shortened Reed—Solomon (RS) outer code and an inner ctiovizllencoder. The 188-byte
MPEG-2 video packet is extended by the Reed—Solomon en§@8@r502], with parity in-
formation to facilitate error recovery in order to form a 20yte packet. The Reed—Solomon
decoder can then correct up to 8 erroneous bytes for eachy@gacket. Following this,
the RS-coded packet is interleaved by a convolutional ledeer and further protected by a
half-rate inner convolutional encoder using a constraingth of 7 [389, 502].

Furthermore, the overall code rate of the concatenatedigatiheme can be adapted by
variable puncturing that supports code rates$ &f (no puncturing) as well a&/3, 3/4, 5/6,
and7/8. The parameters of the convolutional encoder are sumnagiriZzeable 12.16.

If only one of the two branches of the transmitter in FigureB14s utilized, the DVB-T
modem is said to be operating in its nonhierarchical mod¢igmode, the modem can have
a choice of QPSK, 16QAM, or 64QAM modulation constellati¢2®1].

A second video bit-stream can also be multiplexed with thet fine by the inner in-
terleaver, when the DVB modem is in its hierarchical mode9]49rhe choice of modula-
tion constellations in this mode is between 16QAM and 64QAM. employ this transmis-
sion mode when the data partitioning scheme of Section 3#&7sed to split the incom-
ing MPEG-2 video bit-stream into two video bit-protectidasses, with one class having a
higher grade of protection or priority than the other onee figher priority video bits will
be mapped to the MSBs of the modulation constellation p@ntsthe lower priority video
bits to the LSBs of the QAM-constellation [221]. For 16QAMMB&4QAM, the two MSBs
of each 4-bit or 6-bit QAM symbol will contain the more impant video data. The lower
priority video bits will then be mapped to the lower significa 2 bits and 4 bits of 16QAM
and 64QAM, respectively [221].

These QPSK, 16QAM, or 64QAM symbols are then distributed tve OFDM carriers
[221]. The parameters of the OFDM system are presented ile T&l7.

Besides implementing the standard DVB-T system as a benghme have improved the
system by replacing the convolutional coder with a turbaeodd01,402]. The turbo codec’s
parameters used in our investigations are displayed ireTEhlL8. The block diagram of the
turbo encoder is shown in Figure 12.82. The turbo encodagristeucted of two component
encoders. Each component encoder is a half-rate convofigmcoder whose parameters are
listed in Table 12.18. The two-component encoders are wseddode the same input bits,
although the input bits of the second component encodeméedeaaved before encoding.
The output bits of the two-component codes are puncturedratiiplexed in order to form a
single-output bit-stream. The component encoder usedisi&rmwn as a half-rate recursive
systematic convolutional encoder (RSC) [511]. It genaratee parity bit and one systematic
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OFDM Parameters

Total number of subcarriers 2048 (2 K mode)
Number of effective subcarriers 1705
OFDM symbol duratiory’s 224us
Guard interval Ts/4 = 56us
Total symbol duration 280us
(inc. guard interval)

Consecutive subcarrier spacihgl’ 4464 Hz
DVB channel spacing 7.61 MHz
QPSK and QAM symbol period 7164 us

Table 12.17:Parameters of the OFDM Module Used in the DVB-T Modem [499]

Turbo Coder Parameters
Turbo code rate 1/2
Input block length 17, 952 bits
Interleaver type Random
Number of turbo-decoder iterations 8
Turbo Encoder Component Code Parameters
Component code encoder type Recursive
Systematic
Convolutional
(RSC)
Component code decoder type log-MAP [452]
Constraint length 3
n 2
k 1
Generator polynomials (octal format) 7,5

Table 12.18:Parameters of the Inner Turbo Encoder Used to Replace the DVB{EBgK = 7
Convolutional Encoder of Table 12.16 (RSC: recursive systematie)co

output bit for every input bit. In order to provide an overadiding rate ofR = 1/2, half the
output bits from the two encoders must be punctured. Thetpting arrangement used in
our work is to transmit all the systematic bits from the finsteder and every other parity
bit from both encoders [512]. We note here that one iteratiotie turbo decoder involves
two Logarithmic Maximum A-Posteriori (log-MAP) [452] deding operations, which we
repeated for the eight iterations. Hence, the total turbmodielg complexity is about 16
times higher than a constraint lengkh = 3 constituent convolutional decoding. Therefore,
the turbo decoder exhibits a similar complexity to fie= 7 convolutional decoder.

In this section, we have given an overview of the standardenithnced DVB-T sys-
tem, which we have used in our experiments. Readers interé@stfurther details of the
DVB-T system are referred to the DVB-T standard [499]. Thdgenance of the standard
DVB-T system and the turbo-coded system is characteriz8gations 12.7.7 and 12.7.8 for
nonhierarchical and hierarchical transmissions, regmdgt Let us now briefly consider the



12.7. DVB-T FOR MOBILE RECEIVERS 533

Input bits Convolutional
Encoder

Turbo | Output Bits
Interleaver Puncturer

Convolutional
Encoder

Figure 12.82: Block diagram of turbo encoder

multipath channel model used in our investigations.

12.7.4 Terrestrial Broadcast Channel Model

The channel model employed in this study was the 12-path CEIFT[513] hilly terrain

(HT) type impulse response, with a maximal relative pattagaf 19.9us. This channel
was selected in order to provide a worst-case propagatiemasio for the DVB-T system
employed in our study.

In the system described here, we have used a carrier freguoés©0 MHz and a sam-
pling rate of 7/64us. Each of the channel paths was faded independently obayragyleigh-
fading distribution, according to a normalized Dopplegirency oft0~® [389]. This corre-
sponds to a worst-case vehicular velocity of about 200 kfite unfaded impulse response
is depicted in Figure 12.83. For the sake of completenestethat the standard COST 207
channel model was defined in order to facilitate the comparis different GSM implemen-
tations [389] under identical conditions. The associatéedate was 271 kbit/s, while in our
investigations the bit rate of DVB-quality transmissiorms e as high as 20 Mbit/s, where
a higher number of resolvable multipath components withndispersion-range is consid-
ered. However, the performance of various wireless traecegiis well understood by the
research community over this standard COST 207 channelcd{éis employment is ben-
eficial in benchmarking terms. Furthermore, since the OFDddlem has 2048 subcarriers,
the subcarrier signaling rate is effectively 2000-timagdothan our maximum DVB-rate of
20 Mbit/s, corresponding to 10 kbit/s. At this subchann@d rthe individual subchannel can
be considered nearly frequency-flat. In summary, in cortjanavith the 200 km/h vehicular
speed the investigated channel conditions constitutesrpissic scenario.

In order to facilitate unequal error protection, the datatipaning procedure of the
MPEG-2 video bit-stream is considered next.
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Figure 12.83: COST 207 hilly terrain (HT) type impulse response.

12.7.5 Data Partitioning Scheme

Efficient bit-stream partitioning schemes for H.263-couiglo were proposed, for example,
by Gharavi and Alamouti [514], and were evaluated in the exinof the third-generation
mobile radio standard proposal known as IMT-2000 [389]. Asnayed in Figures 12.79
and 12.80, the corrupted variable-length coded DCT coefftsiproduce a high video PSNR
degradation. Assuming that all MPEG-2 header informatsareceived correctly, the fidelity
of the reconstructed images at the receiver is dependeiteomumber of correctly decoded
DCT coefficients. However, the subjective effects of losimgher spatial frequency DCT
coefficients are less dramatic compared to those of the lepatial frequency DCT coeffi-
cients. The splitting of the MPEG-2 video bit-stream int@tdifferent integrity bit-streams
is termed data partitioning [508]. Recall from Section 12 fhat the hierarchical 16-QAM
and 64-QAM DVB-T transmission scheme enables us to mukipd® unequally protected
MPEG-2 video bit-streams for transmission. This secticstdbes the details of the MPEG-
2 data partitioning scheme [508].

Figure 12.84 shows the block diagram of the data partitgisicheme, which splits an
MPEG-2 video bit-stream into two resultant bit-streamse Ppbsition at which the MPEG-2
bit-stream is splitis based on a variable referred to astibeity breakpoint (PBP) [508]. The
PBP can be adjusted at the beginning of the encoding of eve@y®42 image slice, based on
the buffer occupancy or fullness of the two output bufferst &ample, if the high-priority
buffer is 80% full and the low-priority buffer is only 40% futhe rate-control module will
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Figure 12.84:Block diagram of the data partitioner and rate controller.

[ PBP [ Syntax Elements in High-Priority Partition |

0 Low-priority partition always has its PBP set to 0.

1 Sequence, GOP, picture and slice layer information up to extra bit slige.

2 Same as above and up to macroblock address increment.

3 Same as above plus including macroblock syntax elements but excluding

coded block pattern.
4 - 63 | Reserved for future use.

64 Same as above plus including DC DCT coefficient and the first run-length
coded DCT coefficient.

65 Same as above and up to the second run-length coded DCT coefficient.

64 +z | Same as above and uptcaun-length coded DCT coefficient.

127 Same as above and up to 64 run-length coded DCT coefficient.

Table 12.19:Priority breakpoint values and the associated MPEG-2 parameters itheewdirected
to the high-priority partition [508]. A higher PBP directs more parametetbeachigh-
priority partition. By contrast, for the low-priority partition a higher PBP implidzsain-
ing less data

have to adjust the PBP so that more data is directed to th@tmwity partition. This measure
is taken to avoid high-priority buffer overflow and low-prity buffer underflow events. The
values for the MPEG-2 PBP are summarized in Table 12.19 [508]

There are two main stages in updating the PBP. The first stagéves the rate-control
module of Figure 12.84 in order to decide on the preferred RBR value for each partition
based on its individual buffer occupancy and on the currahtesof the PBP. The second
stage then combines the two desired PBPs based on the begignancy of both buffers in
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order to produce a new PBP.

The updating of the PBP in the first stage of the rate contraluteois based on a heuristic
approach, similar to that suggested by Aravinidl. [515]. The update procedure is detailed
in Algorithm 1, which is discussed below and augmented byraarical example at the end
of this section.

The variable “sign” is used in Algorithm 1, in order to indieshow the PBP has to be
adjusted in the high- and low-priority MPEG-2 partitions,as to arrive at the required target
buffer occupancy. More explicitly, the variable “sign” ingerithm 1 is necessary because
the MPEG-2 PBP values [508] shown in Table 12.19 indicateatin@unt of information
that should be directed to the high-priority partition. Téfere, if the low-priority partition
requires more data, then the new PBP must be lower than thenti@BP. By contrast, for
the high-priority partition a higher PBP implies obtainimgpre data.

Once the desired PBPs for both partitions have been acquitiedhe aid of Algorithm 1,
Algorithm 2 is used to compute the final PBP for the current IGPEimage slice. The
inner workings of these algorithms are augmented by a nealegxample at the end of
this section. There are two main cases to consider in Algori2. The first one occurs
when both partitions have a buffer occupancy of less than. 5B%eusing the reciprocal of
the buffer occupancy in Algorithm 2 as a weighting factoridgrthe computation of the
PBP adjustment value “delta,” the algorithm will favor thewnPBP decision of the less
occupied buffer in order to fill the buffer with more data iretburrent image slice. This
is simply because the buffer is closer to underflow; henceresing the PBP according
to its instructions will assist in preventing the partiaubauffer from underflowing. On the
other hand, when both buffers experience a buffer occupahoyore than 50%, the buffer
occupancy itself is used as a weighting factor instead. Nwwalgorithm will instruct the
buffer having a higher occupancy to adjust its desired PBihadess data is inserted into it
in the current MPEG-2 image slice. Hence, buffer overflonbpgms are alleviated with the
aid of Algorithm 1 and Algorithm 2.

The new PBP value is then compared to its legitimate ranggatdal in Table 12.19. Fur-
thermore, we restricted the minimum PBP value so that I-aRd,B-pictures have minimum
PBP values of 64, 3, and 2, respectively. Since B-picturesat used for future predictions,
it was decided that their data need not be protected as $frasthe data for |- and P-pictures.
As for P-pictures, Ghanbari and Seferidis [323] showeddbatectly decoded motion vectors
alone can still provide a subjectively pleasing reconsitoncof the image, even if the DCT
coefficients were discarded. Hence, the minimum MPEG-3tb#am splitting point or PBP
for P-pictures has been set to be just before the coded bhttérp parameter, which would
then ensure that the motion vectors would be mapped to thegrigrity partition. Upon
receiving corrupted DCT coefficients, they would be set to z&hich corresponds to setting
the motion-compensated error residual of the macroblock@med to zero. For I-pictures,
the fidelity of the reconstructed image is dependent on timeben of DCT coefficients that
can be decoded successfully. Therefore, the minimum MPB{E-stream splitting point or
PBP was set to include at least the first run-length-coded Bd&fficient.

Below we demonstrate the operation of Algorithm 1 and Algion 2 with the aid of
a simple numerical example. We will assume that the PBP poidhe update is 75 and
that the buffer occupancy for the high- and low-priority tiiaon buffers is 40% and 10%,
respectively. Considering the high-priority partitiorgcarding to the buffer occupancy of
40% Algorithm 1 will set the desired PBP update differenceaded by “diff” for the PBP
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Algorithm 1 Computes the desired PBP update for the high- and low-priority partitions which is
then passed to Algorithm 2, in order to determine the PBP to be set for the current image slice.

Step 1: Initialize parameters
if High Priority Partition then

sign 1= +1
else
sign := —1
end if
Step 2:

if buffer occupancy > 80% then
diff := 64 — PBP
end if

if buffer occupancy > 70% and buffer occupancy < 80% then
if PBP > 100 then

diff := —9

end if

if PBP > 80 and PBP < 100 then
diff := -5

end if

if PBP > 64 and PBP < 80 then
diff .= -2

end if

end if

if buffer occupancy > 50% and buffer occupancy < 70% then
diff .= +1
end if

if buffer occupancy < 50% then
if PBP > 80 then

diff := +1

end if

if PBP > 70 and PBP < 80 then
diff := +2

end if

if PBP > 2 and PBP < 70 then
diff := +3

end if

end if
Step 3:

diff := sign x diff
Return diff
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Algorithm 2 Computes the new PBP for the current image slice based on the current buffer
occupancy of both partitions

Step 1:
if Oceupancy gy p priority < 50% and Occupancy ., priority < 50%
— 0
or Occupancy yion priority = 50% and Occupancy o, priority < 50%
- — 07
or Occupancy pion priority < 50% and Occupancy o, priority = 50%
or Oceupancy gy p priority < 25% and 50% < Occupancy,, priority < 70%
or 50% < Occupancy gy priority < 10% and Occupancy o, priority < 25%
then
-1 . —1 . L
delta := Occupa‘ncyHighPr'inrﬁy x dlﬁlHiQhP""im‘ﬁy + OccupancyLmuPrinriiy x dlﬂLowPrzorzty
= —1 —1
OCCUpanCYHighPm'grity + OccupancyLomI’Mority
else
delta := OccupanCYHighPMm‘ify X diﬂ:Hz’ghPr’iarity + OccupanCyLmnPﬁnrif,y X diﬂ‘LDwPriority
Occupancy yr;gp priority + OCCUPANCY L4y priority
end if
Step 2:

New_PBP := Previous_PBP + [delta] where [] means rounding up to the nearest integer
Return New_PBP

to +2. This desired update is referred to as giff, priority in Algorithm 2. For the low-
priority partition, according to the buffer occupancy ofa0Algorithm 1 will set the desired
update for the PBP te-2, since the sign of diff is changed by Algorithm 1. The desir&gP
update for the low-priority partition is referred to as @iff, priority In Algorithm 2. Since
the occupancy of both partition buffers’ is less than 50%gokithm 2 will use the reciprocal
of the buffer occupancy as the weighting factor, which wikn favor the desired update of
the low-priority partition due to its 10% occupancy. The finpdate value, which is denoted
by delta in Algorithm 2, is equal te-2 (after being rounded up). Hence, according to Step
2 of Algorithm 2, the new PBP is 73. This means that for theentrMPEG-2 image slice
more data will be directed into the low-priority partitiomdrder to prevent buffer underflow
since PBP was reduced from 75 to 73 according to Table 12.19.

Apart from adjusting the PBP values from one MPEG-2 imageedlh another to avoid
buffer underflow or overflow, the output bit rate of each pini buffer must be adjusted
so that the input bit rate of the inner interleaver and madulen Figure 12.81 is properly
matched between the two partitions. Specifically, in the ABQnode the two modem sub-
channels have an identical throughput of 2 bits per 4-bittgylnBy contrast, in the 64QAM
mode there are three 2-bit subchannels per 6-bit 64QAM sijraltbough the standard [499]
recommends using a higher-priority 2-bit and a lower-pityo4-bit subchannels. Hence, it
is imperative to take into account the redundancy added twaia error correction (FEC),
especially when the two partitions’ FECs operate at difiecode rates. Figure 12.85 shows
a block diagram of the DVB-T system operating in the hierer@hmode and receiving its
input from the video partitioner. The FEC module represtr@soncatenated coding system,
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Figure 12.85: Video partitioning for the DVB-T system operating in hierarchical mode

Modulation | Conv. Code Rate Conv. Code Rateg Ratio
(High Priority) (Low Priority) (High-B1: Low - B2)

16QAM 1/2 1/2 1:1
1/2 2/3 14

1/2 3/4 2:3

1/2 5/6 3:5

1/2 7/8 4:7

2/3 1/2 4:3

64QAM 1/2 1/2 1:2
1/2 2/3 3:8

1/2 3/4 1:3

1/2 5/6 3:10

1/2 718 2.7

2/3 1/2 2:3

Table 12.20:The Bit Rate Partitioning Ratios Based on the Modulation Mode and Code Raeltedetl
for the DVB-T Hierarchical Mode. The Line in Bold Corresponds to owrkéd Example

consisting of a Reed—Solomon codec [389] and a convolutiodec [389]. The modulator
can invoke both 16QAM and 64QAM [221]. We shall now use an gdero illustrate the
choice of the various partitioning ratios summarized inlg@&lt?.20.

We shall assume that 64QAM is selected and the high-and tawiy video partitions
employ% and% convolutional codes, respectively. This scenario is pged in the third line
of the 64QAM section of Table 12.20. We do not have to take tbedRSolomon code rate
into account, since both partitions invoke the same Reddnr®m codec. Based on these
facts and on reference to Figure 12.85, the input bit r&eand B, of the modulator must
be in the ratio 1:2, since the two MSBs of the 64-QAM constellaare assigned to the
high-priority video partition and the remaining four bitsthe low-priority video partition.

At the same time, the ratio dB; to B, is related to the ratio oB; to B, with the FEC
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Modulation Conv. Code Conv. Code Ratio
Rate Rate (High : Low)
(High Prior. —B1) | (Low Prior. —B2)| (B1:B2)
Scheme 1| 16QAM 1/2 1/2 1:1
Scheme 2| 16QAM 1/3 2/3 1:2
Scheme 3| 16QAM 2/3 1/3 2:1

Table 12.21:Summary of the Three Schemes Employed in our Investigations into tferfance of
the Data Partitioning Scheme. The FEC-coded High-priority Video Bit-StrB&8mas
Shown in Figure 12.85, was Mapped to the High-priority 16QAM Subckhnvhile the
Low-priority B4-stream to the Low Priority 16QAM Subchannel.

redundancy taken into account, requiring

By _ 2xBy 64-QAM
Bs — ixBs - 2

_ 3.Bp 04-QAM

- 2 B - 2

2 (12.25)

B _ 1,2
B, — 2X3

_ 1

L

If, for example, the input video bit rate of the data partigo module is 1 Mbit/s, the output
bit rate of the high- and low-priority partition would & = 250 kbit/s andBs = 750 kbit/s,
respectively, according to the ratio indicated by Equafiarp5.

In this section, we have outlined the operation of the datétjpming scheme which
we used in the DVB-T hierarchical transmission scheme. dtsogpmance in the context of
the overall system will be characterized in Section 12.Ze8.us, however, first evaluate the
BER sensitivity of the partitioned MPEG-2 bit-stream todamly distributed bit errors using
various partitioning ratios.

12.7.6 Performance of the Data Partitioning Scheme

Let us consider the 16QAM modem and refer to the equally Eﬂdh% convolutional coded
high- and low-priority scenario as Scheme 1. Furthermte 16QAM rateil,—) convolutional
coded high priority data and ra%convolutional coded low-priority data-based scenario is
referred to here as Scheme 2. Lastly, the 16QAM @t&)nvolutional coded high-priority
data and rat% coded low-priority databased partitioning scheme is teri®eheme 3. We
then programmed the partitioning scheme of Figure 12.85fintaining the required split-
ting ratio By /B2, as seen in Table 12.21. This was achieved by continuoughgtang the
PBP using Algorithms 1 and 2. TH#®4 x 576-pixel “Football” high-definition television
(HDTV) video sequence was used in these investigations.

Figures 12.86 to 12.88 show the relative frequency at whigdricular PBP value occurs
for each image of the “Football” video sequence for the tlliferent schemes of Table 12.21
mentioned earlier. The reader may recall from Table 12.29 tie PBP values indicate
the proportion of encoded video parameters, which are tareetdd into the high-priority
partition. As the PBP value increases, the proportion oéeidata mapped to the high-
priority partition increases and vice versa. Comparingufég 12.86 to 12.88, we observe
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Figure 12.86: Evolution of the probability of occurrence of PBP values from one pidini@nother of
the704 x 576-pixel “Football” video sequence for Scheme 1 of Table 12.21.
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Figure 12.87: Evolution of the probability of occurrence of PBP values from one pidii@nother of
the704 x 576-pixel “Football” video sequence for Scheme 2 of Table 12.21.
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Figure 12.88: Evolution of the probability of occurrence of PBP values from one pidini@nother of
the704 x 576-pixel “Football” video sequence for Scheme 3 of Table 12.21.
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that Scheme 3 has the most data in the high-priority pantéigsociated with the high PBPs
of Table 12.19, followed by Scheme 1 and Scheme 2. This oasenvcan be explained
as follows. We shall consider Scheme 3 first. In this scheh htgh-priority video bits
are protected by a rat§ convolutional code and mapped to the higher integrity 16QAM
subchannel. By contrast, the low-priority video bits areasted by a rat% convolutional
code and mapped to the lower integrity 16QAM subchanneligagsuming that 16QAM is
used in our experiment according to line 3 of Table 12?015 the video bits will be placed in
the high-priority 16QAM partition and the remaining videitstin the low-priority 16QAM
partition, following the approach of Equation 12.25. TheRBHifference of the 16QAM
subchannels depend on the channel error statistics, bastiteiated BERs are about a factor
of 2-3 different [221]. In contrast to Scheme 3, Scheme ZMNe% of the video bits placed
in the high-priority 16QAM partition, and the remainirigof the video bits mapped to the
low-priority 16QAM partition, according to line 2 of Tabl@21. Lastly, Scheme 1 will have
half of the video bits in the high- and low-priority 16QAM pigions, according to line 1
of Table 12.21. This explains our observation in the conté&&cheme 3 in Figure 12.88,
where a PBP value as high as 80 is achieved in some image frarmegever, each PBP
value encountered has a lower probability of being selediede the total number of 3600
occurrences associated with investigated 3600 MPEG-2wstiees per 100 image frames
is spread over a higher variety of PBPs. Hence, Scheme &siiabout% of the original
video bits after% rate coding to the high-priority 16QAM subchannel. Thiservation is in
contrast to Scheme 2 of Figure 12.87, where the majority @RBPs selected are only up
to the value of 65. This indicates that ab@u@f the video bits are concentrated in the lower
priority partition, as indicated in line 2 of Table 12.21.

Figures 12.89(a) to 12.91(a) show the average probabilihach a particular PBP value
is selected by the rate control scheme, as discussed ir8d&i7.5, during the encoding of
the video sequence. Again, we observe that Scheme 3 encotimewidest range of PBP
values, followed by Scheme 1 and Scheme 2, respectivelyorloty to Table 12.21, these
schemes map a decreasing number of bits to the high-primaitytion in this order.

We then quantified the error sensitivity of the partition®chemes 1 to 3 characterized in
Table 12.21, when each patrtition was subjected to randoistitalited bit errors, although in
practice the error distribution will depend on the fadingchel’'s characteristics. Specifically,
the previously defined average PSNR degradation was egdlémtgiven error probabilities
inflicting random errors imposed on one of the partitionsilevkeeping the other partition
error-free. These results are portrayed in Figures 12)89200(b) and 12.91(b) for Schemes
1 to 3, respectively.

Comparing Figures 12.89(b) to 12.91(b), we observe thaatleeage PSNR degradation
exhibited by the three schemes of Table 12.21, when only ttigh-priority partitions are
corrupted, is similar. The variations in the average PSN&attation in these cases are
caused by the different quantity of sensitive video bitsjclwhresides in the high priority
partition. If we compare the performance of the schemes sanmed in Table 12.21 at a BER
of 2 x 1073, Scheme 3 experienced approximately 8.8 dB average vids®RIBgradation,
while Schemes 1 and 2 exhibited approximately 5 dB degrawdlafihis trend was expected,
since Scheme 3 had the highest portion of the video bits, ryargleresiding in the high-
priority partition, followed by Scheme 1 hosti@and Scheme 2 having of the bits in this
partition.

On the other hand, we can observe a significant differendeeiaterage PSNR degrada-
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tion measured for Schemes 1 to 3 of Table 12.21, when onlypthetiority partitions are cor-
rupted by comparing the curves shown as broken lines in egyl2.89(b) to 12.91(b). Under
this condition, Scheme 2 experienced approximately 16 @Bame video PSNR degradation
at a BER of2 x 1073, By contrast, Scheme 1 exhibited an approximately 4 dB aeevileo
PSNR degradation, while Scheme 3 experienced about 7.5 giadkgion at this BER. The
scheme with the highest portion of video bits in the loweopty partition (i.e., Scheme 2)
experienced the highest average video PSNR degradatida.obbervation correlates well
with our earlier findings in the context of the high-priorfgrtition scenario, where the parti-
tion holding the highest portion of the video bits in the efirapaired partition exhibited the
highest average PSNR degradation.

Having discussed our observations for the three schemealdé T.2.21 from the per-
spective of the relative amount of video bits in one pantittbmpared to the other, we now
examine the data partitioning process further in orderleteghem to our observations. Fig-
ure 12.92 shows a typical example of an MPEG-2 video bitastréoth prior to and after
data partitioning. There are two scenarios to be consideesd, namely, intra-frame and
inter-frame coded macroblock partitioning. We have selethe PBP value of 64 from Table
12.19 for the intra-frame coded macroblock scenario and’B value of 3 for the inter-
frame coded macroblock scenario, since these values haredastected frequently by the
rate-control arrangement for Schemes 1 and 2. This is ewfden Figures 12.86 and 12.87
as well as from Figures 12.89(a) and 12.90(a). With the aithbfe 12.19 and Figure 12.92,
this implies that only the macroblock (MB) header informatiand a few low-frequency
DCT coefficients will reside in the high-priority partitipavhile the rest of the DCT coef-
ficients will be stored in the low-priority partition. Thesan be termed as base layer and
enhancement layer, as seen in Figure 12.92. In the worststamario, where the entire en-
hancement layer or low-priority partition data are lost doie transmission error near the
beginning of the associated low-priority bit stream, theBMER?2 video decoder will only
have the bits of the high-priority partition in order to restruct the encoded video sequence.
Hence, the MPEG-2 decoder cannot reconstruct good-qualages. Although the results
reported by Ghanbari and Seferidis [323] suggest that adequideo reconstruction is pos-
sible, provided that the motion vectors are correctly dedothis observation is only true if
the previous intra-coded frame is correctly reconstructethe previous intra-coded frame
contains artifacts, these artifacts will be further pragad to forthcoming video frames by
the motion vectors. By attempting to provide higher pratector the high-priority partition
or base layer, we have indirectly forced the rate-contrbeste of Section 12.7.5 to reduce
the proportion of video bits directed into the high-prignitartition under the constraint of a
given fixed bit rate, which is imposed by the 16QAM subchasinel

In order to elaborate a little further, at a BERD& 10~3, Scheme 1 in Figure 12.89(a)
exhibited a near-identical PSNR degradation for the higld-law-priority video bits. When
assigning more bits to the low-priority partition, in orderaccommodate a stronger FEC
code in the high-priority partition, an increased propmrtof error-impaired bits is inflicted
in the low-priority partition. This is the reason for the asigted higher error sensitivity seen
in Figure 12.90(b). As such, there is a trade-off betweeratheunt of video data protected
and the code rate of the channel codec. As a comparison tbtve acenarios in the context
of Schemes 1 and 2, we shall now examine Scheme 3. In this scheore video data —
namely, half the bits — can be directed into the high-prjopiartition, as demonstrated by
Figure 12.88 due to encountering higher PBPs. This can asmbfirmed with reference
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Figure 12.92: Example of video bit stream (a) before data partitioning and (b) aftepdatéioning for
intra-frame coded macroblocks (MB) assuming a PBP of 64 and farframe coded
macroblocks assuming a PBP of 3.
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Base Layer (High Priority Partition)

Picture| Slice MB Slice MB | Picture| Slice MB
Header| Header Header Header| Header coe
1 1 Data 2 Data| » 1 Data

One Image Frame Information

Enhancement Layer (Low Priority Partition)

Picture| Slice MB Slice MB Picture| Slice
Header| Header Data Header Data HeaderHeader ® ® ®
1 1 2 2 1

One Image Frame Information

Figure 12.93: Example of high-level bit-stream syntax structure of a data partitioned GAPEideo
bit stream. The “MB data” shown in the diagram refers to the macrobleekiér infor-
mation and to the variable-length coded DCT coefficients, which have fe¢itioned
as shown in Figure 12.92.

to Figures 12.90(b) and 12.91(b) by observing the PSNR degjums associated with the
curves plotted in broken lines. If the low-priority paniti is lost in Scheme 3, its effect
on the quality of the reconstructed images is less detriahe¢han that of Scheme 2, since
Scheme 3 loses only half the bits rather than 2/3. Henceiritésesting to note that Scheme
3 experiences slightly higher average PSNR degradationSbaeme 1 at a BER afx 103,
when only the low-priority partition is lost in both casegsgite directing onlyé rather than
% of the bits to the low-priority partition. This observatioan be explained as follows.

Apart from partitioning the macroblock header informatéord the variable-length coded
DCT coefficients into the high- and low-priority partitigrsynchronization information such
as the picture header information [508] is replicated inghbancement layer, as suggested
by Gharaviet al. [514] as well as the MPEG-2 standard [508]. The purpose in&ble the
MPEG-2 decoder to keep the base and enhancement layerg@yizeld during decoding.
An example of this arrangement is shown in Figure 12.93. Tdsgnchronization measure
is only effective when the picture start code of both the highd low-priority partitions
is received correctly. If the picture start code in the losepty partition is corrupted, for
example, the MPEG-2 decoder may not detect this PSC, anteatldta corresponding to
the current image frame in the low-priority partition wikthost. The MPEG-2 decoder will
then interpret the bits received for the low-priority paoth of the next frame as the low-
priority data expected for the current frame. As expectedabse of this synchronization
problem, the decoded video would have a higher average P&hiRdhation than for the case
where picture start codes are unimpaired. This explain®bservation of a higher average
PSNR degradation for Scheme 3 when only its lower prioritgtiff@an was corrupted by
the transmission channel. On the other hand, in this spepifieriment, Scheme 1 did not
experience the loss of synchronization due to corruptioitsopicture start code. Viewing
events from another perspective, by opting for allocategsluseful video bits to the low-
priority partition, the probability of transmission ersaaffecting the fixed-length PSC within
the reduced-sized low priority partition becomes higher.

These findings will assist us in explaining our observationthe context of the hierar-
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chical transmission scheme of Section 12.7.8, suggedtiggtie data partitioning scheme
did not provide overall gain in terms of error resilience rothee nonpartitioned case. Let us,
however, consider first the performance of the nonhieraatidVB-T scheme in the next
section.

12.7.7 Nonhierarchical OFDM DVBP Performance

In this section, we elaborate on our findings when the cotiarial code used in the standard
nonhierarchical DVB scheme [499] is replaced by a turbo cdtte will invoke a range of
standard-compliant schemes as benchmarks.70le< 576-pixel HDTV-resolution “Foot-
ball” video sequence was used in our experiments. The MPHEc@der employs a simple
error concealment algorithm to fill in missing portions o tieconstructed image in the event
of decoding errors. The concealment algorithm will selbetdpecific portion of the previous
reconstructed image, which corresponds to the missingopoof the current image in order
to conceal the errors.

In Figure 12.94(a) and (b), the bit error rate (BER) perfanoeaof the various modem
modes in conjunction with our diverse channel-coding sadseare portrayed over station-
ary, narrowband additive white Gaussian noise channels (WyY@&here the turbo codec
exhibits a significantly steeper BER reduction in comparitm the convolutionally coded
arrangements.

Specifically, comparing the performance of the variousduahd convolutional codes
for QPSK and 64QAM at a BER of0~*, we see that the turbo code exhibited an addi-
tional coding gain of about 2.24 dB and 3.7 dB, respectiwehen using half-rate codes in
Figure 12.94(a) and (b). Hence, the peak signal-to-noise (RSNR) versus channel signal-
to-noise ratio (SNR) graphs in Figure 12.95 demonstrateaihiaroximately 2 dB and 3.5 dB
lower channel SNRs are required in conjunction with the @tarbo codec for QPSK and
64QAM, respectively, than for convolutional coding, in erdo maintain high reconstructed
video quality. The ternunimpairedas used in Figure 12.95 and Figure 12.96 refers to the
condition where the PSNR of the MPEG-2 decoder’s recon&duicnage at the receiver is
the same as the PSNR of the same image generated by the locdedef the MPEG-2 video
encoder, corresponding to the absence of channel — but nBG¥Pcoding — impairments.

Comparing the BER performance of t%erate convolutional decoder in Figure 12.97(a)
and the log-MAP [452] turbo decoder using eight iteratiamg-igure 12.97(b) for QPSK
modulation over the worst-case fading mobile channel ofifeidl2.83, we observe that at a
BER of aboutl0~* the turbo code provided an additional coding gain of 6 dB imparison
to the convolutional code. By contrast, for 64QAM using $&mcodes, a 5 dB coding gain
was observed at this BER.

Similar observations were also made with respect to theageepeak signal-to-noise
ratio (PSNR) versus channel signal-to-noise ratio (SNBjsphf Figure 12.96. For the QPSK
modulation mode and%z-xcoding rate, the turbo code required an approximately 5.®dBr
channel SNR for maintaining near-unimpaired video quakign the convolutional code.

Comparing Figure 12.97(a) and Figure 12.98(a), we notdliedReed—Solomon decoder
becomes effective in lowering the bit error probability béttransmitted data further below
the BER threshold of0—*. From these figures we also observe that the%actenvolutional
code is unsuitable for transmission over the highly digpetsilly terrain channel used in this
experiment, when 64QAM is employed. When the r§teonvolutional code is used, both
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Mod. | Code CSNR (dB) | Ey/No BER
QPSK | Turbo (1/2) 1.02| 1.02] 6x10°°
64QAM | Turbo (1/2) 9.94| 517| 2x10°°
QPSK | Conv (112) 216 | 216 1.Ix10° 3
64QAM | Conv (112) 12.84| 8.07| 6x10*
QPSK | Conv (7/8) 6.99| 456| 2x10 1
64QAM | Conv (7/8) 19.43| 12.23| 3x10“

Table 12.22:Summary of theNonhierarchicalPerformance Results over Nondispersh#GNChan-
nels Tolerating a PSNR Degradation of 2 dB. The BER Measure Refer&R dter

Viterbi or Turbo Decoding

Mod. | Code CSNR (dB)[ E»/No BER
QPSK | Turbo (1/2) 6.63| 6.63| 2.5x10 1
64QAM | Turbo (1/2) 15.82| 11.05| 2x10°
QPSK | Conv (172) 10.82| 10.82| 6x10*
64QAM | Conv (1/72) 20.92| 16.15| 7x10° 7
QPSK | Conv (7/8) 20.92| 1849 3x10°

Table 12.23:Summary of theNonhierarchicalPerformance Results ove¥ideband Fading Channels
Tolerating a PSNR Degradation of 2 dB. The BER Measure Refers to BieR\aterbi
or Turbo Decoding

the 16QAM and 64QAM schemes perform poorly. As for the QPSKlufation scheme, a
convolutional code rate as high és:an still provide a satisfactory performance after Reed—
Solomon decoding.

In conclusion, Tables 12.22 and 12.23 summarize the syséeformance in terms of the
channel SNR (CSNR) required for maintaining less than 2 dRR8ideo degradation. At
this PSNR degradation, decoding errors were still per@digtunnoticeable to the viewer due
to the 30 frame/s refresh rate, although the typical stlhfe shown in Figure 12.99 in this
scenario exhibits some degradation. It is important to dimdeonce again that th& = 3
turbo code and th& = 7 convolutional code exhibited comparable complexitiese filgher
performance of the turbo codec facilitates, for example amployment of turbo-coded 16-
QAM at a similar channel SNR, where convolutional-coded RR&n be invoked. This in
turn allows us to double the bit rate within the same bandwadtd thereby to improve the
video quality. In the next section, we present the resulsunfinvestigations employing the
DVB-T system [499] in a hierarchical transmission scenario

12.7.8 Hierarchical OFDM DVB Performance

The philosophy of the hierarchical transmission mode is titve natural BER difference of
a factor 2 to 3 of the 16QAM modem is exploited for providingeqoal error protection for
the FEC-coded video streams B3 and B4 of Figure 12.85 [22fljelsensitivity of the video
bits requires a different BER ratio between the B3 and B4astie the choice of the FEC
codes protecting the video streams B1 and B2 of Figure 128%e appropriately adjusted
to equal out or to augment these differences.
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Figure 12.99: Frame 79 of the “Football” sequence, which illustrates the visual effdatsirmor de-
coding errors at a BER &f.10~* after convolutional decoding. The PSNR degradation
observed is approximately 2 dB. The sequence was coded using @& atmvolutional
code and transmitted employing QPSK modulation.

Below we invoke the DVB-T hierarchical scheme in a mobileduatcasting scenario. We
also demonstrate the improvements that turbo codes offenwdplacing the convolutional
code in the standard scheme. Hence, the convolutional dodecth the high- and low-
priority partitions was replaced by the turbo codec. We tase investigated replacing only
the high-priority convolutional codec with the turbo codpairing the% rate turbo codec in
the high-priority partition with the convolutional codet the low-priority partition. Again,
the “Football” sequence was used in these experimentsiti®airtg was carried out using
the schematic of Figure 12.85 as well as Algorithms 1 and 2 RBC-coded high-priority
video partition B3 of Figure 12.85 was mapped to the hightrgrity 16QAM or 64QAM
subchannel. By contrast, the low-priority partition B4 dfjre 12.85 was directed to the
lower integrity 16QAM or 64QAM subchannel. Lastly, no sgiecmapping was required
for QPSK, since it exhibits no subchannels. We note, howdat further design trade-offs
become feasible when reversing the above mapping rules i§mecessary, for example,
in conjunction with Scheme 2 of Table 12.21, since the higmiper of bits in the low-
priority portion render it more sensitive than the highepity partition. Again, the 16QAM
subchannels exhibit a factor of 2 to 3 BER difference undeoua channel conditions, which
improves the robustness of the reverse-mapped Scheme Bleflia21.

Referring to Figure 12.100 and comparing the performandbef/2 rate convolutional
code and turbo code at a BER 1~ for the low-priority partition, we find that the turbo
code, employing eight iterations, exhibited a coding gdiatwut 6.6 dB and 5.97 dB for
16QAM and 64QAM, respectively. When the number of turbo-ding iterations was re-
duced to 4, the coding gains offered by the turbo code overahthe convolutional code
were 6.23 dB and 5.7 dB for 16QAM and 64QAM, respectively. \lsarsved that by re-
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Figure 12.100:BER after (a) convolutional decoding and (b) turbo decoding forDk®-T hierar-
chical schemeover thewideband fading channelof Figure 12.83 using the schematic
of Figure 12.85 as well as Algorithms 1 and 2. In (b), the BER of the tudyo
convolutional-coded high-priority partition is not shown.
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ducing the number of iterations to four halved the assodietenplexity, but the turbo code
exhibited a coding loss of only about 0.37 dB and 0.27 dB ingarison to the eight-iteration
scenario for 16QAM and 64QAM, respectively. Hence, the catafional complexity of the
turbo codec can be halved by sacrificing only a small amourtdoaing gain. The sub-
stantial coding gain provided by turbo coding is also reflddh the PSNR versus channel
SNR graphs of Figure 12.101. In order to achieve transmissith very low probability of
error, Figure 12.101 demonstrated that approximately 88 2and 4.56 dB higher channel
SNRs are required by the standard scheme compared to theesemeploying turbo coding,
when using four iterations in both partitions. We have otigven the performance of turbo
coding for the low-priority partition in Figures 12.100(ahd 12.102(b), since the turbo or
convolutional-coded high-priority partition was receaiveith very low probability of error
after Reed—Solomon decoding for the range of SNRs used.

We also observed that the rate 3/4 and rate 7/8 convolutmrdgs in the low-priority
partition were unable to provide sufficient protection te ttansmitted video bits, as becomes
evident from Figures 12.100(a) and 12.102(a). In these bagling rate scenarios, due to
the presence of residual errors even after the Reed—Sola®crder, the decoded video
exhibited some decoding errors, which is evidenced by theeflemg of the PSNR versus
channel SNR curves in Figure 12.101(a), before reachingritoe-free PSNR.

A specific problem when using the data partitioning schemmmunction with the high-
priority partition being protected by the rafecode and the low-priority partition protected
by the rate} and rateg codes was that when the low-priority partition data waswued, the
error-free high priority data available was insufficient fmncealing the errors, as discussed
in Section 12.7.6. We have also experimented with the coatioim of rate% convolutional
coding and rate} convolutional coding, in order to protect the high- and lpxierity data,
respectively. From Figure 12.101(a) we observed that thi@mpeance of this? rate and;
rate combination approached that of the rgteonvolutional code in both partitions. This
was expected, since now more data can be inserted into thephiigyity partition. Hence,
in the event of decoding errors in the low-priority data, veellmore error-free high-priority
data that could be used to reconstruct the received image.

Our last combination investigated involved using rétmrbo coding and convolutional
coding for the high- and low-priority partitions, respeety. Comparing Figures 12.103
and 12.101(a), the channel SNRs required for achieving pairad video transmission were
similar in both cases. This was expected, since the turbgetotional combination’s video
performance is dependent on the convolutional code’s paence in the low-priority parti-
tion.

Lastly, comparing Figures 12.101 and 12.96, we found trattfimpaired PSNR condi-
tion was achieved at similar channel SNRs for the hieraattsind nonhierarchical schemes,
suggesting that the data partitioning scheme had not pedvadifficient performance im-
provements in the context of the mobile DVB scheme to justifyadded complexity. Again,
this was a consequence of relegating a high proportion @fovhits to the low integrity par-
tition.

12.7.9 Summary and Conclusions

In this chapter, we have investigated the performance afetaoded DVB system in a mo-
bile environment. A range of system performance resultspwrasented based on the stan-
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Figure 12.101:Average PSNR versus channel SNR for (a) standard DVB sche®8¢ d (b) system
with turbo coding employed in both partitions, for transmission overwideband
fading channelof Figure 12.83 fohierarchical transmission using the schematic of
Figure 12.85 as well as Algorithms 1 and 2.
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Figure 12.102:BER after (a) RS and convolutional decoding and (b) RS and turboditegdor the
DVB-T hierarchical schemeover thewideband fading channelof Figure 12.83 using
the schematic of Figure 12.85 as well as Algorithms 1 and 2. In (b), tHe &8he
turbo- or convolutional-coded high-priority partition is not shown.
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Figure 12.103:Average PSNR versus channel SNR of the DVB scheme, employing tathing in
the high-priority partition and convolutional coding in the low-priority partitioner
thewideband fading channelof Figure 12.83 fohierarchical transmissionusing the
schematic of Figure 12.85 as well as Algorithms 1 and 2.

dard DVB-T scheme as well as on an improved turbo-coded seh&hre convolutional code
specified in the standard system was replaced by turbo codrigh resulted in a substantial
coding gain of around 5 dB. It is important to underline ongaia that the’’ = 3 turbo code
and theK = 7 convolutional code exhibited comparable complexitiese higher perfor-
mance of the turbo codec facilitates, for example, the eympémt of turbo-coded 16QAM at
a similar SNR, where convolutional-coded QPSK can be ingoKehis in turn allows us to
double the video bit rate within the same bandwidth and hémaaprove the video quality.
We have also applied data partitioning to the MPEG-2 videsash to gauge its efficiency
in increasing the error resilience of the video codec. Harefrom these experiments we
found that the data partitioning scheme did not provide suthgl improvements compared
to the nonpartitioned video transmitted over the nonhahiaal DVB-T system. Our future
work will focus on extending this DVB-T system study to inporate various types of chan-
nel models, as well as on investigating the effects of diffieiDoppler frequencies on the
system. Further work will also be dedicated to trellis-abdeodulation (TCM) and turbo
trellis-coded modulation (TTCM) based OFDM. The impact ofptoying various types of
turbo interleavers on the system performance is also ofdste A range of further wireless
video communications issues are addressed in [160, 51@Jud.sow consider a variety of

satellite-based turbo-coded blind-equalized multileweldulation-assisted video broadcast-
ing schemes.
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12.8 Satellite-Based Video Broadcasting?
12.8.1 Background and Motivation

In recent years, three harmonized digital video broadeg¢VB) standards have emerged
in Europe for terrestrial [499], cable-based [500], anctligg-oriented [501] delivery of
DVB signals. The dispersive wireless propagation envirenirof the terrestrial system
requires concatenated Reed—Solomon (RS) [389, 502] aaetoatpatible punctured con-
volutional coding (RCPCC) [389, 502] combined with orthogbfrequency division mul-
tiplexing (OFDM)-based modulation [221]. The satellitasked system employs the same
concatenated channel coding arrangement as the terrasstneme, while the cable-based
system refrains from using concatenated channel codiningfor RS coding only. The
performance of both of the latter schemes can be improved ipoking blind-equalized
multilevel modems [221], although the associated mild glisjpn or linear distortion does
not necessarily require channel equalization. Howeveaesive propose invoking turbo-
coded 4-hit/symbol 16-level quadrature amplitude modutafl 6QAM) in order to improve
the system’s performance at the cost of increased comypl@xithis section we also invoked
blind channel equalizers. This is further justified by thecasated high video transmission
rates, where the dispersion may become a more dominanrpenfice limitation.

Lastly, the video codec used in all three systems is the Md®iictures Expert Group’s
MPEG-2 codec. These standardization activities werevi@bbby a variety of system per-
formance studies in the open literature [517-520]. Agaihi& background, we suggest
turbo-coding improvements to the satellite-based DVBeaygd601] and present performance
studies of the proposed system under dispersive channéiticos in conjunction with a va-
riety of blind channel equalization algorithms. The traitsed power requirements of the
standard system employing convolutional codecs can beceeldupon invoking more com-
plex, but more powerful, turbo codecs. Alternatively, ttenslard quaternary or 2-bit/symbol
system’s bit error rate (BER) versus signal-to-noise réBiNR) performance can almost be
matched by a turbo-coded 4-bit/symbol 16QAM scheme, whilebting the achievable bit
rate within the same bandwidth and hence improving the &s®saocvideo quality. This is
achieved at the cost of an increased system complexity.

The remainder of this section is organized as follows. A st®@verview of the turbo-
coded and standard DVB satellite scheme is presented iin8&@.8.2, while our channel
model is described in Section 12.8.3. A brief summary of thedbequalizer algorithms
employed is presented in Section 12.8.4. Following this,glrformance of the improved
DVB satellite system is examined for transmission over gelisive two-path channel in
Section 12.8.5, before our conclusions and future worksaaea presented in Section 12.8.6.

12.8.2 DVB Satellite Scheme

The block diagram of the DVB satellite (DVB-S) system [504]shown in Figure 12.104,
which is composed of a MPEG-2 video encoder (not shown in idgrdm), channel-coding

13This section is based on C. S. Lee, S. Vlahoyiannatos, andahzéi “Satellite based turbo-coded, blind-
equalized 4QAM and 16QAM digital video broadcastintEE Transactions on Broadcastinlylarch 2000, pp.
22-34,(©2000 IEEE. Personal use of this material is permitted. Howgwemission to reprint/republish this
material for advertising or promotional purposes or for drephew collective works for resale or redistribution to
servers or lists, or to reuse any copyrighted component sftbrk in other works must be obtained from the IEEE.
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Figure 12.104:Schematic of the DVB satellite system.

Convolutional Coder Parameters

Code rate 1/2
Constraint length 7

n 2

k 1
Generator polynomials (octal format)171, 133

Table 12.24:Parameters of th€’C'(n, k, K') Convolutional Inner Encoder of the DVB-S Modem

modules, and a quadrature phase shift keying (QPSK) mod2#j.[Zhe bit-stream gener-
ated by the MPEG-2 encoder is packetized into frames 188 yg. The video data in each
packet is then randomized by the scrambler. The detailsecoing the scrambler have not
been included in this chapter, since these may be obtainedtire DVB-S standard [501].

Because of the poor error resilience of the MPEG-2 video coplewerful concatenated
channel coding is employed. The concatenated channel coaagrises a shortened Reed—
Solomon (RS) outer code and an inner convolutional encddey.188-byte MPEG-2 video
packet is extended by the Reed—Solomon encoder [389, 5@R]parity information to facil-
itate error recovery to form a 204-byte packet. The Reed#Boh decoder can then correct
up to 8 erroneous bytes for each 204-byte packet. Followiigy the RS-coded packet is
interleaved by a convolutional interleaver and is furthetgcted by a half-rate inner convo-
lutional encoder with a constraint length of 7 [389, 502].

Furthermore, the overall code rate of the concatenatedgatihneme can be adapted by
variable puncturing, not shown in the figure, which suppoode rates og (no puncturing)
as well as?, 3, 2, andZ. The parameters of the convolutional encoder are sumnaaitize
Table 12.24.

In addition to implementing the standard DVB-S system asreclhmark, we have im-
proved the system’s performance with the aid of a turbo c¢tiet, 402]. The block diagram
of the turbo encoder is shown in Figure 12.105. The turbo @é&ice constructed of two
component encoders. Each component encoder is a halfeatelational encoder whose
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Figure 12.105:Block diagram of turbo encoder.

Turbo Coder Parameters

Turbo code rate 1/2
Input block length 17 952 bits
Interleaver type Random
Number of turbo decoder iterations 8

Turbo Encoder Component Code Parameters

Component code encoder type Convolutional Encoder (RSC|
Component code decoder type log-MAP [452]
Constraint length 3

n 2

k 1
Generator polynomials (octal format) 7,5

Table 12.25:Parameters of the Inner Turbo Encoder Used to Replace the DVBi8n$gLonvolu-
tional Coder (RSC: Recursive Systematic Code)

parameters are listed in Table 12.25. The two componentdensare used to encode the
same input bits, although the input bits of the second compio@ncoder are interleaved be-
fore encoding. The output bits of the two component codegpanetured and multiplexed
in order to form a single-output bit stream. The componenbdar used here is known as a
half-rate recursive systematic convolutional encoder@RS11]. It generates one parity bit
and one systematic output bit for every input bit. In ordepttovide an overall coding rate
of one-half, half the output bits from the two encoders mspbnctured. The puncturing
arrangement used in our work is to transmit all the systemtmtis from the first encoder and
every other parity bit from both encoders.

Readers interested in further details of the DVB-S systemraferred to the DVB-S
standard [501]. The performance of the standard DVB-S systed the performance of
the turbo-coded system are characterized in Section 12.815us now briefly consider the
multipath channel model used in our investigations.
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Figure 12.106: Two-path satellite channel model with either a one-symbol or two-syahélaly.

12.8.3 Satellite Channel Model

The DVB-S system was designed to operate in the 12 GHz freyuzand (K-band). Within
this frequency band, tropospheric effects such as theftnamation of electromagnetic en-
ergy into thermal energy due to induction of currents in ram ice crystals lead to sig-
nal attenuations [521, 522]. In the past 20 years, variossarehers have concentrated on
attempting to model the satellite channel, typically witlsi land mobile satellite channel
scenario. However, the majority of the work conducted, frareple, by Vogel and his
colleagues [523-526] concentrated on modelling the statigproperties of a narrowband
satellite channel in lower frequency bands, such as the 849 WHF band and the 1.5 GHz
L-band.

Our high bit-rate DVB satellite system requires a high baidtlty however. Hence, the
video bit-stream is exposed to dispersive wideband prdmageonditions. Recently, Saun-
derset al. [527,528] have proposed the employment of multipath chiameelels to study
the satellite channel, although their study concentratethe L-band and S-band only.

Due to the dearth of reported work on wideband satellite stehmodeling in the K-
band, we have adopted a simpler approach. The channel mogébyed in this study was
the two-path(nT")-symbol spaced impulse response, whEtie the symbol duration. In our
studies we used = 1 andn = 2 (Figure 12.106). This corresponds to a stationary dispersi
transmission channel. Our channel model assumed thatdbiwee had a direct line-of-sight
with the satellite as well as a second path caused by a siefigetor probably from a nearby
building or due to ground reflection. The ground reflectioryrba strong if the satellite
receiver dish is only tilted at a low angle.

Based on these channel models, we studied the ability ofgerahblind equalizer al-
gorithms to converge under various path-delay conditibmshe next section, we provide a
brief overview of the various blind equalizers employed ur experiments. Readers inter-
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ested mainly in the system’s performance may proceed Hirecour performance analysis
section, Section 12.8.5.

12.8.4 The Blind Equalizers

This section presents the blind equalizers used in therayStae following blind equalizers
have been studied:

1. The modified constant modulus algorithm (MCMA) [529].
2. The Benveniste-Goursat algorithm (B-G) [530].

3. The stop-and-go algorithm (S-a-G) [531].

4. The per-survivor processing (PSP) algorithm [532].

We will now briefly introduce these algorithms.
First, we define the variables that we will use:

y(n) = [y(n+ N),...,y(0),...,y(n — Na)|” (12.26)
c™ =[c Ny iCoreyen,]t (12.27)
z(n) = (c("))T y(n) =y" (n)c!™ (12.28)

wherey (n) is the received symbol vector at time containing theV; + No + 1 most recent
received symbols, whilé&';, N, are the number of equalizer feedback and feedforward taps,
respectively. Furthermore;™ is the equalizer tap vector, consisting of the equalizer tap
values, and(n) is the equalized symbol at time given by the convolution of the received
signal with the equalizer’s impulse response, whijfe stands for matrix transpose. Note that
the variables of Equations 12.26—12.28 assume complegsaithen multilevel modulation

is employed.

Themodified CMA (MCMA) is an improved version of Godard’s well-knovaonstant
modulus algorithm (CMAJ533]. The philosophy of the CMA is based on forcing the mag-
nitude of the equalized signal to a constant value. In mastieal terms, the CMA is based
on minimising the cost function:

JEMA) — g {(lz(nﬂ2 - Rz)1 , (12.29)

where R, is a suitably chosen constant aAd| stands for the expectation. Similarly to the
CMA, the MCMA, which was proposed by Wesolowsky [529], fadke real and imaginary
parts of the complex signal to the constant value®gk and R, ;, respectively, according
to the equalizer tap update equation of [529]:

"t = el —X-y*(n) - {Relz(n)] - (Relz(n)])* — Re,r)

+iIm[z(n)] - ((Im[2(n)])? = Ra,1)},
(12.30)
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where) is the step-size parameter and g r, R» ; constant parameters of the algorithm
are defined as:

_ B [(Rela(m))]

= ((Relatu) —
_ E[(mlan)]

BT B a7 (1252

wherea(n) is the transmitted signal at time instant

The BenvenisteGoursat(B-G) algorithm [530] is an amalgam of the Sato’s algorithm
[534] and the decision-directed (DD) algorithm [221]. &ti§i speaking, the decision-directed
algorithm is not a blind equalization technique, since @swergence is highly dependent on
the channel.

This algorithm estimates the error between the equalizgthbiand the detected signal
as:

ePP(n) = z(n) — 2(n), (12.33)

whereZ(n) is the receiver’s estimate of the transmitted signal at fimstantn. Similarly to
the DD algorithm’s error term, the Sato error [534] is defiasd

e3°(n) = z(n) — v - esgn(z(n)), (12.34)

where~ is a constant parameter of the Sato algorithm, defined as:

_B(Rela(m)?’]  E[Umam)’] 12.35)
T B[R] B Im ()] |

andcsgn(z) = sign(Re{x}) + jsign(Im{x}) is the complex sign function. The B-G
algorithm combines the above two error terms into one:

e“(n) = ky - PP (n) + ky - [€PP(n)| - €57%(n), (12.36)

where the two error terms are suitably weighted by the cohgtarameters; and ks in
Equation 12.36. Using this error term, the B—G equalizeratgslthe equalizer coefficients
according to the following equalizer tap update equati&38[:

cmtD) — () _ . y*(n) - €€ (n). (12.37)

In our investigations, the weights were chosetas- 1, k2 = 5, so that the Sato error was
weighted more heavily than the DD error.

The stop-and-go(S-a-G) algorithm [531] is a variant of the decision-dieztalgorithm
[221], where at each equalizer coefficient adjustmenttimmathe update is enabled or dis-
abled depending on whether or not the update is likely to lbeecb The update equations of
this algorithm are given by [531]

™D =™ — Xy (n) - [far - Re{e"P(n)} + jfur - Im{ePP(n)}],  (12.38)

where* stands for the complex conjugaté)” (n) is the decision directed error as in Equa-
tion 12.33 and the binary functionf, r, f..r enable or disable the update of the equalizer
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Step Size| No. of Initial
A Equalizer Tap
Taps Vector
Benveniste—Goursat 5x10~* 10 (1.2,0,---,0)
Modified CMA 5x10~4 10 (1.2,0,---,0)
Stop-and-go 5x10~4 10 (1.2,0,---,0)
PSP (1 sym delay) 102 2 (1.2,0)
PSP (2 symdelay) | 1072 3 (1.2,0,0)

Table 12.26:Summary of the Equalizer Parameters Used in the Simulations. The TaprVec
(1.2,0,---,0) Indicates that the First Equalizer Coefficient is Initialized to the Value
1.2, While the Others are Initialized @

according to the following rule. If the sign of the Sato erfthre real or the imaginary part
independently) is the same as the sign of the decisiontdulearror, then the update takes
place; otherwise it does not.

In mathematical terms, this is equivalent to [531]:

_ 1 if Sgn(Re[eDD(n)]) = Sgn(R@[EsatO(n)])
fn,R - { 0 if Sgn(RG[GDD(n)] 7& sgn(Re[eS‘ltO(n)}) (1239)
. 1 if sgn([m{EDD(n)}) = Sgn([m{GSato(n)})
fng = { 0 if sgn(Im{ePP(n)}) # sgn(Im{e5*(n)}). (12.40)

For a blind equalizer, this condition provides us with a nuiea®f the probability of the
coefficient update being correct.

The PSP algorithm [532] is based on employing convolutional coding. Hences &
trellis-based sequence estimation technique in which tlaamel is not knowm priori. An
iterative channel estimation technique is employed in otdeestimate the channel jointly
with the modulation symbol. In this sense, an initial chdrigaised, and the estimate is
updated at each new symbol’s arrival.

In our case, the update was based orl¢last means squares (LM&3timates, according
to the following channel-tap update equations [532]:

A+ = R 4 X a%(n) - (y(n) - aT(n)ﬁ<n>) 7 (12.41)
whereh™ = (h") ... hY", ... hY)T is the estimated (for one surviving path) channel
tap vector at time instant, a(n) = (a(n+ L1),...,a(0),...,a(n— Ly))T is the associated

estimated transmitted symbol vector, aj{d) is the actually received symbol at time instant
n.

Each of the surviving paths in the trellis carries not onfyatvn signal estimation, but
also its own channel estimation. Moreover, convolutionedatling can take place jointly
with this channel and data estimation procedure, leadingpyoved bit error rate (BER)
performance. The various equalizers’ parameters are sugedan Table 12.26.

Having described the components of our enhanced DVB-Smaydé: us now consider
the overall system’s performance.
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12.8.5 Performance of the DVB Satellite Scheme

In this section, the performance of the DVB-S system wasuatad by means of simulations.
Two modulation types were used, namely, the standard QP8Kthenenhanced 16QAM
schemes [221]. The channel model of Figure 12.106 was ereglohhe first channel model
had a one-symbol second-path delay, while in the secondrenpdth-delay corresponded
to the period of two symbols. The average BER versus SNR p@ebiormance was evalu-
ated after the equalization and demodulation process, hasvafter Viterbi [389] or turbo
decoding [402]. The SNR per bit @, /N, is defined as follows:

SNR per bit= 10 loglo% +0, (12.42)

where S is the average received signal powaf,is the average received noise power, and
4, which is dependent on the type of modulation scheme usedtzanthel code rate (R), is

defined as: )

R x bits per modulation symbol
Our results are further divided into two subsections foeezFdiscussion. First, we present
the system performance over the one-symbol delay two-gahrel in Section 12.8.5.1.

Next, the system performance over the two-symbol delaypath- channel is presented in
Section 12.8.5.2. Lastly, a summary of the system perfocmaprovided in Section 12.8.5.3.

6 =10 log1o (12.43)

12.8.5.1 Transmission over the Symbol-Spaced Two-Path Chael

The linear equalizers’ performance was quantified and coedpasing QPSK modulation
over the one-symbol delay two-path channel model of Fig@r&d7. Since all the equalizers
have similar BER performance, only the modified CMA resutesshown in the figure.

The equalized performance over the one symbol-spaced ehamas inferior to that
over the nondispersive AWGN channel. However, as expectedas better than without
any equalization. Another observation for Figure 12.108 tmat the different punctured
channel-coding rates appeared to give slightly differérefoor rates after equalization. This
was because the linear blind equalizers required uncterklaput bits in order to converge.
However, the input bits were not entirely random when camiohal coding was used. The
consequences of violating the zero-correlation condteagnot generally known. Neverthe-
less, two potential problems were apparent. First, thelemguanay diverge from the desired
equalizer equilibrium [535]. Second, the performance efdfualizer is expected to degrade,
owing to the violation of the randomness requirement, wisdmposed on the input bits in
order to ensure that the blind equalizers will converge.

Since the channel used in our investigations was statidjrdigproblem was not encoun-
tered. Instead, the second problem was what we actuallyakeFigure 12.108 quantifies
the equalizers’ performance degradation due to convaiatiooding. We can observedal
dB SNR degradation when the convolutional codec createaslation among the bits for this
specific case.

The average BER versus SNR curves after Viterbi or turbo diegoare shown in Fig-
ure 12.109(a). In this figure, the average BER over the npedisve AWGN channel after
turbo decoding constitutes the best-case performancde Wie average BER of the one-
symbol delay two-path MCMA-equalized rate 7/8 convolutiimcoded scenario exhibits the
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Figure 12.107:Average BER versus SNR per bit performance after equalization ambdulation
employing QPSK modulation andbne-symbol delay channe(NE = nonequalized;
MCMA = modified constant modulus algorithm).
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Figure 12.108: Average BER versus SNR per bit performance after equalization ambdulation
employing QPSK modulation and the@ne-symbol delay two-path channebf Fig-
ure 12.106, for the Benveniste—Goursat algorithm, where the inpurgitsndom (No
CONV) or correlated (CONV 7/8) as a result of convolutional codingrga coding
rate of 7/8.

worst-case performance. Again, in this figure only the mediftMA was featured for sim-
plicity. The performance of the remaining equalizers waarabterized in Figure 12.109(b).
Clearly, the performance of all the linear equalizers itigased was similar.

As seen in Figure 12.109(a), the combination of the modifistA®lind equalizer with
turbo decoding exhibited the best SNR performance over tleesgmbol delay two-path
channel. The only comparable alternative was the PSP #igarAlthough the performance
of the PSP algorithm was better at low SNRs, the associategsgross over and the PSP
algorithm’s performance became inferior below the avel@B® of 10-3. Although not
shown in Figure 12.109, the Reed-Solomon decoder, whichcaasatenated to either the
convolutional or the turbo decoder, became effective, viheraverage BER of its input was
below approximately0~*. In this case, the PSP algorithm performed by at least 1 dBavor
in the area of interest, which is at an average BER0of*.

A final observation in the context of Figure 12.109(a) is thlaén convolutional decoding
was used, the associatéy/N, performance of the rate 1/2 convolutional coded scheme ap-
peared slightly inferior to that of the rate 3/4 and the rd8stenarios beyond certalfi /N,
values. This was deemed to be a consequence of the fact ¢hbthate encoder introduced
more correlation into the bitstream than its higher ratenteqparts, and this degraded the
performance of the blind channel equalizers which perfarinest when fed with random
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Benveniste—Goursag-a-G = stop-and-goMCMA = modified constant modulus al-
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bits.

Having considered the QPSK case, we shall now concentratheoenhanced system
which employed 16QAM under the same channel and equalizetittons. Figures 12.110
and 12.111 present the performance of the DVB system emgd6QAM. Again, for
simplicity, only the modified CMA results are given. In thiase, the ranking order of the
different coding rates followed our expectations more @lpsn the sense that the lowest
coding rate of 1/2 was the best performer, followed by radec8tec, in turn followed by the
least powerful rate 7/8 codec.

The stop-and-go algorithm has been excluded from thes#ggisecause it does not con-
verge for high SNR values. This happens because the egiimiprocedure is activated only
when there is a high probability of correct decision-diegctqualizer update. In our case, the
equalizer is initialized far from its convergence pointjdmnce the decision directed updates
are unlikely to be correct. In the absence of noise, thisdeadhe update algorithm being
permanently deactivated. If noise is present, howeven sloene random perturbations from
the point of the equalizer’s initialization activate thestand-go algorithm and can lead to
convergence. We made this observation at medium SNR vaiums isimulation study. For
high SNR values, the algorithm did not converge.

Itis also interesting to compare the performance of theesysor the QPSK and 16QAM
schemes. When the one-symbol delay two-path channel modégofe 12.106 was con-
sidered, the system was capable of supporting the use of 6®ith the provision of an
additional SNR per bit of approximately 4-5 dB. This obsdorawas made by comparing
the performance of the DVB system when employing the modi@&tiA and the half-rate
convolutional or turbo code in Figures 12.109 and 12.111BER of 10~%. Although the
original DVB satellite system only employs QPSK modulationr simulations had shown
that 16QAM can be employed equally well for the range of blaeghalizers that we have
used in our work. This allowed us to double the video bit raie lsence to substantially im-
prove the video quality. The comparison of Figures 12.109 Hh111 also reveals that the
extra SNR requirement of approximately 4-5 dB of 16QAM ov&SK can be eliminated
by employing turbo coding at the cost of a higher implemeoitat complexity. This allowed
us to accommodate a doubled bit rate within a given bandwigtiich improved the video
quality.

12.8.5.2 Transmission over the Two-Symbol Delay Two-Patht@annel

In Figure 12.112 (only for the Benveniste-Goursat alganitbr simplicity) and Figure 12.113,
the corresponding BER results for the two-symbol delay path channel of Figure 12.106
are given for QPSK. The associated trends are similar tetimoSigures 12.107 and 12.109,
although some differences can be observed, as listed below:

e The “crossover point” is where the performance of the PSBralgn becomes in-
ferior to the performance of the modified CMA in conjunctioithmturbo decoding.
This point is now afl0—#, which is in the range where the RS decoder guarantees an
extremely low probability of error.

e The rate 1/2 convolutional decoding is now the best performvben convolutional
decoding is concerned, while the rate 3/4 scheme exhil@ta/tdrst performance.

Finally, in Figure 12.114, the associated 16QAM resultspaesented. Notice that the
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Figure 12.110:Average BER versus SNR per bit after equalization and demodulatioh6QAM
over theone-symbol delay two-path channebf Figure 12.106 MICMA = modified
constant modulus algorithm).
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Figure 12.111:Average BER versus SNR per bit after Viterbi or turbo decodingl&QAM over the
one-symbol delay two-path channebf Figure 12.106 B-G = Benveniste—Goursat;
S-a-G = stop-and-goMCMA = modified constant modulus algorithrRSP = per-
survivor processing).

stop-and-go algorithm was again excluded from the reskiighermore, we observe a high-
performance difference between the Benveniste-Gourgatiim and the modified CMA.
In the previous cases we did not observe such a significdetelifce. The difference in this
case is that the channel exhibits an increased delay sprédslillustrated the capability of
the equalizers to cope with more widespread multipathslewk@eping the equalizer order
constant at 10. The Benveniste-Goursat equalizer was rffariest than the modified CMA
in this case.

It is interesting to note that in this case the performandabefifferent coding rates was
again in the expected order: the r%tscheme is the best, followed by the r%techeme and
then the rate, scheme.

If we compare the performance of the system employing QPSKI&QAM over the
two-symbol delay two-path channel of Figure 12.106, weraghiserve that 16QAM can be
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Figure 12.112: Average BER versus SNR per-bit performance after equalizatiod@mbdulation for
QPSK modulation over théwo-symbol delay two-path channelof Figure 12.106
(B-G = Benveniste-Goursat).
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B-G | MCMA | S-a-G| PSP
QPSK 1sym | 73 | 161 143 | 0.139
QPSK2sym | 73 | 143 7 0.139
16QAM 1sym| 411 | 645 1393
16QAM 2 sym | 359 | 411 1320

Table 12.27:Equalizer Convergence Speed (in miliseconds) Measured in the SimslaBomen as an
Estimate of Time Required for Convergence When 1/2 Rate Puncturinggd {J sym =
z-Symbol Delay Two-path Channel andCan Take Either the Value 1 or 2)

incorporated into the DVB system if an extra 5 dB of SNR peidiffordable in power bud-
getterms. Here, only the B-G algorithm is worth considenngof the three linear equalizers
of Table 12.26. This observation was made by comparing thenpeance of the DVB sys-
tem when employing the Benveniste-Goursat equalizer amtial-rate convolutional coder
in Figures 12.113 and 12.114.

12.8.5.3 Performance Summary of the DVB-S System

Table 12.27 provides an approximation of the convergeneedpf each blind equalization
algorithm of Table 12.26. PSP exhibited the fastest comrerg, followed by the Benveniste-
Goursat algorithm. In our simulations the convergence wastified by observing the slope
of the BER curve and finding when this curve was reaching tsedaated residual BER,
implying that the BER has reached its steady-state valugur&il2.115 gives an illustrative
example of the equalizer's convergence for 16QAM. The stogr-go algorithm converges
significantly slower than the other algorithms, which caodie seen from Table 12.27. This
happens because during start-up the algorithm is deastdivabst of the time. The effect
becomes more severe with increasing QAM order.

Figure 12.116 portrays the corresponding reconstructbebviuality in terms of the aver-
age peak signal-to-noise ratio (PSNR) versus channel SISRIE] for the one-symbol delay
and two-symbol delay two-path channel models of Figured&.TThe PSNR is defined as
follows:

N M 2
PSNR= 10 logio Z”;O Z"};O 25 ,
Zn:O Zm:O A?
whereA is the difference between the uncoded pixel value and trenstructed pixel value.
The variables\/ and N refer to the dimension of the image. The maximum possiblé 8-b
represented pixel luminance value of 255 was used in Equafial4 in order to mitigate the
PSNR'’s dependence on the video material used. The averdgfe R3hen the mean of the
PSNR values computed for all the images constituting theovgkquence.

Tables 12.28 and 12.29 provide a summary of the DVB sateljistem’s performance
tolerating a PSNR degradation of 2 dB, which was deemed toelelynimperceptible in
terms of subjective video degradations. The average BE&esajuoted in the tables refer
to the average BER achieved after Viterbi or turbo decodifige channel SNR is quoted
in association with the 2 dB average video PSNR degradasionge the viewer will begin
to perceive video degradations due to erroneous decodititeatceived video around this
threshold.

(12.44)
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Figure 12.115:Learning curves for 16QAM, one-symbol delay two-path chann8NR = 18 dB.

Mod. Equalizer | Code CSNR | Ey/No
(dB)
QPSK | PSP R=1/2 5.3 5.3
QPSK | MCMA | Turbo (1/2) 5.2 5.2
16QAM | MCMA Turbo (1/2) 13.6 10.6
QPSK | MCMA | Conv (1/2) 9.1 9.1
16QAM | MCMA | Conv (1/2) 17.2 142
QPSK MCMA Conv (3/4) 115 9.7
16QAM | MCMA Conv (3/4) 20.2 15.4
QPSK B-G Conv (7/8) 13.2 10.8
16QAM | B-G Conv (7/8) 21.6 16.2

Table 12.28:Summary of Performance Results over the Dispersive One-symblayDrwo-Path
AWGN Channel of Figure 12.106 Tolerating a PSNR Degradation of 2 dB
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Mod. Equalizer| Code CSNR | E,/Ny
(dB)
QPSK PSP R=1/2 4.7 4.7
QPSK B-G Turbo (1/2) 5.9 5.9
16QAM | B-G Turbo (1/2)| 13.7| 10.7
QPSK B-G Conv (1/2) 8.0 8.0
16QAM | B-G Conv (1/2) 17.0 14.0
QPSK B-G Conv (3/4) 12.1 10.3
16QAM | B-G Conv (3/4) 21.1 16.3
QPSK B-G Conv (7/8) 13.4 11.0
16QAM | MCMA Conv (7/8) 29.2 23.8

Table 12.29:Summary of Performance Results over the Dispersive Two-symletdyDTwo-path
AWGN Channel of Figure 12.106 Tolerating a PSNR Degradation of 2 dB

Mod. Equalizer| Code Ey,/Ng

QPSK | PSP R=1/2 6.1
QPSK | MCMA | Turbo (1/2) 5.2
16QAM | MCMA | Turbo (1/2)| 10.7
QPSK | MCMA | Conv (1/2) | 116
16QAM | MCMA | Conv (1/2) | 15.3
QPSK | MCMA | Conv (3/4) | 105
16QAM | MCMA | Conv (3/4) | 16.4
QPSK | B-G Conv (7/8) | 11.8
16QAM | B-G Conv (7/8) | 17.2

Table 12.30:Summary of System Performance Results over the Dispersive Onige$pelay Two-
path AWGN Channel of Figure 12.106 Tolerating an Average BEROo*, which was
Evaluated after Viterbi or Turbo Decoding but before RS Decoding

Tables 12.30 and 12.31 provide a summary of the SNR per hitinextyfor the various
system configurations. The BER threshold 0f * was selected here, because of this average
BER after Viterbi or turbo decoding, the RS decoder beconffestere, guaranteeing near
error-free performance. This also translates into neanpaired reconstructed video quality.

Finally, in Table 12.32 the QAM symbol rate or baud rate isgifor different puncturing
rates and for different modulation schemes, based on tharemgent of supporting a video
bit rate of2.5 Mbit/sec. We observe that the baud rate is betw@&@9 and2.73 MBd,
depending on the coding rate and the number of bits per mtoialisymbol.

12.8.6 Summary and Conclusions

In this chapter, we have investigated the performance oflzotaoded DVB system in a
satellite broadcast environment. A range of system pedoga results was presented based
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Mod. Equalizer| Code E,/Ny
QPSK PSP R=1/2 5.6
QPSK B-G Turbo (1/2) 5.7
16QAM | B-G Turbo (1/2)| 10.7
QPSK B-G Conv (1/2) 9.2
16QAM | B-G Conv (1/2) 15.0
QPSK B-G Conv (3/4) 12.0
16QAM | B-G Conv (3/4) 16.8
QPSK B-G Conv (7/8) 11.7
16QAM | MCMA Conv (7/8) 26.0

Table 12.31:Summary of System Performance Results over the Dispersive TmbedyDelay Two-
path AWGN Channel of Figure 12.106 Tolerating an Average BEROoO', which Was
Evaluated after Viterbi or Turbo Decoding but before RS Decoding

Punctured Rate 4QAM 16QAM
Baud Rate| Baud Rate
(MBd) (MBd)

1/2 2.73 1.37
3/4 1.82 0.909
718 1.56 0.779

Table 12.32: The Channel Bit Rate for the Three Different Punctured Coding Rateéda the Two
Modulations

on the standard DVB-S scheme, as well as on a turbo-codednschmeconjunction with
blind-equalized QPSK/16QAM. The convolutional code sfiediin the standard system was
substituted with turbo coding, which resulted in a sub&hebding gain of approximately
4-5 dB. We have also shown that 16QAM can be utilized insté&R5K if an extra 5 dB
SNR per bit gain is added to the link budget. This extra tratisthpower requirement can be
eliminated upon invoking the more complex turbo codec, Whigxjuires lower transmitted
power for attaining the same performance as the standaxaletdional codecs.

Our future work will focus on extending the DVB satellite 8% to support mobile users
for the reception of satellite broadcast signals. The udsiiodl turbo equalizers will also be
investigated in comparison to conventional blind equadiz&urther work will also be dedi-
cated to trellis-coded modulation (TCM) and turbo tretizded modulation (TTCM)-based
orthogonal frequency division multiplexed (OFDM) and d&garrier equalized modems.
The impact on the system performance by employing variqossyf turbo interleavers and
turbo codes is also of interest. A range of further wirelade@ communications issues are
addressed in [160].
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12.9 Summary and Conclusions

In this concluding chapter, we attempted to provide theeeaith a system-oriented overview
in the context of various adaptive and/or iterative traivgss. In all the systems investigated
we have employed the H.263 video codec, but the channel g@dlid transmission schemes
were different. The channel codecs spanned from conveaitiow-complexity binary BCH
and nonbinary RS codes to complex iteratively decoded toooecs.

In Section 12.1, we investigated the feasibility of reatdiwireless videotelephony over
GSM/GPRS links and quantified the achievable performanearddges with the advent of
turbo equalization invoking joint channel decoding androcted equalization. Interactive
videotelephony is feasible over GSM/GPRS even withoutdweyualization and — as ex-
pected — the attainable video performance improves whenuhger of GPRS time-slots
is increased. Apart from the higher associated bit rateehgth of the interleaver can be
increased, which is also beneficial in overall error resdterms.

HSDPA-style [197] burst-by-burst adaptive AQAM systemgeavalso employed in con-
junction with direct-sequence spreading, as it was dematest in Section 12.2. Explicitly,
in Section 12.2 multi-user detection assisted burst-bgttadaptive AQAM/CDMA systems
were studied, which attained a near-single-user perfocman

In recent years OFDM has received a tremendous attentiohasbdeen standardised for
employment in a whole host of applications. Specificallg tEEE 802.11 and the High-
Performance Local Area Network standard known as HIPERLA&riploy OFDM in pre-
dominantly indoor LAN environments. Similarly, both therPBuropean terrestrial Digital
Video Broadcast (DVB) system and the Digital Audio Broadd@AB) systems opted for
advocating OFDM. Motivated by these trends, we quantifiecettpected video performance
of a LAN-type and a cellular-type high-rate, high-qualityaractive OFDM video system for
transmission over strongly dispersive channels.

The concept of symbol-by-symbol adaptive OFDM systems wasduced in Section 12.3,
which converted the lessons of the single-carrier burdiingt adaptive modems to OFDM
modems. It was found that in indoor scenarios — where lowaordhi/pedestrian speeds
prevail and hence the channel quality does not change dicaihatetween the instant of
channel quality estimation and the instant of invoking #tiewledge at the remote trans-
mitter — symbol-by-symbol adaptive OFDM outperforms fixedde OFDM. More specif-
ically, a high-quality group of subcarriers is capable ofiegying a higher number of bits
per subcarrier at a given target transmission frame ertiar ttzan the low-quality subcarrier
groups. Furthermore, it was found beneficial to control theber of video bits per OFDM
symbol as a function of time, since in drastically fadedanses the video bit rate could be
reduced and hence a less heavily loaded OFDM symbol yieleledrftransmission errors.
An interesting trade-off was, however, that upon loadirgg@FDM symbols with more bits
allowed us to use a higher turbo coding interleaver and atdnterleaver, which improved
the system’s robustness up to a limit, resulting in an optin@FDM symbol loading.

The last two sections of this chapter considered turbo-¢tteleestrial and satellite based
DVB broadcast systems, respectively. Specifically, Sact®.7 employed an OFDM-based
system, while Section 12.8 used blind-equalized singteeramodems. An interesting con-
clusion of our investigations was that upon invoking comtioihal turbo coding — rather than
the standard convolutional codecs — the system’s robustingsroves quite dramatically.
Hence the required SNR is reduced sufficiently, in order talile to support, for example, 4
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bit/symbol transmissions, instead of 2 bit/symbol signgll This then potentially allows us
to double the associated video bit-rate within a given badtihnat the cost of an acceptable
implementational complexity increase when replacing taedard convolutional codecs by
turbo channel codecs.

12.10 Wireless Video System Design Principles

We conclude that 2G and 3G interactive cordless as well dslaelvireless videophony
using the H.263 ITU codec is realistic in a packet acknowheelgt assisted TDMA/TDD,
CDMA/TDD, or OFDM/TDD system both with and without power dowi following the
system design guidelines summarised below:

¢ In time-variant wireless environments adaptive multimtrd@sceivers are beneficial,
in particular, if the geographic distribution of the wirsgechannel capacity — i.e., the
instantaneous channel quality — varies across the cell @dpath loss, slow-fading,
fast-fading, dispersion, co-channel interference, etc.

¢ In order to support the operation of intelligent multimodanisceivers a video source
codec is required that is capable of conveniently explgitine variable-rate, time-
variant capacity of the wireless channel by generating ydvhe required number of
bits that can be conveyed in the current modem mode by theniasion burst. This
issue was discussed throughout this chapter.

e The H.263 video codec’s local and remote video reconstindteame buffers have to
be always identically updated, which requires a relialti@ngly protected acknowl-
edgment feedback flag. The delay of this flag has to be keptwaadgossible, and
a convenient mechanism for its transmission is constithieils superposition on the
reverse-direction packets in TDD systems. Alternativilg, system’s control channel
can be used for conveying both the video packet acknowledgftagy and the trans-
mission mode requested by the receiver. The emerging 3G CB{tems provide
a sufficiently high bitrate to convey the necessary sidermédion. The associated
timing issues were summarized in Figure 10.21.

e The acknowledgment feedback flag can be conveniently erodegted by simple ma-
jority logic decoded repetition codes, which typically picde more reliable protection
than more complex similar-length error correction codes.

e For multimode operation an appropriate adaptive packaizalgorithm is required
that controls the transmission, storage, discarding, pddting of video packets.

e For multimode operation in cellular systems an appropfiagzl FER power-control
algorithm is required, that is capable of maintaining a tamstransmission burst error
rate, irrespective of the modulation mode used, since l@sHER, rather than the bit
error rate, which determines the associated video quality.

e We emphasize again that wireless videotelephony over 2@ragsis realistic using
both proprietary and standard video codecs, and the sarigngesiciples can also be
applied in the context of the emerging 3G CDMA systems, asag demonstrated in
the context of our JD-ACDMA design example.
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e The feasibility of using similar design principles has befiown also for high-rate
WATM OFDM modems in this closing chapter.

Future video transceiver performance improvements arsilpeswhile retaining the ba-
sic system design principles itemized above. The image oessjpn community completed
the MPEG4 video standard [536-538], while the wireless camigations community has
commenced research toward the fourth generation of maddie standards. All in all, this is
an exciting era for wireless video communications reseas;tbringing about new standards
to serve a forthcoming wireless multimedia age.
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16CIF

2G
3G
3GPP
ACIF

AB
ACCH
ACELP
ACF
ACL
ACO

ACTS

ADC
ADPCM
AGCH
Al

AICH

ANSI
ARIB
ARQ

ATDMA
ATM

Sixteen Common Intermediate Format Frames are sixteen times as &t~
frames and contain 1408 pixels vertically and 1152 pixelsziootally

Second generation
Third generation
Third Generation Partnership Project

Four Common Intermediate Format Frames are four times as big asabhes
and contain 704 pixels vertically and 576 pixels horizdgtal

Access burst

Associated control channel

Algebraic Code Excited Linear Predictive (ACELP) Speecld&n
autocorrelation function

Autocorrelation

Augmented Channel Occupancy matrix, which contains the eiamtupancy
for the local and surrounding base stations. Often used dslliodistributed
DCA algorithms to aid allocation decisions.

Advanced Communications Technologies and Services. Théhftramework
for European research (1994-98). A series of consortiastimg of universities
and industrialists considering future communications syste

Analog-to—-Digital Converter

Adaptive Differential Pulse Coded Modulation
Access grant control channel

Acquisition Indicator

Acquisition Indicator CHannel

American National Standards Institute
Association of Radio Industries and Businesses

Automatic Repeat Request, Automatic request for retransomissi corrupted
data

Advanced Time Division Multiple Access

Asynchronous Transfer Mode
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AUC
AV.26M

AWGN
B-ISDN
BbB
BCCH
BCH
BCH Codes
BER
BN
BPSK
BS
BSIC
BTC
CBER
CBP

CBPB

CBPY

CcC
CCCH
CCITT

CCL
CD

CDF

CDMA
CELL _-BAR_ACCESS
CIF

CIR
COD

CPICH
CT2
CWTS
DAB

DAC

Authentication center

A draft recommendation for transmitting compressed video ovar-rone
channels, based on the H.263 [258] video codec

Additive White Gaussian Noise

Broadband ISDN

Burst-by-Burst

Broadcast control channel
Bose-Chaudhuri-Hocquenghem, a class of forward error ctimgecodes (FEC)
Bose-Chaudhuri-Hocquenghem (BCH) Codes

Bit error rate, the fraction of the bits received incorregctl

Bit number

Binary Phase Shift Keying

A common abbreviation for base station

Base station identifier code

Block Truncation Coding

Channel bit error rate, the bit error rate before FEC coiwact

Coded block pattern, a H.261 video codec symbol that indicatech of the
blocks in the macroblock are active

A fixed-length codeword used by the H.263 video codec to optive coded
block pattern for bidirectionally predicted (B) blocks

A variable-length codeword used by the H.263 video codeadizate the coded
block pattern for luminance blocks

Convolutional Code

Commom control channel

Now ITU, standardization group
Cross-correlation

Code Division, a multiplexing technique whereby signals @ded and then
combined in such a way that they can be separated using tlymedsiser sig-
nature codes at a later stage

Cumulative density function, the integral of the probapilitensity function
(PDF)

Code Division Multiple Access
Boolean flag to indicate whether the MS is permitted

Common Intermediate Format Frames containing 352 pixels viytemad 288
pixels horizontally

Carrier to Interference Ratio, same as SIR

A one-bit codeword used by the H.263 video codec that ind&cathether the
current macroblock is empty or nonempty

Common Pllot CHannel

British Second Generation Cordless Phone Standard
China Wireless Telecommunication Standard

Digital Audio Broadcasting

Digital-to-Analog Convertor
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DAMPS
DB
DC

DCA
DCH
DCS1800

DCT

DECT
DL
DPCCH
DPCH

DPCM
DPDCH

DQUANT

DS-CDMA
DSMA-CD
DTTB
DVB-T

EIR

EMC

EOB

EREC

ERPC

ETSI
EU
FA

FACCH
FACH
FAW
FBER

FCA

Pan-American Digital Advanced Phone System, 1S-54
Dummy burst

Direct Current, normally used in electronic circuits to dése a power source
that has a constant voltage, as opposed to AC power in wheehdhage is a

sine wave. It is also used to describe things that are canstaeh hence have no
frequency component.

Dynamic Channel Allocation
Dedicated transport CHannel

A digital mobile radio system standard, based on GSM but oipgrat 1.8 GHz
at a lower power

A discrete cosine transform that transforms data into thguigacy domain.
Commonly used for video compression by removing high-frequexmeypo-
nents of the video frames

A Pan-European digital cordless telephone standard
Down-link

Dedicated Physical Control CHannel

Dedicated Physical CHannel

Differential Pulse Coded Modulation

Dedicated Physical Data CHannel

A fixed-length coding parameter used to differential chahgetirrent quantizer
used by the H.263 video codec

Direct Sequence Code Division Multiple Access

Digital Sense Multiple Access-Collision Detection

Digital Terrestrial Television Broadcast

Terrestrial Pan-European Digital Video Broadcast Stashdar
Equipment identity register

Electromagnetic Compatibility

An end-of-block variable-length symbol used to indicateehd of the current
block in the H.261 video codec

Error-Resilient Entropy Coding. A coding technique that ioyes the robust-
ness of variable-length coding by allowing easier resyowization after errors

Error-Resilient Position Coding, a relative of the codiobame known as Error-
Resilient Entropy Coding (EREC)

European Telecommunications Standards Institute
European Union

First Available, a simple centralized DCA scheme that alles#te first channel
found that is not reused within a given preset reuse distance

Fast associated control channel
Forward Access CHannel
Frame Alignment Word

Feedback error ratio, the ratio of feedback acknowledgmessages that are
received in error

Fixed Channel Allocation
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FCB
FCCH
FD

FDD

FDM
FDMA

FEC
FEF

FER
FH

FIFO

FN
FPLMTS
fps
FRAMES
GBSC

GEI
GFID

GMSK

GN

GOB

GOSs

GP
GPS
GQUANT

GSM
GSPARE
H.261
H.263
HC

HCA
HCS

Frequency correction burst
Frequency Correction Channel

Frequency Division, a multiplexing technique whereby défe frequencies are
used for each communications link

Frequency-Division Duplex, a multiplexing technique wtsréhe forward and
reverse links use a different carrier frequency

Frequency Division Multiplexing

Frequency Division multiple access, a multiple access teginivhereby fre-
quency division (FD) is used to provide a set of access channe

Forward Error Correction
Frame Error Flag

Frame error rate
Frequency hopping

First-In First-Out, a queuing strategy in which elementg tieve been in the
queue longest are served first

TDMA frame number

Future Public Land Mobile Telecommunication System
Frames per second

Future Radio Wideband Multiple Access System

Group of blocks (GOB) start code, used by the H.261 and H.2@8ovcodecs
to regain synchronization, playing a similar role to PSC

Functions similar to PEI but in the GOB layer of the H.261 videdec

A fixed-length codeword used by H.263 video codec to aid comesynchro-
nization after an error

Gaussian Mean Shift Keying, a modulation scheme used by thd&EBapean
GSM standard by virtue of its spectral compactness

Group of blocks number, an index number for a GOB used by the Ha?@l
H.263 video codecs

Group of blocks, a term used by the H.261 and H.263 video cydmmmsisting
of a number of macroblocks

Grade of Service, a performance metric to describe the qualdymobile radio
network

Guard Period
Global Positioning System

Group of blocks quantizer, a symbol used by the H.261 and H/RE®D codecs
to modify the quantizer used for the GOB

A Pan-European digital mobile radio standard, operatin@amHz
Functions similar to PSPARE but in the GOB layer of the H.2&lewicodec
A video coding standard [257], published by the ITU in 1990

A video coding standard [258], published by the ITU in 1996

Huffman Coding

Hybrid Channel Allocation, a hybrid of FCA and DCA

Hierarchical Cell Structure
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HDTV
HLR
HO
HTA

IF

IMSI
IMT-2000
IMT2000

IS-54
IS-95
ISDN

ISI
ITU

ITU-R
JDC
JPEG
LFA

LIA

LODA

LOLIA
LOMIA
LP filtering

LP-DDCA

LPF
LSB
LSR
LTA

LTI

High-Definition Television
Home location register
Handover

Highest interference below Threshold Algorithm, a distt#dalDCA algorithm
also known as MTA. The algorithm allocates the most intedeteannel, whose
interference is below the maximum tolerable interferencestold.

Intermediate Frequency
International mobile subscriber identity
International Mobile Telecommunications-2000

Intelligent Mobile Telecommunications in the Year 2000, Jagse Initiative for
3rd Generation Cellular Systems

Pan-American Digital Advanced Phone System, 1S-54
North American mobile radio standard, that uses CDMA techgplo

Integrated Services Digital Network, digital replacemehthe analogue tele-
phone network

Intersymbol Interference, Inter-Subcarrier Interference

International Telecommunications Union, formerly the CCI$tBndardization
group

International Mobile Telecommunication Union — Radiocommatian Sector
Japanese Digital Cellular Standard
“Lossy” DCT-based Sitill Picture Coding Standard

Lowest Frequency below threshold Algorithm, a distribute&dAalgorithm that
is a derivative of the LTA algorithm, the difference beingttitae algorithm
attempts to reduce the number of carrier frequencies beirdyageurrently

Least Interference Algorithm, a distributed DCA algorithmatassigns the chan-
nel with the lowest measured interference that is available.

Locally Optimized Dynamic Assignment, a centralized DCA schemleich
bases its allocation decisions on the future blocking podityain the vicinity of
the cell

Locally Optimized Least Interference Algorithm, a locallystlibuted DCA al-
gorithm that allocates channels using a hybrid of the LIA andACO matrix

Locally Optimized Most Interference Algorithm, a locally ttisuted DCA al-
gorithm that allocates channels using a hybrid of the MTAandCO matrix

Low-pass filtering

Local Packing Dynamic Distributed Channel Assignment, allpahstributed
DCA algorithm that assigns the first channel available thatdt used by the
surrounding base stations, whose information is contaimeth IACO matrix

Low-pass filter
Least significant bit
Linear Shift Register

Least interference below Threshold Algorithm, a distrilbUBeCA algorithm that
allocates the least interfered channel, whose interferenioelow a preset max-
imum tolerable interference level

Linear Time-invariant
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MA

Macroblock

MAI
MAP
MB
MBA

MBS
MC
MCBPC

MCER
MDM
MF-PRMA
MFlop
MODB

MPEG

MPG
MQUANT

MS
MSC
MSE
MSQ

MTA

MTYPE

MV
MVD
MVDB

NB
NCC
NLF
NMC

Abbreviation for Miss America, a commonly used head and shosildigleo
sequence referred to as Miss America

A grouping of 8 by 8 pixel blocks used by the H.261 and H.263widodecs.
Consists of four luminance blocks and two chrominance blocks

Multiple Access Interference
Maximum—A—Posteriori
Macroblock

Macroblock address symbol used by the H.261 video coded;atidg the po-
sition of the macroblock in the current GOB

Mobile Broadband System
Motion Compensation

A variable-length codeword used by the H.263 video codeotwey the mac-
roblock type and the coded block pattern for the chrominatweks

Motion Compensated Error Residual

Modulation Division Multiplexing

Multi-Frame Packet Reservation Multiple Access

Mega Flop, 1 million floating point operations per second

A variable-length coding parameter used by the H.263 videlecdo indicate
the macroblock mode for bidirectionally predicted (B) blocks

Motion Picture Expert Group, also a video coding standasigiied by this
group that is widely used

Multiple Processing Gain

A H.261 video codec symbol that changes the quantizer useditvgrt and
future macroblocks in the current GOB

A common abbreviation for Mobile Station
Mobile switching center
Mean Square Error

Mean Square centralized DCA algorithm that attempts to miréntie mean
square distance between cells using the same channel

Most interference below Threshold Algorithm, a distribuBB@A algorithm also
known as HTA. The algorithm allocates the most interferechokel whose in-
terference is below the maximum tolerable interference level

H.261 video codec symbol that contains information about therotdock, such
as coding mode, and flags to indicate whether optional modessa, like
motion vectors, and loop filtering

Motion vector, a vector to estimate the motion in a frame
Motion vector data symbol used by H.261 and H.263 video codecs

A variable-length codeword used by the H.263 video codeotwey the motion
vector data for bidirectionally predicted (B) blocks

Normal burst
Normalized Channel Capacity
Nonlinear filtering

Network management center
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NN

NN+1

OFDM
oMC
OVSF
P-CCPCH
PCH
PCM
PCN
PCPCH
PCS

PDF
PDSCH
PEI

PFU

PGZ
PHP

PI
PICH

PLMN
PLMN _PERMITTED
PLMR

PLR

PP

PQUANT

PRACH
PRMA

PRMA++

PSAM

PSC

PSD

Nearest-Neighbor centralized DCA algorithm; allocates anciel used by the
nearest cell, which is at least the reuse distance away

Nearest-Neighbor-plus-one centralized DCA algorithmyedtes a channel used
by the nearest cell, which is at least the reuse distanceopleisell radius away

Orthogonal Frequency Division Multiplexing
Operation and maintenance center
Orthogonal Variable Spreading Factor
Primary Common Control Physical CHannel
Paging CHannel

Pulse code modulation

Personal Communications Network
Physical Common Packet CHannel

Personal Communications System, a term used to describegieration mo-
bile radio systems in North America

Probability Density Function
Physical Down-link Shared CHannel

Picture layer extra insertion bit, used by the H.261 videterp indicating that
extra information is to be expected

Partial Forced Update

Peterson-Gorenstein-Zierler (PGZ) Decoder
Japanese Personal Handyphone Phone System
Page Indicator

Page Indicator CHannel

Public land mobile network

Boolean flag to indicate, whether the MS is permitted
Public Land Mobile Radio

Packet-Loss Ratio

Partnership Project

A fixed-length codeword used by the H.263 video codec to atdithe quantizer
to use for the next frame

Physical Random Access CHannel

Packet Reservation Multiple Access, a statistical mulkijplg arrangement con-
trived to improve the efficiency of conventional TDMA systerhg, detecting
inactive speech segments using a voice activity detectoerstering them and
allocating them to subscribers contending to transmit ameaspeech packet

PRMA System allowing contention only in the so-called catitn slots, which
protect the information slots from contention and collision

Pilot symbol-assisted modulation, a technique whereby kreymmbols (pilots)
are transmitted regularly. The effect of channel fading dsyahbols can then
be estimated by interpolating between the pilots.

Picture start code, a preset sequence used by the H.261 268 ¥ideo codecs,
that can be searched for to regain synchronization afterran e

Power Spectral Density
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PSNR Peak Signal to Noise Ratio, noise energy compared to the maxipussible
signal energy. Commonly used to measure video image quality

PSPARE Picture layer extra information bits, indicated by a PEI syhibdd.261 video
codec

PSTN Public switched telephone network

PTYPE Picture layer information, used by H.261 and H.263 video cede transmit
information about the picture, e.g. Resolution, etc.

QAM Quadrature Amplitude Modulation

QCIF Quarter Common Intermediate Format Frames containing 176 pigeisally
and 144 pixels horizontally

QMF Quadrature Mirror Filtering

QN Quater bit number

QoS Quality of Service

QT Quad-Tree

RACE Research in Advanced Communications Equipment Programme ip&from
June 1987 to December 1995

RACH Random Access CHannel

RC filtering Raised-cosine filtering

RF Radio frequency

RFCH Radio frequency channel

RFN Reduced TDMA frame number in GSM

RING A centralized DCA algorithm that attempts to allocate chésireone of the
cells, which is at least the reuse distance away that form;mg™of cells

RLC Run-Length Coding

RPE Regular pulse excited

RS Codes Reed-Solomon (RS) codes

RSSI Received Signal Strength Indicator, commonly used as andtafiof channel
quality in a mobile radio network

RTT Radio Transmission Technology

RXLEV Received signal level: parameter used in hangovers

RXQUAL Received signal quality: parameter used in hangovers

S-CCPCH Secondary Common Control Physical CHannel

SAC Syntax-based arithmetic coding, an alternative to varihigth coding, and a
variant of arithmetic coding

SACCH Slow associated control channel

SB Synchronization burst

SCH Synchronization CHannel

SCS Sequential Channel Search distributed DCA algorithm teatches the avail-
able channels in a predetermined order, picking the firstrdigiound, which
meets the interference constraints

SDCCH Stand-alone dedicated control channel

SF Spreading Factor
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SINR

SIR
SNR
SPAMA
SQCIF

SSC

TA

B

TC

TCH
TCH/F
TCH/F2.4
TCH/F4.8
TCH/F9.6
TCH/FS
TCH/H
TCH/H2.4
TCH/H4.8
TCM
TCOEFF

TD

TDD

TDMA
TFCI
TIA
TN
TPC
TR

TS
TTA
TTC
TTIB
UHF
uL

Signal-to-Interference plus Noise ratio, same as signabiee ratio (SNR) when
there is no interference.

Signal-to-Interference ratio
Signal-to-Noise Ratio, noise energy compared to the sigrergy
Statistical Packet Assignment Multiple Access

Sub-Quarter Common Intermediate Format Frames containing %28 pierti-
cally and 96 pixels horizontally

Secondary Synchronization Codes
Timing advance

Tailing bits

Trellis Coded

Traffic channel

Full-rate traffic channel

Full-rate 2.4 kbps data traffic channel
Full-rate 4.8 kbps data traffic channel
Full-rate 9.6 kbps data traffic channel
Full-rate speech traffic channel
Half-rate traffic channel

Half-rate 2.4 kbps data traffic channel
Half-rate 4.8 kbps data traffic channel
Trellis code modulation

An H.261 and H.263 video codec symbol that contains the toams€oefficients
for the current block

Time Division, a multiplexing technique whereby several comitations links
are multiplexed onto a single carrier by dividing the charintl time periods,
and assigning a time period to each communications link

Time-Division Duplex, a technique whereby the forward angerse links are
multiplexed in time.

Time Division Multiple Access
Transport-Format Combination Indicator
Telecommunications Industry Association
Time slot number

Transmit Power Control

Temporal reference, a symbol used by H.261 and H.263 vide@sadéndicate
the real-time difference between transmitted frames

Technical Specifications
Telecommunications Technology Association
Telecommunication Technology Committee
Transparent tone in band

Ultra high frequency

Up-link
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UMTS Universal Mobile Telecommunications System, a future Parofeen third-
generation mobile radio standard

UTRA Universal Mobile Telecommunications System Terrestriali®adcess

VA Viterbi Algorithm

VAD Voice activity detection

VAF Voice activity factor, the fraction of time the voice activiletector of a speech
codec is active

VE Viterbi equalizer

VL Variable length

VLC Variable-length coding/codes

VLR Visiting location register

VQ Vector Quantization

W-CDMA Wideband Code Division Multiple Access

WARC World Administrative Radio Conference

WATM Wireless Asynchronous Transfer Mode (ATM)

WLAN Wireless Local Area Network

WN White noise

Www World Wide Web, the name given to computers that can be acceszete

Internet using the HTTP protocol. These computers can peawibrmation in
a easy-to-digest multimedia format using hyperlinks.
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