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Preface and M otivation
The Speech Coding Scene

Despite the emergence of sophisticated high-rate mulisrssdvices, voice communications
remain the predominant means of human communicationgugjththe compressed voice
signals may be delivered via the Internet. The large-spalevasive introduction of wireless
Internet services is likely to promote the unified transinis®f both voice and data signals
using the Voice over Internet Protocol (VolP) even in thedhi generation (3G) wireless
systems, despite wasting much of the valuable frequenouress for the transmission of
packet headers. Even when the predicted surge of wirelésadd Internet services becomes
a reality, voice remains the most natural means of human aoriwations, although this may
be delivered via the Internet.

This book is dedicated to audio and voice compression isaltsugh the aspects of error
resilience, coding delay, implementational complexity aitrate are also at the centre of our
discussions, characterising many different speech coideasported in source-sensitivity
matched wireless transceivers. A unique feature of the lmtiat it also provides cutting-
edge turbo-transceiver-aided research-oriented desammes and an a chapter on the VoIP
protocol.

Here we attempt a rudimentary comparison of some of the cedeemes treated in the
book in terms of their speech quality and bitrate, in ordgrtavide a road map for the reader
with reference to Cox’s work [1, 2]. The formally evaluatededh Opinion Score (MOS)
values of the various codecs portrayed in the book are showigure 1.

Observe in the figure that over the years a range of speecltsbdee emerged, which
attained the quality of the 64 kbps G.711 PCM speech codgmuajh at the cost of signifi-
cantly increased coding delay and implementational coxitgleThe 8 kbps G.729 codec is
the most recent addition to this range of the Internatioed@dommunications Union’s (ITU)
standard schemes, which significantly outperforms alliptessstandard ITU codecs in ro-
bustness terms. The performance target of the 4 kbps ITUcogp@®l4) is also to maintain
this impressive set of specifications. The family of codezsighed for various mobile radio
systems - such as the 13 kbps Regular Pulse Excited (RPEnsabfehe Global System of
Mobile communications known as GSM, the 7.95 kbps 1S-54,tardS-95 Pan-American
schemes, the 6.7 kbps Japanese Digital Cellular (JDC) @3ckBps half-rate JDC arrange-
ment (JDC/2) - exhibits slightly lower MOS values than th&Jldodecs. Let us now consider
the subjective quality of these schemes in a little moreflept

The 2.4 kbps US Department of Defence Federal Standard éodem as FS-1015 is the
only vocoder in this group and it has a rather synthetic dpgaality, associated with the low-
est subjective assessment in the figure. The 64 kbps G.711de@&t and the G.726/G.727
Adaptive Differential PCM (ADPCM) schemes are waveformecal They exhibit a low im-
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2 CONTENTS

plementational complexity associated with a modest lgitegbnomy. The remaining codecs
belong to the so-called hybrid coding family and achievaidigant bitrate economies at the
cost of increased complexity and delay.

Excellent

New Research

Good

MOS

Fair

Poor
2

bit rate (kb/s) ————

Figure 1: Subjective speech quality of various codecs@EEE, 1996

Specifically, the 16 kbps G.728 backward-adaptive schemiataias a similar speech
quality to the 32 and 64 kbps waveform codecs, while also tagiimg an impressively low,
2 ms delay. This scheme was standardised during the eadyigsn The similar-quality, but
significantly more robust 8 kbps G.729 codec was approvedarci1996 by the ITU. Its
standardisation overlapped with the G.723.1 codec demsops. The G.723.1 codec’s 6.4
kbps mode maintains a speech quality similar to the G.71226&.G.727, G.728 and G.728
codecs, while its 5.3 kbps mode exhibits a speech qualitifagito the cellular speech codecs
of the late eighties. The standardisation of a 4 kbps ITU mehavhich we refer to here as
ITU4 is also a desirable design goal at the time of writing.

In parallel to the ITU’s standardisation activities a ramf@peech coding standards have
been proposed for regional cellular mobile systems. Thedstalisation of the 13 kbps RPE-
LTP full-rate GSM (GSM-FR) codec dates back to the seconfidfighe eighties, represent-
ing the first standard hybrid codec. Its complexity is sigwifitly lower than that of the more
recent Code Excited Linear Predictive (CELP) based cod@bserve in the figure that there
is also a similar-rate Enhanced Full-Rate GSM codec (GSM)Ewhich matches the speech
quality of the G.729 and G.728 schemes. The original GSM-6Rec’s development was
followed a little later by the release of the 7.95 kbps Ve®&am Excited Linear Predictive
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(VSELP) 1S-54 American cellular standard. Due to advanodhe field the 7.95 kbps 1S-54
codec achieved a similar subjective speech quality to thkbpd GSM-FR scheme. The
definition of the 6.7 kbps Japanese JDC VSELP codec was atmstident with that of the
IS-54 arrangement. This codec development was also folldwea half-rate standardisation
process, leading to the 3.2 kbps Pitch-Synchroneous Itioov@ELP (PSI-CELP) scheme.

The 1S-95 Pan-American CDMA system also has its own staigkdCELP-based speech
codec, which is a variable-rate scheme, supporting bitlagdween 1.2 and 14.4 kbps, de-
pending on the prevalent voice activity. The perceived spegality of these cellular speech
codecs contrived mainly during the late eighties was fourgjextively similar to each other
under the perfect channel conditions of Figure 1. Lastly,3t6 kbps half-rate GSM codec
(GSM-HR) also met its specification in terms of achieving mikir speech quality to the
13 kbps original GSM-FR arrangements, although at the dogtiadruple complexity and
higher latency.

Recently the advantages of intelligent multimode speechitals (IMT), which can re-
configure themselves in a number of different bitrate, dqualnd robustness modes attracted
substantial research attention in the community, whichdetie standardisation of the High-
Speed Downlink Packet Access (HSDPA) mode of the 3G wiredgstems. The HSDPA-
style transceivers employ both adaptive modulation angitagachannel coding, which re-
sult in a channel-quality dependent bit-rate fluctuati@nde requiring reconfigurable multi-
mode voice and audio codecs, such as the Advanced Multidede referred to as the AMR
scheme. Following the standardisation of the narrowbandQrAdddec, the wideband AMR
scheme referred to as the AMR-WB arrangement and encodir@-tiieKHz band was also
developed, which will also be characterised in the bookalinthe most recent AMR codec,
namely the so-called AMR-WB+ scheme will also be the subjéouo discussions.

Rcent research on sub-2.4 kbps speech codecs is also c@msesgively in the book,
where the aspects of auditory masking become more domiri@nally, since the classic
G.722 subband-ADPCM based wideband codec has become whisatiee light of exciting
new developments in compression, the most recent trenctimsider wideband speech and
audio codecs, providing susbtantially enhanced speeditygudotivated by early seminal
work on transform-domain or frequency-domain based cosgiwa by Noll and his col-
leagues, in this field the wideband G.721.1 codec - which aaprbgrammed to operate
between 10 kbps and 32 kbps and hence lends itself to emplaymé&lSDPA-style near-
instantaneously adaptive wireless communicators - is thet mttractive candidate. This
codec is portrayed in the context of a sophisticated burdithist adaptive wideband turbo-
coded Orthogonal Frequency Division Multiplex (OFDM) IMit the book. This scheme is
also capable of transmitting high-quality audio signaéhdwing essentially as a high-quality
waveform codec.

Mile-stonesin Speech Coding History

Over the years a range of excellent monographs and text bwolesbeen published, char-
acterising the state-of-the-art at its various stageseldpment and constituting significant
mile-stones. The first major development in the history @&esfin compression can be con-
sidered the invention of the vocoder, dating back to as earl¥939. Delta modulation was
contrived in 1952 and later it became well established falg Steele’'s monograph on the
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topic in 1975 [3]. Pulse Coded Modulation (PCM) was first doemted in detail in Cat-
termole’s classic contribution in 1969 [4]. However, it waslised in 1967 that predictive
coding provides advantages over memory-less coding tgehsj such as PCM. Predictive
techniques were analysed in depth by Markel and Gray in 11836 classic treatise [5]. This
was shortly followed by the often cited reference [6] by Redpiand Schafer. Also Lindblom
and Ohman contributed a book in 1979 on speech communicas@arch [7].

The foundations of auditory theory were layed down as eal1$370 by Tobias [8], but
these principles were not exploited to their full potentiatil the invention of the analysis by
synthesis (AbS) codecs, which were heralded by Atal’'s npultse excited codec in the early
eighties [9]. The waveform coding of speech and video sgyhak been comprehensively
documented by Jayant and Noll in their 1984 monograph [1Q}irg the eighties the speech
codec developments were fuelled by the emergence of matuile systems, where spectrum
was a scarce resource, potentially doubling the numbenasfcsibers and hence the revenue,
if the bitrate could be halved.

The RPE principle - as a relatively low-complexity analylsjssynthesis technique - was
proposed by Kroon, Deprettere and Sluyter in 1986 [11], Wwihias followed by further re-
search conducted by Vary [12,13] and his colleagues at P&kirmany and IBM in France,
leading to the 13 kbps Pan-European GSM codec. This was shetindardised AbS speech
codec, which also employed long-term prediction (LTP)pggtsing the important role the
pitch determination plays in efficient speech compressldn 15]. It was in this era, when
Atal and Schroeder invented the Code Excited Linear Prigdi@CELP) principle [16], lead-
ing to perhaps the most productive period in the history eEsp coding during the eighties.
Some of these developments were also summarised for exdmpplEShaughnessy [17],
Papamichalis [18], Deller, Proakis and Hansen [19].

It was during this era that the importance of speech pemejaind acoustic phonetics [20]
was duly recognised for example in the monograph by Lieberama Blumstein. A range
of associated speech quality measures were summariseddnk€nbush, Barnwell Il and
Clements [21]. Nearly concomitantly Furui also publishdubak related to speech process-
ing [22]. This period withessed the appearance of many dafpleech codecs seen in Figure 1,
which found applications in the emerging global mobile caslystems, such as 1S-54, JDC,
etc. These codecs were typically associated with soumtsitsdty matched error protection,
where for example Steele, Sundberg and Wong [23—-26] hawadea early insights on the
topic. Further sophisticated solutions were suggestedXample by Hagenauer [27].

Both the narrow-band and wide-band AMR, as wello as the AMRBMR) codecs [28,
29] are capable of adaptively adjusting their bitrate. Tdigo allows the user to adjust the
ratio between the speech bit rate and the channel codingtbitonstituting the error protec-
tion oriented redundancy according to the prevalent nestentaneous channel conditions in
HSDPA-style transceivers. When the channel quality is iofethe speech encoder operates
at low bit rates, thus accommodating more powerful forwardrecontrol within the total bit
rate budget. By contrast, under high-quality channel dtovts the speech encoder may ben-
efit from using the total bit rate budget, yielding high sgegaality, since in this high-rate
case low redundancy error protection is sufficient. Thus AMR concept allows the system
to operate in an error-resilient mode under poor channaditions, while benefitting from a
better speech quality under good channel conditions. Heheeource coding scheme must
be designed for seamless switching between rates availatbleut annoying artifacts.
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Overview of MPEG-4 Audio

The Moving Picture Experts Group (MPEG) was first establishg the International Stan-
dard Organisation (ISO) in 1988 with the aim of developingiihdudio-visual coding stan-
dard referred to as MPEG-1 [30-32]. The audio-related @eddPEG-1 was designed to
encode digital stereo sound at a total bit rate of 1.4 to 1.psvdepending on the sampling
frequency, which was 44.1 kHz or 48 kHz - down to a few hundiiémbks per second [33].
The MPEG-1 standard is structured in layers, from Layer litoThe higher layers achieve
a higher compression ratio, albeit at an increased comiplekayer | achieves perceptual
transparency, i.e. subjective equivalence with the uncesged original audio signal at 384
kbit/s, while Layer Il and IIl achieve a similar subjectiveality at 256 kbit/s and 192 kbit/s,
respectively [34-38].

MPEG-1 was approved in November 1992 and its Layer | and Higas were immediately
employed in practical systems. However, the MPEG Audio LalyeMP3 for short only be-
came a practical reality a few years later, when multimedia ®Rere introduced having im-
proved processing capabilities and the emerging Intepaeked off a proliferation of MP3
compressed teletraffic. This changed the face of the musidwnd its distribution of music.
The MPEG-2 backward compatible audio standard was appiavE@94 [39], providing an
improved technology that would allow those who had alreadpthed MPEG-1 stereo audio
services to upgrade their system to multichannel modeowoally also supporting a higher
number of channels at a higher compression ratio. Potapfications of the multichannel
mode are in the field of quadraphonic music distribution oenias. Furthermore, lower
sampling frequencies were also incorporated, which irelb@, 22.05, 24, 32, 44.1 and 48
kHz [39]. Concurrently, MPEG commenced research into evgindn-compression schemes,
relinquishing the backward compatibility requirement,iethresulted in the MPEG-2 Ad-
vanced Audio Coding standard (AAC) standard in 1997 [40]is Hovides those who are
not constrained by legacy systems to benefit from an imprawdtichannel coding scheme.
In conjunction with AAC, it is possible to achieve perceptuansparent stereo quality at 128
kbit/s and transparent multichannel quality at 320 kbitfseikxample in cinema-type applica-
tions.

The MPEG-4 audio recommendation is the latest standard ledecpin 1999 [41-45],
which offers in addition to compression further unique feas that will allow users to inter-
act with the information content at a significant higher l@fesophistication than is possible
today. In terms of compression, MPEG-4 supports the engaafispeech signals at bit rates
from 2 kbit/s up to 24 kbit/s. For coding of general audio,giag from very low bit rates
up to high quality, a wide range of bit rates and bandwidtlessapported, ranging from a bit
rate of 8 kbit/s and a bandwidth below 4 kHz to broadcast tailidio, including monoaural
representations up to multichannel configuration.

The MPEG-4 audio codec includes coding tools from seveftdrént encoding families,
covering parametric speech coding, CELP-based speechgcadd Time/Frequency (T/F)
audio coding, which are characterised in Figure 11.1. Itlramobserved that a parametric
coding scheme, namely Harmonic Vector eXcitation CodingXig) was selected for cover-
ing the bit rate range from 2 to 4 kbit/s. For bit rates betwéand 24 kbit/s, a CELP-coding
scheme was chosen for encoding narrowband and widebandhspigmals. For encoding
general audio signals at bit rates between 8 and 64 kbitigyedftequency coding scheme
based on the MPEG-2 AAC standard [40] endowed with additimads is used. Here, a com-
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Figure2: MPEG-4 framework [41].

bination of different techniques was established, bec#@usas found that maintaining the
required performance for representing speech and musialsigt all desired bit rates cannot
be achieved by selecting a single coding architecture. Aonajjective of the MPEG-4 au-
dio encoder is to reduce the bit rate, while maintaining &icgahtly high flexibility in terms
of bit rate selection. The MPEG-4 codec also offers other fugstionalities, which include
bit rate scalability, object-based of a specific audio pgadar example, played by a cer-
tain instrument representation, robustness againstiga®n errors and supporting special
audio effects.

MPEG-4 consists of Versions 1 and 2. Version 1 [41] contdiesnbain body of the stan-
dard, while Version 2 [46] provides further enhancementst@md functionalities, that in-
cludes the issues of increasing the robustness againsirtisgion errors and error protection,
low-delay audio coding, finely grained bit rate scalabililsing the Bit-Sliced Arithmetic
Coding (BSAC) tool, the employment of parametric audio ogdiusing the CELP-based
silence compression tool and the 4 kbit/s extended varksiblate mode of the HVXC tool.
Due to the vast amount of information contained in the MPESafdard, we will only con-
sider some of its audio compression components, whichdedioe coding of natural speech
and audio signals. Readers who are specifically interestizki-to-speech synthesis or syn-
thetic audio issues are referred to the MPEG-4 standardddAd]to the contributions by
Scheireret al. [47, 48] for further information. Most of the material in shchapter will be
based on an amalgam of References [34—38, 40, 41, 43, 4846n4he next few sections,
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the operations of each component of the MPEG-4 audio conmpamié be highlighted in

greater detail. As an application example, we will emplay Tmansform-domain Weighted
Interleaved Vector Quantization (TWINVQ) coding tool, whiis one of the MPEG-4 audio
codecs in the context of a wireless audio transceiver inuwatjon with space-time cod-
ing [50] and various Quadrature Amplitude Modulation (QABHhemes [51]. The audio
transceiver is introduced in Section 11.5 and its perfoiceas discussed in Section 11.5.6.

M otivation and Outline of the Book

During the early 1990s Atal, Cuperman and Gersho [52] hauecagrestigious contribu-
tions on speech compression. Also Ince [53] contributedak lrw 1992 related to the topic.
Anderson and Mohan co-authored a monograph on source andell@ding in 1993 [54].
Research-oriented developments were then consolidat&dndoz’ excellent monograph
in 1994 [55] and in the multi-authored contribution editeg Keijn and Paliwal [56] in
1995. The most recent addition to the above range of cotiwiisiis the second edition of
O’Shaughnessy well-referenced book cited above. Howeatehe time of writing no book
spans the entire history of speech and audio compressiach vgthe goal of this volume.

Against this backcloth, this book endeavours to review goemt history of speech com-
pression and communications in the era of wireless turlbogceivers and joint source/channel
coding. We attempt to provide the reader with a historicalspective, commencing with a
rudimentary introduction to communications aspects, ssiticoughout the book we illustrate
the expected performance of the various speech codecgdtaldio in the context of jointly
optimized wireless transceivers.

The book is constituted by four parts. Part | and Il are coxgedlassic background material
on speech signals, predictive waveform codecs and anddyssynthesis codecs as well as on
the entire speech and audio coding standardisation scéedoulk of the book is constituted
by the research-oriented Part Il and 1V, covering both gsadised and proprietary speech
codecs - including the most recent AMR-WB+ and the MPEG-4 @udidecs, as well as
cutting-edge wireless turbo transceivers.

Specifically, Chapters 1 and 2 of Part | provide a rudimentary introduction to speech
signals, classic waveform coding as well as predictive mgdiespectively, quantifying the
overall performance of the various speech codecs, in oaleerider our treatment of the
topics as self-contained and all-encompassing as possible

Part Il of the book is centred around analysis by synthesis basedg;agviewing the
classic principles in Chapter 3 as well as both narrow anebatd spectral envelope quan-
tisation in Chapter 4. RPE and CELP coding are the topic ofp&hra 5 and 6, which are
followed by a detailed chapter on the entire plethora oftexdgforward-adaptive standardised
CELP codecs in Chapter 7 and on their associated sourcéiggnmatched channel coding
schemes. The subject of Chapter 8 is both proprietary andatd backward-adaptive CELP
codecs, which is concluded with a system design examplellmasea low-delay, multi-mode
wireless transceiver.

The research-orientdert 111 of the book are dedicated to a range of standard and propri-
etary wideband coding techniques and wireless systemsn Agraduction to the wideband
coding scene, in Chapter 9 the classic subband-based Gid@Bamd codec is reviewed first,
leading to the discussion of numerous low-rate widebandevand audio codecs. Chapter 9
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MPEG-2 backward compatible [107]
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Figure 3: Important milestones in the development of perceptual audio coding.
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also contains diverse sophisticated wireless voice- adaystem design examples, includ-
ing a turbo-coded Orthogonal Frequency Division Multip{&FDM) wideband audio sys-
tem design study. This is followed by a wideband voice traiver application example using
the AMR-WB codec, a source-sensitivity matched Irregulam@tutional Code (IRCC) and
Extrinsic Information Transfer (EXIT) charts for achiegia near-capacity system perfor-
mance. Chapter 9 is concluded with the protrayal of the AMRAM¢Bdec. In Chapter 10
of Part |11 we detailed the principles behind the MPEG-4 codec and coatipaly studied
the performance of the MPEG-4 and AMR-WB audio/speech codenshined with vari-
ous sophisticated wireless transceivers. Amongst othgantly optimised source-coding,
outer unequal protection Non-Systematic Convolutiong @)l channel-coding, inner Trel-
lis Coded Modulation (TCM) and spatial diversity aided Spdime Trellis Coded (STTC)
turbo transceiver was investigated. The employment of TCMigded further error protec-
tion without expanding the bandwidth of the system and bsutg STTC spatial diversity
was attained, which rendered the error statistics expegipseudo-random, as required by
the TCM scheme, since it was designed for Gaussian chamfitsing randomly dispersed
channel errors. Finally, the performance of the STTC-TONBEZ scheme was enhanced
with the advent of an efficient iterative joint decoding sture.

Chapters 11-17 d?art |V are all dedicated to sub-4kbps codecs and their wirelessdeavers,
while Chapter 18 is devoted to speech quality evaluationrtiggies as well as to a rudimen-
tary comparison of various speech codecs and transceMeedast chapter of the book is on
\oIP.

This book is naturally limited in terms of its coverage of sheaspects, simply owing
to space limitations. We endeavoured, however, to provideréader with a broad range
of applications examples, which are pertinent to a rangeypital wireless transmission
scenarios.

Our hope is that the book offers you - the reader - a range efé@sting topics, portraying
the current state-of-the-art in the associated enablirgptmlogies. In simple terms, finding
a specific solution to a voice communications problem hastbdsed on a compromise in
terms of the inherently contradictory constraints of spegeality, bitrate, delay, robustness
against channel errors, and the associated implementatioomplexity. Analysing these
trade-offs and proposing a range of attractive solutionsvémious voice communications
problems is the basic aim of this book.

Again, it is our hope that the book underlines the range otreglictory system design
trade-offs in an unbiassed fashion and that you will be ablgi¢an information from it, in
order to solve your own particular wireless voice commutiices problem, but most of all
that you will find it an enjoyable and relatively effortlessading, providing you - the reader
- with intellectual stimulation.

Lajos Hanzo
Clare Somerville
Jason Woodard
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Advanced Multi-Rate Speech
Transceivers

H-T. How and L. Hanzo

10.1 Introduction

! Recent speech coding research efforts have been successfglating a range of both
narrow- and wide-band multimode and multirate coding sasmany of which have found
their way into standardised codecs, such as the Advancetl-Riate (AMR) codec and its
wideband version known as the AMR-WB scheme proposed for @munt in the third-
generation wireless systems. Other multimode solutiong theen used in the MPEG-4
codec, which will be investigated in the next chapter. Intimode coding schemes [335,
336], amode selection process is invoked and the specifingoabde best suited to the local
character of the speech signal is selected from a predetednsiet of modes. This technique
dynamically tailors the coding scheme to the widely varjowal acoustic-phonetic character
of the speech signal.

Multi-rate coding on the other hand facilitates the assignnof a time-variant number of
bits for a frame, adapting the encoding rate on the basisedbital phonetic character of the
speech signal or the network conditions. This is partidylaseful in digital cellular commu-
nications, where one of the major challenges is that of désigan encoder that is capable
of providing high quality speech for a wide variety of chahoenditions. Ideally, a good
solution must provide the highest possible speech quatitieuperfect channel conditions,
while maintaining an error-resilient behaviour in hostilegannel environments. Tradition-
ally, existing digital cellular applications have empldye single coding mode where a fixed
source/channel bit allocation provides a compromise guilttetween the perfect and hostile

1This chapter is based on H.T. How, T.H. Liew, E.L. Kuan, L-lang and L. Hanzo: A Redundant Residue Num-
ber System Coded Burst-by-Burst Adaptive Joint-DetecBased CDMA Speech Transceiver, IEEE Transactions
on Vehicular Technology, Volume 55, Issue 1, Jan. 2006, pp- 387
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channel conditions. Clearly, a coding solution which ishsalted for high-quality channels
would use most of the available bits for source coding in @ociion with only minimal er-
ror protection, while a solution designed for poor channedsild use a lower rate speech
encoder along with more powerful forward error protecti@ue to the powerful combina-
tion of channel equalization, interleaving and channelimgdnear-error-free transmission
can be achieved down to a certain threshold of the Carriertesferer ratio (C/l). However,
below this threshold, the error correction code is likelfaibin removing the transmission er-
rors, with the result that the residual errors may causeyangatrtifacts in the reconstructed
speech signal.

Therefore, in existing systems typically a worst case des@pplied, where the channel
coding scheme is sufficiently powerful to remove most traesin errors, as long as the
system operates within a reasonable C/l range. Howevedr#veback of this solution is that
the speech quality becomes lower than necessary under gaade conditions, since a high
proportion of the gross bit rate is dedicated to channelrgpdi

The Adaptive Multi-Rate (AMR) concept [28] solves this ‘oesce allocation’ problem in
a more intelligent way. Specifically, the ratio between theexh bit rate and the error protec-
tion oriented redundancy is adaptively adjusted accorttinige prevalent channel conditions.
While the channel quality is inferior, the speech encoderatps at low bit rates, thus ac-
commodating powerful forward error control within the toltét rate budget. By contrast,
under high channel conditions the speech encoder may béwoefitusing the total bit rate
budget, yielding high speech quality, since in this higte-rease low redundancy error pro-
tection is sufficient. Thus, the AMR concept allows the syste operate in an error-resilient
mode under poor channel conditions, while benefitting frotretier speech quality under
good channel conditions. This is achieved by dynamicallitteyg the gross bit rate of the
transmission system between source and channel codingdagto the instantaneous chan-
nel conditions. Hence, the source coding scheme must bgrasfor seamless switching
between rates available without annoying artifacts.

In this chapter, we first give an overview of the AMR narrowtb@odec [29], which has
been standardised by ETSI [28, 29]. The AMR codec is capdldpearating in both the full-
rate and half-rate speech traffic channels of GSM. It is afsereble to adapting the source
coding and channel coding bit rates according to the quafithe radio channel. As stated
above, most speech codecs employed in communication systeath as for example the
existing GSM speech codecs (full-rate [362], half-rate3J38nd enhanced full-rate [364])
- operate at a fixed bit rate, with a trade-off between souozming and channel coding.
However, estimating the channel quality and adjustingrduesiceiver’s bit rate adaptively ac-
cording to the channel conditions has the potential of imimgthe system’s error resilience
and hence the speech quality experienced over high et@mieeless channels.

The inclusion of an AMR Wideband (AMR-WB) mode has also beedeurdiscussion,
with feasibility studies [337, 338] being conducted at timeet of writing for applications in
GSM networks, as well as for the evolving Third Generatio8)3ystems [339]. With aim
of providing a system-design example for such intelligesstems, during our forthcoming
discourse in this chapter we will characterize the errosieity of the AMR encoder’s
output bits so that the matching channel encoder can beutlgrdésigned for providing the
required protection for the speech bits, which are mostitesso transmission errors. The
proposed intelligent adaptive multirate voice commundicet system will be described in
Section 10.4.
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Figure 10.1: Schematic of ACELP speech encoder.

10.2 The Adaptive M ulti-Rate Speech Codec

10.2.1 Overview

The AMR codec employs the Algebraic Code-Excited LineardRteve (ACELP) model
[365, 366] shown in Figure 10.1. Here we provide a brief ow@wof the AMR codec fol-
lowing the approach of [28, 29, 257]. The AMR codec’s comitieis relatively low and
hence it can be implemented cost-efficiently. This codecaips on a 20ms frame of 160
speech samples, and generates encoded blocks of 95, 103,311848, 159, 204 and 244
bits/20ms. This leads to bit rates of 4.75, 5.15, 5.9, 64,7.95, 10.2 and 12.2 kbit/s, respec-
tively. Explicitly, the AMR speech codec provides eightfeient modes and their respective
Segmental SNR performance was shown in Figure 10.2.

Multirate coding [335] supports a variable allocation dflfor a speech frame, adapting
the rate to the instantaneous local phonetic characteeafibech signal, to the channel qual-
ity or to network conditions. This is particularly useful digital cellular communications,
where one of the major challenges is that of designing a ctitdeds capable of providing
high quality speech for a wide variety of channel conditiotgeally, a good solution must
provide the highest possible quality under perfect chagoelitions, unimpaired by the
channel, while also maintaining good quality in hostilethegror-rate channel environments.
The codec mode adaptation is a key feature of the new AMR atdriiat has not been used
in any prior mobile standard. At a given fixed gross bit ratés tnechanism of adapting the
source coding rate has the potential of altering the paniitig between the speech source bit
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GSM-AMR Codec (five.bin)

Segmental SNR (dB)
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Bit Rate (kbit/s)

Figure 10.2: Segmental SNR performance of the AMR codec, operating at bit ratibe irange be-
tween 4.75 kbit/s and 12.2 kbit/s.

rate and the redundancy added for error protection. HeheeAMR codec will be invoked
in our Burst-by-Burst Adaptive Quadrature Amplitude Maation Code Division Multiple
Access (BbB-AQAM/CDMA) transceiver.

As shown in Figure 10.1, the Algebraic Code Excited Line@diution (ACELP) encoder
operates on the sampled input speech sigfa) and Linear Prediction Coding(LPC) is ap-
plied to each speech segment. The coefficients of this pgoedice used for constructing
an LPC synthesis filtet /(1 — A(z)), which describes the spectral envelope of the speech
segment [335,367]. An Analysis-by-Synthesis (AbS) praceds employed, in order to find
the particular excitation that minimizes the weighted Minim Mean Square Error (MMSE)
between the reconstructed and original speech signal. Bighting filter is derived from
the LPC synthesis filter and takes into account the psychumsticoquantisation noise mask-
ing effect, namely that the quantization noise in the spéaighbourhood of the spectrally
prominent speech formants is less perceptible [335, 3@7¢rder to reduce the complexity,
the adaptive and fixed excitation codebooks are searcheesgagly in order to find the per-
ceptually best codebook entry, first for the adaptive codklmmntribution, and then for the
fixed codebook entry. The adaptive codebook consists ofsinifted versions of past exci-
tation sequences and describes the long-term characten$the speech signal [335, 367].

Three of the AMR coding modes correspond to existing statgjavhich renders commu-
nication systems employing the new AMR codec interoperalitle other systems. Specifi-
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cally, the 12.2 kbit/s mode is identical to the GSM EnhanceltiRate (EFR) standard [339],
the 12.2 and 7.4 kbit/s modes [368] correspond to the US1 &Rl ES-641) codecs of
the TDMA (IS-136) system, and the 6.7 kbit/s mode is equiviate the EFR codec of the
Japanese PDC system [335]. For each of the codec modesetigtreorresponding channel
codecs, which perform the mapping between the speech sbitiscand the fixed number of
channel coded bits.
In the forthcoming subsections, we will give a functionasdeption of the AMR codec’s

operation in the 4.75 and 10.2 kbit/s modes. These two l@tnaill be used in our investi-
gations in order to construct a dual-mode speech transdai&ection 10.4.

10.2.2 Linear Prediction Analysis

A 10th order LPC analysis filter is employed for modelling #irt term correlation of the
speech signal(n). Short-term prediction, or linear predictive analysisesfprmed once for
each 20ms speech frame using the Levinson-Durbin algofi8@v]. The LP coefficients
are transformed to the Line Spectrum Frequencies (LSF)dantization and interpolation.
The employment of the LSF [369] representation for quatitimeof the LPC coefficients, is
motivated by their advantageous statistical propertipscHically, within each speech frame,
there is a strong intra-frame correlation due to the ordeproperty of the neighbouring
LSF values [367]. This essentially motivates the employinoérvector quantization. The
interpolated quantized and unquantized LSFs are convidekito the LP filter coefficients,
in order to construct the synthesis and weighting filtersaahesubframe. The synthesis filter
shown in Figure 10.1 is used in the decoder for producing ¢icenstructed speech signal
from the received excitation signa(n).

10.2.3 L SF Quantization

In the AMR codec, the LSFs are quantized using interframe ju®Hiction and Split Vector
Quantization (SVQ) [28]. The SVQ aims to split the 10-dimenal LSF vector into a num-
ber of reduced-dimension LSF subvectors, which simplifiesassociated codebook entry
matching and search complexity. Specifically, the propasediguration minimizes the av-
erage Spectral Distortion (SD) [370] achievable at a giod¢al complexity. Predictive vector
quantization is used [28] and the 10-component LSF vectersglit into 3 LSF subvectors
of dimension 3, 3 and 4. The bit allocations for the three sohws will be described in
Section 10.2.7 for the 4.75- and 10.2 kbit/s speech codingesio

10.2.4 Pitch Analysis

Pitch analysis using the adaptive codebook approach mtueleng-term periodicity, i.e.,
the pitch of the speech signal. It produces an output, whi@miamplitude- scaled version
of the adaptive codebook of Figure 10.1 based on previoutaéirns. The excitation signal
u(n) = Gpu(n — o) + G.cx(n) seen in Figure 10.1 is determined fromdg-scaled history
after adding the~.-scaled fixed algebraic codebook vectgrfor every 5ms subframe. The
optimum excitation is chosen on the basis of minimising teamsquared errdr,, over the
subframe.
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In an optimal codec, the fixed codebook index and codeboakamivell as the adaptive
codebook parameters would all be jointly optimized in otdeninimizeE,, [371]. However,
in practice this is unfeasible due to the associated exaessmplexity. Hence, a sequential
sub-optimal approach is applied in the AMR codec, where tiagtive codebook parameters
are determined first under the assumption of zero fixed caddebxcitation component, i.e.,
G. = 0, since at this optimisation stage no fixed codebook entry dedsrmined. Then,
given that the adaptive codebook parameters are foundhvdaigsist of the delay and gain

Subframe | Subset Pulse: Positions
1 19: 0,5,10,15,20,25,30,3!
1 1. 2,7,12,17,22,27,32,3]

2 10- 1,6,11,16,21,26,31, 3¢
110 3,8,13,18,23,28,33,3
1 i0: 0,5,10,15,20,25,30,34
2 11- 3,8,13,18,23,28,33,3
2 10: 2,7,12,17,22,27,32,3]
111 4,9,14,19,24,29,34,3
1 i0: 0,5,10,15,20,25,30,34
3 118 2,7,12,17,22,27,32,3]
2 10 1,6,11,16,21,26,31, 3¢
111 4,9,14,19,24,29,34,3
1 i0: 0,5,10,15,20,25,30,34
4 118 3,8,13,18,23,28,33,3
2 10 1,6,11,16,21,26,31, 3¢
11: 4,9,14,19,24,29,34,3

WO WU O 0N U O WU WOy Ul

Table 10.1: Pulse amplitudes and positions for 4.75 kbit/s AMR codec mode [28].

Track | Pulse Positions

1 10,74 | 0,4,8,12,16,20,24,28,32,3¢
i1,15 | 1,5,9,13,17,21,25,29,33,3]
12,16 | 2,6,10,14,18,22,26,30,34,3
13,47 | 3,7,11,15,19,23,27,31,35,3

BIWIN
© oo YO

Table 10.2: Pulse amplitudes and positions for 10.2 kbit/'s AMR codec code [28].

of the pitch filter, the fixed codebook parameters are detexchi

Most CELP codecs employ both so-called open-loop and clasmu estimation of the
adaptive codebook delay parameters, as is the case in the@ddé&. The open-loop esti-
mate of the pitch period is used to narrow down the range optissible adaptive codebook
delay values and then the full closed-loop analysis-bytfsasis procedure is used for finding

a high-resolution delay around the approximate open-lasgition [366].
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Parameter 1st 2nd 3rd 4th Total
subframe | subframe | subframe | subframe per frame
LSFs 8+8+7=23 (1-23)
Pitch Delay 8 (24-31) | 4 (49-52) | 4 (62-65) | 4 (83-86) 20
Fixed CB Index | 9 (32-40) | 9(53-61) | 9(66-74) | 9(87-95) 36
Codebook Gains 8 (41-48) 8 (75-82) 16
Total 95/20ms=4.75 kbit/s
LSFs 8+9+9=26
Pitch Delay 8 5 8 5 26
Fixed CB Index 31 31 31 31 124
Codebook Gaing 7 7 7 7 28
Total 204/20ms=10.2 kbit/s

Table 10.3: Bit allocation of the AMR speech codec at 4.75 kbit/s and 10.2 kbit/s [28f Bit po-
sitions for 4.75 kbit/s mode, which are shown in round bracket assisteintifging the
corresponding bits in Figure 10.5.

10.2.5 Fixed Codebook With Algebraic Structure

Once the adaptive codebook parameters are found, the fixisthook is searched by taking
into account the now known adaptive codebook vector. Thigisetial approach consti-
tutes a trade-off between the best possible performancehandffordable computational
complexity. The fixed codebook is searched by using an dfiicien-exhaustive analysis-
by-synthesis technique [372], minimizing the mean squene detween the weighted input
speech and the weighted synthesized speech.

The fixed, or algebraic codebook structure is specified ineTab.1 and Table 10.2 for
the 4.75 kbit/s and 10.2 kbit/s codec modes, respectivedy. [The algebraic fixed code-
book structure is based on the so-called Interleaved Siglee Permutation (ISPP) code
design [371]. The computational complexity of the fixed dwmlek search is substantially

reduced, when the codebook entrigén) used are mostly zeros. The algebraic structure of

the excitation having only a few non-zero pulses allows ffarsh search procedure. The non-
zero elements of the codebook are equal to either +1 or -1ttedpositions are restricted
to the limited number of excitation pulse positions, as ayed in Table 10.1 and 10.2 for
the speech coding modes of 4.75 and 10.2 kbit/s, respectivel

More explicitly, in the 4.75 kbit/s codec mode, the excdatcodebook contains 2 non-

zero pulses, denoted hy andi; in Table 10.1. Again, all pulses can have the amplitudes

+1 or -1. The 40 positions in a subframe are divided into 4alted tracks. Two subsets of
2 tracks each are used for each subframe with one pulse inteath Different subsets of
tracks are used for each subframe, as shown in Table 10.1er@ lone bit is needed for
encoding the subset used. The two pulse positignandi, are encoded with the aid of 3
bits each, since both have eight legitimate positions inerab.1. Furthermore, the sign of
each pulse is encoded using 1 bit. This gives a total of 1#2(3)=9 bits for the algebraic
excitation encoding in a subframe.
In the 10.2 kbit/s codec mode of Table 10.3 there are fouk&aeach containing two

pulses. Hence, the excitation vector contains a total of8xn-zero pulses. All the pulses
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can have the amplitudes of +1 or -1 and the excitation pulseerscoded using a total of 31
bits.

For the quantization of the fixed codebook gain, a gain ptedis used, in order to exploit
the correlation between the fixed codebook gains in adjdcamtes [28]. The fixed code-
book gain is expressed as the product of the predicted gaedan previous fixed codebook
energies and a correction factor. The correction factdnésparameter, which is coded to-
gether with the adaptive codebook gain for transmissiom theechannel. In the 4.75 kbit/s
mode the adaptive codebook gains and the correction faatel®intly vector quantized for
every 10 ms, while this process occurs every subframe of Sirti®i 10.2 kbit/s mode.

10.2.6 Post-Processing

At the decoder, an adaptive postfilter [373] is used for imjg the subjective quality of
the reconstructed speech. The adaptive postfilter cordistformant-based postfilter and a
spectral tilt-compensation filter [373]. Adaptive Gain @oh(AGC) is also used, in order
to compensate for the energy difference between the symétespeech signal, which is the
output from the synthesis filter and the postfiltered spe&ptas

10.2.7 TheAMR Codec'sBit Allocation

The AMR speech codec’s bit allocation is shown in Table 16r3te speech modes of 4.75
kbit/s and 10.2 kbit/s. For the 4.75 kbit/s speech mode, 23dre used for encoding the
LSFs by employing split vector quantization. As stated befthe LSF vector is split into
3 subvectors of dimension 3, 3 and 4, and each subvector igiged using 8, 8 and 7 bits,
respectively. This gives a total of 23 bits for the LSF quaation of the 4.75 kbit/s codec
mode.

The pitch delay is encoded using 8 bits in the first subfrantethe relative delays of the
other subframes are encoded using 4 bits. The adaptive cokigfain is quantized together
with the above-mentioned correction factor of the fixed ik gain for every 10ms using 8
bits. As a result, a total of 16 bits are used for encoding Hetadaptive- and fixed codebook
gains. As described in Section 10.2.5, 9 bits were used todenthe fixed codebook indices
for every subframe, which resulted in a total of 36 bits peng&@ame for the fixed codebook.

For the 10.2 kbit/s mode, the three LSF subvectors are quehtising 8, 9 and 9 bits
respectively. This implies that 26 bits are used for quamgizhe LSF vectors at 10.2 kbit/s,
as shown in Table 10.3. The pitch delay is encoded using &ite first and third subframes
and the relative delay of the other subframes is encoded &slits. The adaptive codebook
gain is quantized together with the correction factor of fiked codebook gain using a 7-
bit non-uniform vector quantization scheme for every 5misfreume. The fixed codebook
indices are encoded using 31 bits in each subframe, in codgivé a total of 124 bits for a
20ms speech frame.

10.2.8 Codec Mode Switching Philosophy

In the AMR codec, the mode adaptation allows us to invoke aefutf at most 4 modes out
of the 8 available modes [258]. This subset is referred thha#\ctive Codec Set (ACS). In
the proposed BbB-AQAM/CDMA system the codec mode adaptasibased on the channel
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quality, which is expressed as the MSE at the output of théitusér CDMA detector [374].
The probability of switching from one mode to another is tglly lower, than the probability
of sustaining a specific mode.

Intuitively, frequent mode switching is undesirable dught® associated perceptual speech
quality fluctuations. It is more desirable to have a modecsiele mechanism that is primarily
source-controlled, assisted by a channel-quality-cdiettamverride. During good channel
conditions, the mode switching process is governed by tbal [phonetic character of the
speech signal and the codec will adapt itself to the spegtiakcharacteristics in an attempt
to deliver the highest possible speech quality. When theralas hostile or the network is
congested, transceiver control or external network cbootn take over the mode selection
and allocate less bits to source coding, in order to incrédasesystem’s robustness or user
capacity. By amalgamating the channel-quality motivatededwork- and source-controlled
processes, we arrive at a robust, high-quality system.riSimgly, we found from our infor-
mal listening tests that the perceptual speech quality wasiffected by the rate of codec
mode switching, as it will be demonstrated in Section 10t8sTs due to the robust ACELP
structure, whereby the main bit rate reduction is relatethéofixed codebook indices, as
shown in Table 10.3 for the codec modes of 4.75 kbit/s and KifitZs.

As expected, the performance of the AMR speech codec istis@risi transmission errors
of the codec mode information. The corruption of the codederinformation that describes,
which codec mode has to be used for decoding leads to congpeteh frame losses, since
the decoder is unable to apply the correct mode for decotimgeceived bit stream. Hence,
robust channel coding is required in order to protect theecatode information and the
recommended transmission procedures were discusseddompéx by Bruhret al. [257].
Furthermore, in transceiver-controlled scenarios thenptdransmission of the codec mode
information is required for reacting to sudden changes@tttannel conditions. In our inves-
tigations we assume that the signalling of the codec modertion is free from corruption,
so that we can concentrate on other important aspects ofsens.

Let us now briefly focus our attention on the robustness oAtM& codec against channel
errors.

10.3 Speech Codec’sError Sensitivity

In this section, we will demonstrate that some bits are fiicantly more sensitive to channel
errors than others, and hence these sensitive bits havelettes protected by the channel
codec [371]. A commonly used approach in quantifying thesgmity of a given bit is to
invert this bit consistently in every speech frame and ealthe associated Segmental SNR
(SEGSNR) degradation. The error sensitivity of various bftthe AMR codec determined in
this way is shown in Figure 10.3 for the bit rate of 4.75 kbi#gain, Figure 10.3 shows more
explicitly the bit sensitivities in each speech subframetli@ bit rate of 4.75 kbit/s, with the
corresponding bit allocations shown in Table 10.3. For #ieef visual clarity, Subframe 4
(83-95) was not shown explicitly above, since it exhibitédritical SEGSNR degradation to
Subframe 2.

It can be observed from Figure 10.3 that the most sensitigeabé those of the LSF sub-
vectors, seen at positions 1-23. The error sensitivity efatiaptive codebook delay is the
highest in the first subframe, commencing at bit 24, as shawkigure 10.3, which was
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4.75 kbps Speech Mode
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Figure 10.3: The SEGSNR degradations due to 100% bit error rate in the 95-bit, 20 ni® gpdech
frame. The associated bit allocation can be seen in Table 10.3.
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Figure 10.4: The SEGSNR degradation versus speech frame index for various bits.

encoded using 8 bits in Table 10.3. By contrast, the relatl@ptive codebook delays in
the next three subframes are encoded using 4 bits each, aratefid degradation of the
SEGSNR is observed in Figure 10.3. The next group of bitsnstitmted by the 8 codebook
gains in decreasing order of bit sensitivity, as seen infeid.3 for bit positions 41-48 of
Subframe 1 and 75-82 of Subframe 3. The least sensitive tgitsetated to the fixed code-
book pulse positions, which were shown for example at biitjpos 54-61 in Figure 10.3.
This is because, if one of the fixed codebook index bits isugied, the codebook entry se-
lected at the decoder will differ from that used in the encaddy in the position of one of
the non-zero excitation pulses. Therefore the corrupteélzook entry will be similar to the
original one. Hence, the algebraic codebook structure st AMR codec is inherently
quite robust to channel errors. The information obtaine@ éll be used in Section 10.6.2
for designing the bit mapping procedure in order to assigrcttannel encoders according to
the bit error sensitivities.

Although appealing in terms of its conceptual simplicitye above approach we used for
quantifying the error sensitivity of the various coded kites not take into account the error
propagation properties of different bits over consecuspeech frames. In order to obtain a
better picture of the error propagation effects, we alsoleygg a more elaborate error sen-
sitivity measure [371]. Here, for each bit we find the avera§&SNR degradation due to a
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4.75 kbps Speech Mode
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Figure 10.5: Average SEGSNR degradation due to single bit errors in various speédell bits

single bit error both in the specific frame in which the errocurs and in consecutive frames.

These effects are exemplified in Figure 10.4 for five diffédgits, where each of the bits
belongs to a different speech codec parameter. More ethpliBit 1 represents the first bit of

the first LSF subvector, which shows some error propagaffecats due to the interpolation

between the LSFs over consecutive frames. The associate8SE degradation dies away
over six frames. Bit 24 characterised in Figure 10.4 is onthefadaptive codebook delay
bits and the corruption of this bit has the effect of a mordgrged SEGSNR degradation
over 10 frames. The fixed codebook index bits of Table 10.3rame robust and observed to
be the least sensitive bits, as it was shown in Figure 10l&earhis argument is supported
by the example of Bit 33 in Figure 10.4, where a smaller degfiad is observed over con-
secutive frames. A similar observation also applies to BiirBFigure 10.4, which is the sign
bit of the fixed codebook. By contrast, Bit 41 of the codeboalkng produced a high and
prolonged SEGSNR degradation profile.

We recomputed our bit-sensitivity results of Figure 10.Bygghis second approach, in
order to obtain Figure 10.5, taking into account the erroppgation effects. More explicitly,
these results were calculated by summing the SEGSNR degnasiaver all the frames,
which were affected by the error. Again, these results amsvshn Figure 10.5 and the
associated bit positions can be identified with the aid ofl@d.3. The importance of the
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Figure 10.6: Schematic of the adaptive dual-mode JD-CDMA system

adaptive codebook delay bits became more explicit. By eghtthe significance of the LSFs
was reduced, although still requiring strong error pratectising channel coding.

Having characterised the error sensitivity of various shdsts, we will capitalise on this
knowledge, in order to assign the speech bits to variousrbieption classes, as it will be
discussed in Section 10.6.2. Let us now consider the vadoogonents of our transceiver,
which utilises the AMR codec in the next section. We will fidsscuss the motivation of
employing multirate speech encoding in conjunction witheamrinstantaneously adaptive
transceiver, with a detailed background description ofiexacontributions from various re-
searchers.

10.4 System Background

The AMR concept is amenable to a range of intelligent confiions. When the instanta-
neous channel quality is low, the speech encoder operatew dtit rates, thus facilitating
the employment of powerful forward error control within agftkbit rate budget. By contrast,
under favourable channel conditions the speech encodeuseaays highest bit rate, implying
high speech quality, since in this case weaker error priotecs sufficient or a less robust,
but higher bit rate transceiver mode can be invoked. Howeliersystem must be designed
for seamless switching between its operating rates witbbjgctionable perceptual artifacts.
Daset al. provided an extensive review of multimode and multirateespecoding in [375].
Some of the earlier contributors in multimode speech cottinlyded Taniguchet al. [376],
Kroon and Atal [377], Yong and Gersho [378], DeJatal. [379], Paksoyet al. [380] and
Cellario et al. [381] . Further recent work on incorporating multirate sgeeoding into
wireless systems was covered in a range of contribution8]{3883]. Specifically, Yuen
et al. [382] in their paper employed embedded and multimode speedacs based on the
Code Excited Linear Prediction (CELP) technique in comtiamewith channel codecs using
Rate Compatible Punctured Convolutional codes (RCPC)][3Bde combined speech and
channel coding resulted in gross bit rates of 12.8 kbit/s @b6dkbit/s, supported by either
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TDMA or CDMA multiple access techniques. The investigasia@howed that multimode
CELP codecs performed better, than their embedded coamtsrpnd that adaptive schemes
were superior to fixed-rate schemes.

LeBlancet al. in [385] developed a low power, low delay, multirate codeitahle for
indoor wireless communications. The speech codec was afietbdiersion of the G.728
LD-CELP standard scheme [386], employing a multi-stagét&ton configuration together
with an adaptive codebook. A lower LPC predictor order of Hdwsed, rather than 50 as in
G.728, and a higher bandwidth expansion factor of 0.95gratian 0.9883 was employed,
which resulted in a more robust performance over hostilacbis. This algorithm was inves-
tigated over indoor wireless channels assisted by 2-brdivelnsity, using QPSK modulation
and wideband TDMA transmission. No channel coding was eygal@and the system’s per-
formance was not explicitly characterised in the paper.2#i], Kleideret al. proposed an
adaptive speech transmission system utilising the MutieRSinusoidal Transform Codec
(MRSTC), in conjunction with convolutional channel codiagd Pulse Position Modula-
tion (PPM). The MRSTC is based on the sinusoidal transfordingpscheme proposed by
McAulay [387]. The MRSTC was investigated further by the saamthors for wireless and
internet applications in [388], using a range of bit ratetsveen 1.2 kbit/s and 9.6 kbit/s. The
MRSTC was incorporated into a communication system empgpgonvolutional channel
coding and a fixed BPSK modulation scheme, and it was reptotgile a nearly 9 dB in
average spectral distortion reduction over the fixed-r&e&Bit/s benchmarker.

In a contribution from the speech coding team at Qualcomns,édal. [389] illustrated
using a multimode codec having four modes (Full-rate, Haté, Quarter-rate and Eight-
rate), that the diverse characteristics of the speech sagrman be adequately captured us-
ing variable rate codecs. It was shown that a reduced aveasgean be obtained, achieving
equivalent speech quality to that of a fixed full-rate cod8pecifically, a multimode codec
with an average rate of 4 kbit/s achieved significantly higgpeech quality than that of the
equivalent fixed-rate codec. An excellent example of a restamdard variable-rate codec is
the Enhanced Variable Rate Codec (EVRC), standardizeddhyalecommunications Indus-
try Association (TIA) as 1S-127 [245]. This codec operatea emaximum rate of 8.5 kbit/s
and at an average rate of about 4.1 kbit/s. The EVRC condititsee coding modes that are
all based on the CELP model. The activation of one of the thredes is source-controlled,
based on the estimation of the input signal state.

Multimode speech coding was also evaluated in an ATM-basglanment by Beritelli
et al. in [390]. The speech codec possessed seven coding ratgingdmom 0.4 to 16
kbit/s. Five different bit rates were allocated for voiaatl/oiced speech encoding, while two
lower bit rates were generated for inactive speech perielsending on the stationarity of
the background noise. The variable-rate voice source wakeled using a Markov-model
based process. The multimode coding scheme was comparkd i@ tkbit/s CS-ACELP
standard codec using the traditional ON-OFF voice germratiodel. It was found that the
multimode codec performed better, than the CS-ACELP ON-Gétkeme, succeeding in
minimizing the required transmission bandwidth by exjhgjtthe near-instantaneous local
characteristics of the speech waveform and it was also tapéasynthesizing the background
noise realistically.

Our discussion so far have been focused on source-cormtlldtirate codecs, where the
coding algorithm responds to the time-varying local chimaof the speech signal in order
to determine the required speech rate. An additional cgpanhancement can be achieved
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by introducing network control, which implies that the sgleecodec has to respond to a
network-originated control signal for switching the speeate to one of a predetermined set
of possible rates. The network control procedure for examals addressed by Hanebal.
[371] and Kawashimat al.[383]. Specifically, in [371] a novel high-quality, low coregity
dual-rate 4.7 kbit/s and 6.5 kbit/s ACELP codec was propdsethdoor communications,
which was capable of dropping the associated source ratepeth quality under network
control, in order to invoke a more resilient modem mode, agsbiess favourable channel
conditions. Source-matched binary BCH channel codecs icadlwith unequal protection
diversity- and pilot-assisted 16QAM and 64QAM was emplqyiacorder to accommodate
both the 4.7 and the 6.5 kbit/s coded speech bits at a fixedliigmprate of 3.1 kBd. Good
communications quality speech was reported in an equivajggech channel bandwidth of
4 kHz, if the channel Signal-to-Noise Ratio (SNR) and Sigoalnterference (SIR) of the
benign indoors cordless channels were in excess of aboubd 2% dB for the lower and
higher speech quality 16QAM and 64QAM systems, respegtiviel [383], Kawashimaet
al. proposed network control procedures for CDMA systems, somonly on the downlink
from the base to the mobile station, where the base stationeealily coordinate the coding
rate of all users without any significant delay. This netwooktrol scheme was based on
the so-called M/Méo/M queueing model applied to a cell under heavy traffic cood#. A
modified version of the QCELP codec [379] was used, emplofyxegl rates of 9.6 kbit/s and
4.8 kbit/s.

Focussing our attention on the associated transmissi@tasn recent years significant
research interests have also been devoted to Burst-by-Bdaptive Quadrature Amplitude
Modulation (BbB-AQAM) transceivers [51]- [391]. The trargver reconfigures itself on
a burst-by-burst basis, depending on the instantaneousiped wireless channel quality.
More explicitly, the associated channel quality of the neashismission burst is estimated and
the specific modulation mode, which is expected to achiesedhuired performance target
at the receiver is then selected for the transmission of theot burst. Modulation schemes
of different robustness and of different data throughpwehalso been investigated [392]-
[393]. The BbB-AQAM principles have also been applied tond@etection Code Division
Multiple Access (JD-CDMA) [374,394] and OFDM [395, 396].

Against the above background, in this section we introdugeeel dual-mode burst-
by-burst adaptive speech transceiver scheme, based onMirespeech codec, Redundant
Residue Number System (RRNS) assisted channel codingdB87]oint Detection aided
Code-Division Multiple Access (JD-CDMA) [374]. The modéteing is controlled by the
channel quality fluctuations imposed by the time-variargrotel, which is not necessarily
a desirable scenario. However, we will endeavour to comtmiveasures in order to mitigate
the associated perceptual speech quality fluctuations.umberlying trade-offs associated
with employing two speech modes of the AMR standard speedbaim conjunction with a
reconfigurable, unequal error protection BPSK/4QAM modeeavestigated.

10.5 System Overview

The schematic of the proposed adaptive JD-CDMA speechdeares is depicted in Fig-
ure 10.6. The encoded speech bits generated by the AMR codke hit rate of 4.75 or
10.2 kbit/s are first mapped according to their error seritsits into three protection classes,
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RRNS Number of Total Total
Class Code Codewords| databits| databits| codedbits

4.75kbit/s/'BPSK
| RRNSS, 4) 2 40

I RRNSS, 5) 1 25 95 160
I1] RRNS38, 6) 1 30
10.2kbit/s/4QAM
I RRNS8, 4) 3 60

I RRNS3, 5) 1 25 205 320
1] RRNSS, 6) 4 120

Table 10.4: RRNS codes designed for two different modulation modes.

although for simplicity this is not shown explicitly in thegfire. The sensitivity-ordered

speech bits are then channel encoded using the RRNS en88d¢ahd modulated using a
re-configurable BPSK or 4QAM based JD-CDMA scheme [51]. Wgaed the 4.75 kbit/s

speech codec mode to the BPSK modulation mode, while thekb@/2 speech codec mode
to the 4QAM mode. Therefore, this transmission scheme elalia higher speech quality
at 10.2 kbit/s, provided that sufficiently high channel SNRRsl SIRs prevail. Furthermore,
it can be reconfigured under transceiver control in orderdwide an inherently lower, but

unimpaired speech quality amongst lower SNR and SIR camditat the speech rate of 4.75
kbit/s.

Subsequently, the modulated symbols are spread in Figuéebydhe CDMA spreading
sequence assigned to the user, where a random spreadirenseds used. The Minimum
Mean Squared Error Block Decision Feedback Equaliser (MMBBIEE) is used as the mul-
tiuser detector [374], where perfect Channel Impulse Resp¢CIR) estimation and perfect
decision feedback are assumed. The soft outputs for eaclngsebtained from the MMSE-
BDFE and passed to the RRNS channel decoder. Finally, treddddits are mapped back
to their original bit protection classes by using a bit-mapfmot shown in Figure 10.6) and
the speech decoder reconstructs the original speech iafmm

In BbB-AQAM/CDMA, in order to determine the best choice of dutation mode in terms
of the required trade-off between the BER and throughpetntar instantaneous quality of
the channel has to be estimated. The channel quality is &stihat received and the chosen
modulation mode and its corresponding speech mode are tmemgnicated using explicit
signalling to transmitteB in a closed-loop scheme, as depicted in Figure 10.6. Spalbjific
the channel quality estimate is obtained by using the Sigmaésidual Interference plus
Noise Ratio (SINR) metric, which can be calculated at thgoubf MMSE-BDFE [374].
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10.6 Redundant Residue Number System (RRNS) Channel
Coding

10.6.1 Overview

In order to improve the performance of the system, we empgieyniovel family of the so-
called Redundant Residue Number System (RRNS) codes ftaqgpireg the speech bits, de-
pending on their respective error sensitivities.

Since their introduction, RRNS have been used for congirgifast arithmetics [398,399].
In this paper, we exploit the error control properties of tlmm-binary systematic RRNS
codes, which - similarly to Reed-Solomon codes - exhibitimaxn minimum distance prop-
erties [400, 401]. Hence, RRNS codes are similar to Reedh8MdRS) codes [339]. How-
ever, the RRNS codes chosen in our design are more amenaleigigming short codes. More
explicitly, in the context of RS codes, short codes are @erby inserting dummy symbols
into full-length codes. This, however, requires the deagdif the full-length RS-code. By
contrast, RRNS codes simply add the required number of dahirsymbols. Furthermore,
RRNS codes allow us to use the low-complexity technique sifitee dropping [401]. Both
of these advantages will be augmented during our furtheodise.

An RRNSn, k) code hag: so-called residues, which host the original data bits aed th
additional(n — k) redundant residues can be employed for error correctioneati¢coder.
The coding rate of the code ks/'n and the associated error correction capability of the code
ist = L”T*’“J non-binary residues [400, 401]. At the receiver, both seftision [397] and
residue dropping [402] decoding techniques are employed.

The advantages of the RRNS codes are simply stated hereuwiphoof due to lack of
space [397,402]. Since the so-called residues of the RRBI& B®9] can be computed in-
dependently from each other, additional residues can bedaalidany stage of processing or
transmission [403]. This has the advantage that the ratjeivding power can be adjusted
according to the prevalent BER of the transmission mediuwr. ekample, when the pro-
tected speech bits enter the wireless section of the netwehlere higher BERs prevail than
in the fixed network - simply a number of additional redundasidues are computed and
concatenated to the message for providing extra protection

In our design, RRNS codes employing 5 bits per residue hame tigosen. Three different
RRNS codes having different code rates are used for protgthie three different classes of
speech bits. In addition, the RRNS codes employed are algoh&d in accordance with
the modulation modes and speech rates used in our systenabla 10.4, we have two set
of RRNS codes for the BPSK and 4QAM modulation modes. For thetrsensitive class
| speech bits, we used a RRNS(8,4) code, which has a minimeendistance ofl,,,;, =
5 [397] and a code rate df/2. At the receiver, the soft metric of each received bit was
calculated and soft decoding was applied. An extra infoionatesidue was added to the
RRNS(8,4) code for generating the RRNS(8,5) code for thedpé®it protection class Il.
The extra residue enables us to apply one residue droppd2f, [@nd soft decision decoding.
The Class lll bits are least protected, using the RRNS(&@gcwhich has a minimum free
distance ofd,,;, = 3 and a code rate df/3. Only soft decision decoding is applied to this
code.
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Figure 10.7: SEGSNR degradation versus average BER for the 4.75 kbit/s AMR dodéall-class
and triple-class protection systems. When the bits of a specific class oreupted, bits
of the other classes were kept intact.

10.6.2 Source-Matched Error Protection

The error sensitivity of the 4.75 kbit/s AMR codec’s sourds tvas evaluated in Figures 10.3
and 10.5. The same procedures were applied in order to dibtaierror sensitivity for the
source bits of the 10.2 kbit/s AMR codec. Again, in our systeimemployed RRNS channel
coding and three protection classes were deemed to cdasdituitable trade-off between a
moderate system complexity and high performance. As showalle 10.4, three different
RRNS codes having different code rates are used for protgtie three different classes of
speech bits in a speech frame.

For the 4.75 kbit/s AMR speech codec, we divided the 95 spbitelinto three sensitivity
classes, Class I, Il and lll. Class | consists of 40 bits, e/filass Il and Il were allocated 25
and 30 bits, respectively. Then we evaluated the assoc&H&ISNR degradation inflicted
by certain fixed channel BERs maintained in each of the ctagsimg randomly distributed
errors, while keeping bits of the other classes intact. Ekalts of the SEGSNR degradations
applying random errors are portrayed in Figure 10.7 for tio#tfull-class and the triple-class
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Figure 10.8: SEGSNR degradation versus average BER for the 10.2 kbit/s AMR dodéall class
and triple-class protection systems. When the bits of a specific class orespted, bits
of the other classes were kept intact.

system. It can be seen that Class I, which consists of the 40 sensitive bits, suffers the
highest SEGSNR degradation. Class Il and Class Il - whiehpmpulated mainly with the
fixed codebook index bits - are inherently more robust torsrriNote that in the full-class
scenario the associated SEGSNR degradation is highertibainftthe individual protection
classes. This is due to having more errors in the entire Bfdme at a fixed BER, com-
pared to the individual protection classes assigned 40n@3@ bits respectively, since upon
corrupting a specific class using a fixed BER, the remainiagsds remained intact. Hence
the BER of the individual protection classes averaged olléh@ 95 bits was lower, than
that of the full-class scenario. For the sake of completgnes decreased the BER of the
full-class scheme so that on average the same number of @vesrintroduced into the indi-
vidual classes as well as in the full-class scheme. In tl@easto, it can be seen from Figure
10.7 that, as expected, the Class | scheme has the higheSNFEGegradation, while the
sensitivity of the full-class scheme is mediocre.

Similarly, the 204 bits of a speech frame in the 10.2 kbit/sRRABpeech codec mode are
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divided into three protection classes. Class | is allocited50 most sensitive bits, while 25
and 119 bits are distributed to Class Il and Class lll, in dasing order of error sensitivity.
Their respective SEGSNR degradation results against tie 8E presented in Figure 10.8.
Due to the fact that the number of bits in Class Il is five tinégher than in Class II,
the error sensitivity of Class Il compared to Class Il appdéhigher. Hence the SEGSNR
degradation appears higher for Class Il than for Classsliplaserved in Figure 10.8. This
occurs due to the non-trivial task of finding appropriaterste codes to match the source
sensitivities, and as a result, almost 60% of the bits aceatéd to Class Ill. Note that after
the RRNS channel coding stage, an additional dummy bit isdioiced in Class I1l, which
contains 119 useful speech bits, as shown in Table 10.4. Xine kit can be used as a
Cyclic Redundancy Check (CRC) bit for the purpose of errdeckon. Having considered
the source and channel coding aspects, let us now focusteatiah on transmission issues.

10.7 Joint Detection Code Division Multiple Access
10.7.1 Overview

Joint detection receivers [404] constitute a class of ms#i receivers that were developed
based on conventional channel equalization techniqugaifet for mitigating the effects of
Inter-Symbol Interference (ISI). These receivers utitize Channel Impulse Response (CIR)
estimates and the knowledge of the spreading sequencéstaf abers in order to reduce the
level of Multiple Access Interference (MAI) in the receiveidnal.

By concatenating the data symbols of all CDMA users suceelysias though they were
transmitted by one user, we can apply the principles of autmeal single-user channel
equalization [51] to multiuser detection. In our investigas, we have used the MMSE-
BDFE proposed by Kleiret al. [404], where the multiuser receiver aims to minimize the
mean square error between the data estimates and the trimasdata. A feedback process
is incorporated, where the previous data estimates aredeklinto the receiver in order to
remove the residual interference and to assist in improtird3ER performance.

10.7.2 Joint Detection Based Adaptive Code Division Multiple Access

In QAM [51], n bits are grouped to form a signalling symbol and= 2" different symbols
convey all combinations of thebits. Thesen symbols are arranged in a modulation constel-
lation to form then-QAM scheme. In the proposed system we used the BbB-AQAM/@DM
modes of BPSK (2-QAM) and 4QAM, conveying 1 and 2 bits per sgimespectively. How-
ever, for a given channel SNR, the BER performance degraoas switching from BPSK
to 4QAM, whilst doubling the throughput.

Previous research in BbB-AQAM schemes designed for TDMAdnaissions has been
carried out by Webb and Steele [405]; Sampei, Komaki and haga [391]; Goldsmith and
Chua [406]; as well as Torranaat al. [407]. This work has been extended to wideband
channels, where the received signal also suffers from I&dlition to amplitude and phase
distortions due to the fading channel. The received sigmahgth is not a good indicator
of the wideband channel’s instantaneous quality, sinceith@al is also contaminated by ISI
and co-channel interference. Woatal. [408] proposed a wideband BbB-AQAM scheme,
where a channel equalizer was used for mitigating the eff@ciSI on the CIR estimate.
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| Parameter | Value \
Channel type COST 207 Bad Urban (BU
Paths in channel 7
Doppler frequency 80 Hz
Spreading factor 16
Chip rate 2.167 MBaud
JD block size 26 symbols
Receiver type MMSE-BDFE
AQAM type Dual-mode (BPSK, 4QAM)
Channel codec Triple-class RRNS
Channel-coded Rate | 8/16 kbit/s
Speech Codec AMR (ACELP)
Speech Rate 4.75/10.2 kbit/s
Speech Frame Length 20 ms

Table 10.5: Transceiver Parameters

Here we propose to combine joint detection CDMA [404] with &A@, by modifying the
approach used by Wongt al. [408]. Joint detection is particularly suitable for comibig
with AQAM, since the implementation of the joint detectioly@ithms does not require
any knowledge of the modulation mode used [374]. Hence tbecésted complexity is
independent of the modulation mode used.

In order to choose the most appropriate BbB-AQAM/CDMA modetfansmission, the
SINR at the output of the MMSE-BDFE was estimated by modgytine SINR expression
given in [404] exploiting the knowledge of the transmittégiwl amplitudeg, the spreading
sequence and the CIR. The data bits and noise values weraedso be uncorrelated. The
average output SINR was calculated for each transmissimt biieach user. The conditions
used for switching between the two AQAM/JD-CDMA modes weee according to their
target BER requirements as:

BPSK SINR< t;

40AM ¢; <SINR 7 (10.1)

Mode :{

wheret; represents the switching threshold between the two modes.
With the system elements described, we now focus our atteati the overall performance
of the adaptive transceiver proposed.

10.8 System Performance

The simulation parameters used in our AQAM/JD-CDMA systemlsted in Table 10.5.
The channel profile used was the COST 207 Bad Urban (BU) ch§hd@] consisting of
seven paths, where each path was faded independently atdeD&pquency of 80 Hz.

The BER performance of the proposed system is presentedyirds 10.9, 10.10 and
10.11. Specifically, Figure 10.9 portrays the BER perforoeamsing the 4QAM modulation

VOICE-BO
2007/8/20
page 509



510 CHAPTER 10. ADVANCED MULTI-RATE SPEECH TRANSCEIVERS
BER Against SNR
= T A A
1 N T A verage
-
10 —— O Class |
5 e a O Class Il
* ——- Class Il
Q)\\\ .@'n.\
2 3 X
AN @‘>\
102 N \
% 5 = < o
o NS
2 >
65,,\\
10‘3 \ ‘:‘:; =
5 \\ .‘\
2 8 :é;\
\\\ \\
-4 \ o
10
0 2 4 6 8 10 12 14
SNR(dB)

Figure 10.9: BER performance of 4QAM/JD-CDMA over the COST 207 BU channeTalble 10.5
using the RRNS codes of Table 10.4.

mode and the RRNS codes of Table 10.4 for a two-user JD-CDMs&dptransceiver. As
seen in Table 10.4 of Section 10.6.2, three different RRNf2sdaving different code rates
are used for protecting the three different classes of $peiesin the speech codec. The BER
of the three protection classes is shown together with theage BER of the channel coded
bits versus the channel SNR. The number of bits in these gioteclasses was 60, 25 and
120, respectively. As expected, the Class | subchanndbigxline highest BER performance,
followed by the Class Il and Class Il subchannels in deénepsrder of BER performance.
The corresponding BER results for the BPSK/JD-CDMA modesamvn in Figure 10.10.

In Figure 10.11, the average BER performance of the coded-fixede BPSK/JD-CDMA
and 4QAM/JD-CDMA systems is presented along with that oftthi@-mode AQAM/JD-
CDMA system supporting two users and assuming zero-laterocdem mode signalling. The
performance of the AQAM scheme was evaluated by analyziagBBR and the through-
put expressed in terms of the average number of Bits Per Sy{BP&) transmitted. The
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Figure 10.10: BER performance of BPSK/JD-CDMA over the COST 207 BU channdlatfle 10.5
using the RRNS codes of Table 10.4.

BER curve has to be read by referring to the vertical-axishatléeft of the figure, while
the BPS throughput curve is interpreted by referring to thdical-axis at the right that is
labelled BPS. At low channel SNRs the BER of the AQAM/JD-CDMgheme mirrored
that of BPSK/JD-CDMA, which can be explained using Figurel20 In Figure 10.12,
the Probability Density Functions (PDF) of the AQAM/JD-CBMnodes versus channel
SNR are plotted. As mentioned earlier, the results wereimddausing a switching thresh-
old of 10.5 dB. We can see from the figure that at low averagaraieSNRs & 6 dB), the
mode switching threshold of 10.5 dB instantaneous SNR wdssereached, and therefore
BPSK/JD-CDMA was the predominant mode. Hence, the perfoomaf the AQAM/JID-
CDMA scheme was similar to BPSK/JD-CDMA. However, as thenctgh SNR increased,
the BER performance of AQAM/JD-CDMA became better than ¢i&@PSK/JD-CDMA, as
shown in Figure 10.11. This is because the 4QAM mode is ereplagore often, reducing
the probability of using BPSK, as shown in Figure 10.12. 8ithe mean BER of the system
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Figure 10.11: BER and BPS comparisons for fixed mode BPSK and 4QAM as well aghior
AQAM/JD-CDMA system, using the RRNS codes of Table 10.4. The switctiiresh-
old for AQAM was set to 10.5 dB and the simulation parameters are listecbie T8.5.

is the ratio of the total number of bit errors to the total nemof bits transmitted, the mean
BER will decrease with a decreasing number of bit errors d¢hwan increasing number of
transmitted bits. For a fixed number of symbols transmittieel total number of transmitted
bits in a frame is constant for fixed mode BPSK/JD-CDMA, wtide AQAM/JD-CDMA
the total number of transmitted bits increased, when the ME@BR-CDMA mode was used.
Consequently, the average BER of the AQAM/JD-CDMA systers leaver than that of the
fixed-mode BPSK/JD-CDMA scheme.

The BPS throughput performance curve is also plotted inrgig0.11. As expected, the
number of BPS of both BPSK and 4QAM is constant for all char8idR values. They
are limited by the modulation scheme used and the codingofatke RRNS codes seen
in Table 10.4. For example, for 4QAM we have 2 BPS, but the @atzd channel code
rate is205/320, as shown in Table 10.4, hence the effective throughput efsifstem is
2 % % = 1.28 BPS. For AQAM/JD-CDMA, we can see from Figure 10.11 that tiretigh-
put is similar to that of BPSK/JD-CDMA at low channel SNRs. vitwer, as the average
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Figure 10.12: The probability of each modulation mode being chosen for transmissiotwimanode
(BPSK, 4QAM), two-user AQAM/JD-CDMA system using the parameterJable
10.5.

channel SNR increased, more and more frames were trandroigteg 4QAM/ID-CDMA
and the average throughput increased gradually. At highageeSNRs, the throughput of
AQAM/JID-CDMA became similar to that of the 4QAM/JD-CDMA seime.

The overall SEGSNR versus channel SNR performance of thpopeal speech transceiver
is displayed in Figure 10.13. Observe that the source $d@hsitnatched triple-class 4.75
kbit/s BPSK/JD-CDMA system requires a channel SNR in exoésdout 8 dB for nearly
unimpaired speech quality over the COST207 BU channel ofeTah.5. When the channel
SNR was in excess of about 12 dB, the 10.2 kbit/s 4QAM/JD-CD#¢étem outperformed
the 4.75 kbit/s BPSK/JD-CDMA scheme in terms of both objectind subjective speech
quality. Furthermore, at channel SNRs around 10 dB, wher&®#SK and 4QAM SEGSNR
curves cross each other in Figure 10.13, it was preferablséahe inherently lower qual-
ity but unimpaired mode of operation. In the light of thesaliiitys, the application of the
AMR speech codec in conjunction with AQAM constitutes ameattive trade-off in terms
of providing users with the best possible speech qualityenmabitrary channel conditions.
Specifically, the 10.2 kbit/s 4QAM/JD-CDMA scheme has a bigéource bit rate and thus
exhibits a higher SEGSNR under error-free conditions. Ti® 4bit/s BPSK/JD-CDMA
scheme exhibits a lower source bit rate and correspondiogisr speech quality under error-
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Figure 10.13: SEGSNR versus channel SNR

free conditions. However, due to its less robust 4QAM mailotamode, the 10.2 kbit/s
4QAM/JD-CDMA scheme is sensitive to channel errors andiksdawn under hostile chan-
nel conditions, where the 4.75 kbit/s BPSK/JD-CDMA schetitleexhibits robust operation,

as illustrated in Figure 10.13.

In the context of Figure 10.13 ideally a system is sought #thieves a SEGSNR per-
formance, which follows the envelope of the SEGSNR curvethefindividual BPSK/JD-
CDMA and 4QAM/JD-CDMA modes. The SEGSNR performance of tigpAM system is
also displayed in Figure 10.13. We observe that AQAM pravidesmooth evolution across
the range of channel SNRs. At high channel SNRs, in exces2-a#1dB, the system op-
erates predominantly in the 4QAM/JD-CDMA mode. As the cler8NR degrades below
12 dB, some of the speech frames are transmitted in the BBSELIMA mode, which im-
plies that the lower quality speech rate of 4.75 kbit/s is leygxd. This results in a slightly
degraded average speech quality, while still offering astartial SEGSNR gain compared
to the fixed-mode 4.75 kbit/s BPSK/JD-CDMA scheme. At chasNRs below 10 dB, the
performance of the 10.2 kbit/'s 4QAM/JD-CDMA mode deteriesadue to the occurrence
of a high number of channel errors, inflicting severe SEGSHigadations. In these hostile
conditions, the 4.75 kbit/s BPSK/JD-CDMA mode provides a@robust performance asso-
ciated with a better speech quality. With the advent of théMID-CDMA mode switching
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Figure 10.14: The comparison of the number of errors per frame versus 20meefiiadex for the (a)
4QAM, (b) BPSK and (c) AQAM/JD-CDMA systems with a switching threshafd 0.5
dB, at channel SNR = 10 dB for 1000 frames over the COST207 BUretiaf Table
10.5.

regime the transceiver exhibits a less bursty error digfiob, than that of the conventional
fixed-mode 4QAM modem, as it can be seen in Figure 10.14, wtererror events of the
BPSK/JD-CDMA scheme are also displayed.

The benefits of the proposed dual-mode transceiver areefudémonstrated by Figure
10.15, consisting of three graphs plotted against the $pfeame index, giving an insightful
characterisation of the adaptive speech transceiverré&ibi15(a) shows a speech segment
of 30 frames. Inthe AMR codec, a speech frame corresponddurasion of 20 ms. In Figure
10.15(b), the SEGSNR versus frame index performance cufvdse BPSK, 4QAM and
AQAM/JID-CDMA schemes are shown, in both error-free and de&impaired scenarios.
The SINR at the output of the MMSE-BDFE is displayed in Figli@el5(c). The adaptation
of the modulation mode is also shown in Figure 10.15(c), wlike transceiver switches to
the BPSK or 4QAM mode according to the estimated SINR usiagttitching threshold set
to 10.5 dB.

When transmitting in the less robust 4QAM mode using the highate speech mode of
10.2 kbit/s, a sudden steep drop in the channel conditioapedrayed at Frame 1 in Figure
10.15 - results in a high number of transmission errors, ssilllistrated in Figure 10.14(a).
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Figure 10.15: Characteristic waveforms of the adaptive system. (a) Time-domarchkpsgnal for
frame indices between 0 and 30; (b) SEGSNR in various transceivéesnéc) SINR
versus time and transceiver modes versus time over the COST207 @&ldeltof Table
10.5.

This happens to occur during the period of voice onset infeid.15, resulting in the cor-
ruption of the speech frame, which has the effect of inflgtimpairments to subsequent
frames due to the error propagation effects of various $pbés, as alluded to in Section
10.3. It can be seen in Figure 10.15 that the high number ofsinflicted in the 4QAM
mode during voiced speech segments caused a severe SEG8NEat®n at frame index
10 and the 10.2 kbit/s speech codec never fully recoverdil,tba channel conditions ex-
pressed in terms of the SINR in Figure 10.15(c) improved.@rother hand, the significantly
more robust 4.75 kbit/s BPSK/JD-CDMA scheme performed wedler these hostile channel
conditions, encountering a low number of errors in Figurel4d(b), while transmitting at a
lower speech rate, hence at an inherently lower speechyjuatir the sake of visual clarity,
the performance curves of BPSK/JD-CDMA and AQAM/JD-CDMAreaot displayed in
Figure 10.15(b) for the channel-impaired scenarios, sihe& respective graphs are almost
identical to that of the error-free speech SEGSNR curves.

The benefits of the proposed dual-mode transceiver are aeisomstrated by Figure 10.16,
which shares the same graphs arrangement as describest éarlFigure 10.15 but at a
different frame index range between 300 and 330. It can be we€igure 10.16 that a
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Figure 10.16: Characteristic waveforms of the adaptive system. (a) Time-domaiechkpsgnal for
frame indices between 300 and 330; (b) SEGSNR in various transceddes; c) SINR
versus time and transceiver modes versus time over the COST207 &lualtof Table
10.5.

sudden steep drop in the channel conditions at frame indéxd8€ing the 4QAM mode,
caused a severe SEGSNR degradation for the voiced speeatterstsgand the 10.2 kbit/s
speech codec never recovered until the channel conditiopioived.

10.8.1 Subjective Testing

Informal listening tests were conducted, in order to asgesperformance of the AQAM/JD-
CDMA scheme in comparison to the fixed-mode BPSK/JD-CDMA 4QAAM/JD-CDMA
schemes. It is particularly revealing to investigate, hbev AQAM/JD-CDMA scheme per-
forms in the intermediate channel SNR region between 7 dBlamiB. The speech quality
was assessed using pairwise comparison tests. The listereee asked to express a pref-
erence between two speech files A or B or neither. A total ofigt2rers were used in the
pairwise comparison tests. Four different utterances emgoyed during the listening tests,
where the utterances were due to a mixture of male and femakikesrs having American
accents. Table 10.6 details some of the results of the iigidests.

Through the listening tests we found that for the fixed-mo@SR/JD-CDMA scheme
unimpaired perceptual speech quality was achieved forraa8NRs in excess of 7 dB.
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Preference
Speech Material A Speech Material B | A (%) | B (%) | Neither (%)
4.75 kbit/s (Error free)| 10.2 kbit/s (Error free)| 4.15 | 66.65 29.2
AQAM(9dB) 4QAM(9dB) 100 0.00 0.00
AQAM(9dB) 4QAM(11dB) 8.3 50.0 41.7
AQAM(9dB) BPSK(9dB) 37.5 | 16.65 45.85
AQAM(12dB) 4QAM(12dB) 4.15 | 20.85 75.0
AQAM(12dB) 4QAM(13dB) 8.3 25.0 66.7
AQAM(12dB) BPSK(12dB) 41.65| 8.3 50.05

Table 10.6: Details of the listening tests conducted using the pairwise comparison methetk the
listeners were given a choice of preference between two speechdiles én different
transmission scenarios.

With reference to Figure 10.13, when the channel conditiugaded below 7 dB, the speech
quality became objectionable due to the preponderanceanineh errors. For the fixed mode
4QAM/JD-CDMA scheme, the channel SNR threshold was 11 dBvbe/hich the speech
quality started to degrade. The perceptual performance@AM/ID-CDMA was found
superior to that of 4QAM/JD-CDMA at channel SNRs below 11 &pecifically, it can be
observed from Table 10.6 that all the listeners preferredAQAM/IJD-CDMA scheme at
a channel SNR of 9 dB due to the associated high concentrafichannel errors in the
less robust 4QAM/JD-CDMA scheme at the same channel SNRItiresin a perceptually
degraded reconstructed speech quality.

More explicitly, we opted for investigating the AQAM/JD-GIA scheme at a channel
SNR of 9 dB, since - as shown in Figure 10.12 - this SNR valuis falthe transitory re-
gion between BPSK/JD-CDMA and 4QAM/JD-CDMA. As the chantahditions improved
to an SNR in excess of 11 dB, the 4QAM/JD-CDMA scheme perfarsiightly better, than
AQAM/JID-CDMA due to its inherently higher SEGSNR perforncarunder error free condi-
tions. Nonetheless, the AQAM/JD-CDMA scheme provided adgoerceptual performance,
as exemplified in Table 10.6 at a channel SNR of 12 dB, in corsparto the 4QAM/JD-
CDMA scheme at the channel SNRs of both 12 dB and 13 dB. Hellg, alout twenty
percent of the listeners preferred the 4QAM/JD-CDMA scheémthe AQAM/ID-CDMA
scheme, while the rest suggested that both sounded verassithtan also be observed from
Table 10.6 that the AQAM/ID-CDMA scheme performed betteantBPSK/JD-CDMA for
a channel SNR of 7 dB and above, while in the region below 7 dBAK/JD-CDMA has
a similar perceptual performance to that of BPSK/JD-CDMA. shown in Table 10.7, we
found that changing the mode switching frequency for evergQlor 100 frames does not
impair the speech quality either in objective SEGSNR termis terms of informal listening
tests.

10.9 A Turbo-Detected Unequal Error Protection Irregular
Convolutional Coded AMR Transceiver

J. Wang, N. S. Othman, J. Kliewer, L. L. Yang and L. Hanzo

VOICE-BO
2007/8/20
page 518



10.9. A TURBO-DETECTED IRREGULAR CONVOLUTIONAL CODED AMR TRANSCEIVER 519

Frame Switching Frequency SEGSNR (dB)
1 11.38
10 11.66
100 11.68

Table 10.7: Frame switching frequency versus SEGSNR

10.9.1 Motivation

Since the different bits of multimedia information, suchspeech and video, have differ-
ent error sensitivity, efficient unequal-protection chelncoding schemes have to be used
to ensure that the perceptually more important bits benfih fmore powerful protection.
Furthermore, in the context of turbo detection the chanadés should also match the char-
acteristics of the channel for the sake of attaining a goove&gence performance. In this
section we address this design dilemma by using irregutaratational codes (IRCCs) which
constitute a family of different-rate subcodes. we beneditnfthe high design flexibility of
IRCCs and hence excellent convergence properties areairadtwhile having unequal er-
ror protection capabilities matched to the requirementhefsource. An EXIT chart based
design procedure is proposed and used in the context ofghraiethe different-sensitivity
speech bits of the wideband AMR speech codec. As a benefityibgual-protection system
using IRCCs exhibits an SNR advantage of about 0.4 dB oveedl@l-protection system
employing regular convolutional codes, when communigativer a Gaussian channel. We
will also demonstrate that irregular Convolutional codesileit excellent convergence prop-
erties in the context of iterative decoding, whilst havimguaequal error protection capabil-
ity, which is exploited in this contribution to protect thédfdrent-sensitivity speech bits of
the wideband AMR speech codec. As a benefit, the unequadgiion system exhibits an
SNR advantage of about 0.3 dB over the equal-protectioesysthen communicating over
a Guassian channel.

Source encoded information sources, such as speech, audigeo, typically exhibit a
non-uniform error sensitivity, where the effect of a chdrereor may significantly vary from
one bit to another [410, 411]. Hence unequal error protedtiti=P) is applied to ensure that
the perceptually more important bits benefit from more péwarrotection. In [340], the
speech bits were protected by a family of Rate-Compatibieefued Convolutional (RCPC)
codes [341] whose error protection capabilities had beetthed to the bit-sensitivity of
the speech codec. Different-rate RCPC codes were obtainpdrzturing the same mother
code, while satisfying the rate-compatibility restrictiddowever, they were not designed in
the context of turbo detection. Other schemes using a Bec@hcatenated system and turbo
processing were proposed in [342, 343], where the UEP wasda by two different-rate
convolutional codes.

Recently, Tichleret al.[344,345] studied the construction of irregular convalatl codes
(IRCCs) and proposed several design criteria. These IRGRssted of a family of convolu-
tional codes having different code rates and were spedifidasigned with the aid of extrin-
sic information transfer (EXIT) charts [346] invoked, fdret sake of improving the conver-
gence behaviour of iteratively decoded serially concdeghgystems. In general, EXIT chart
analysis assumes having a long interleaver block lengtltsveMer, it was shown in [345]
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that by using an appropriate optimization criterion, thaaaienated system is capable of
performing well even for short interleaver block lengthsnc® the constituent codes have
different coding rates, the resultant IRCC is capable of/iding unequal error protection
(UEP).

A novel element of this section is that UEP and EXIT chart Hasele optimization will
be jointly carried out and successfully applied for imprayithe achievable robustness of
speech transmission. We propose a serially concatenatea ttansceiver using an IRCC
as the outer code for the transmission of Adaptive MultieRatideband (AMR-WB) coded
speech. Rather than being decoded separately, the censtitndes of the IRCC are decoded
jointly and iteratively by exchanging extrinsic informati with the inner code. The IRCC
is optimized to match the characteristics of both the spsecince codec and those of the
channel, so that UEP is achieved while maximizing the itenagain attained.

In contrast to the error sensitivity of the narrow-band AM&tdec characterized in Sec-
tion 10.3, that of the AMR-WB speech codec will characteriredBection 10.9.2, while
our system model will be introduced in Section 10.9.3, feld by Section 10.9.4, which
describes the design procedure of IRCCs. An IRCC design gbeais provided in Section
10.9.5. Our performance results are presented in Secti@6lOvhile Sectior?? concludes
the section.

10.9.2 The AMR-WB Codec’'sError Sensitivity

The AMR-WB speech codec is capable of supporting bit rategngfrom 6.6 to 23.85 kbit/s
and it has become a 3GPP and ITU-T standard, which providepexisr speech quality in
comparison to the conventional telephone-bandwith vommecs [347]. Each AMR-WB
frame represents 20 ms of speech, producing 317 bits atadebidf 15.85 kbps plus 23 bits
of header information per frame. The codec parameters in ffame include the so-called
imittance spectrum pairs (ISPs), the adaptive codebockydglitch delay), the algebraic
codebook excitation index and the jointly vector quantipédh gains as well as algebraic
codebook gains.

Most source coded bitstreams contain certain bits that are sensitive to transmission
errors than others. A common approach for quantifying thesisgity of a given bit is to
consistently invert this bit in every speech frame and eatalthe associated Segmental SNR
(SegSNR) degration [410]. The error sensitivity of the eas encoded bits in the AMR-
WB codec determined in this way is shown in Fig. 10.17. Theltesuwe based on speech
samples taken from the EBU SQAM (Sound Quality Assessmenefidd) CD, sampled at
16 kHz and encoded at 15.85 kbps. It can be observed thattheepresenting the ISPs,
the adaptive codebook delay, the algebraic codebook inugxtee vector quantized gain are
fairly error sensitive. By contrast, the least sensitivts bire related to the fixed codebook’s
excitation pulse positions. Statistically, about 10% 83®) of the bits in a speech frame will
cause a SegSNR degration in excess of 10 dB, and about 8%4@&Bthe bits will inflict
a degration between 5 and 10 dB. Furthermore, the erroréeeption of the 7% (23/340)
header information is in general crucial for the adequateati®on of speech.
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Figure 10.17: SegSNR degrations versus bit index due to inflicting 100% BER in the 3124bits
AMR-WB frame

10.9.3 System Mode

Fig. 10.18 shows the system’s schematic diagram. At thestnéter, each of thd<-bit
speech frame is protected by a serially concatenated chewufe consisting of an outer code
(Encoder 1) and an inner code (Encoder II) before transimissiver the channel, resulting
in an overall coding rate oR. At the receiver, iterative decoding is performed with atve
of extrinsic information exchange between the inner codec(ider Il) and the outer code
(Decoder 1). Both decoders employ theasteriori probability (APP) decoding algorithm,
e.g., the BCJR algorithm [348]. Aftdr number of iterations, the speech decoder is invoked
in order to reconstruct the speech frame.

According to the design rules of [349], the inner code of aaflgrconcatenated system
should be recursive to enable interleaver gain. Furthespibhas been shown in [350] that
for binary erasure channels (BECs) and block lengths tegrtdimfinity the inner code should
have rate-1 to achieve capacity. Experiments have showhisaapproximately holds also
for AWGN channels [344,345]. For the sake of simplicity, weeapfor employing a memory-
1 recursive convolutional code having a generator polyabaofil /(14 D), which is actually
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Figure 10.18: System Model

a simple accumulator. Hence the decoding complexity ofrtheri code is extremely low. In

the proposed system, we use an IRCC as the outer code, wiiike lrenchmarker system, we
use a regular non-systematic convolutional (NSC) codeastiter code. BPSK modulation
and encountering an AWGN channel are assumed.

10.9.4 Design of Irregular Convolutional Codes

An IRCC is constructed from a family aP subcodes. First, a rateeonvolutional mother
code( is selected and th@” — 1) other subcode€';, of rater,, > r are obtained by punc-
turing. LetL denote the total number of encoded bits generated fromtimgut information
bits. Each subcode encodes a fractionpf, L information bits and generateg L encoded
bits. Given the target code rate Bf< [0, 1], the weighting coefficient, has to satisfy:

P P
1= Zak, R= Zakrk, and oy, € [0,1], Vk. (10.2)
k=1 k=1

For example, in [345] a family o = 17 subcodes were constructed from a systematic,
rate-1/2, memory-4 mother code defined by the generatonpoljal (1, g1 /g0), wheregy =
1+ D+ D*is the feedback polynomial and = 1+ D? + D3 + D* is the feedforward one.
Higher code rates may be obtained by puncturing, while lawtgs are created by adding
more generators and by puncturing under the contraint ofimriaixg the achievable free
distance. The two additional generators usedjare 1+ D + D? + D* andgs = 1+ D +
D? + D*. The resultanil7 subcodes have coding rates spanning ffbin0.15,0.2,- - -, to
0.9.

The IRCC constructed has the advantage that the decoding saftecodes may be per-
formed using the same mother code trellis, except that abdiginning of each block of
agri L trellis sections corresponding to the subcadg the puncturing pattern has to be
restarted. Trellis termination is necessary only aftepfthe K information bits have been
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encoded.

We now optimize the iterative receiver by means of EXIT ch§3#6], which is capable
of predicting the performance of an iterative receiver bgreiing the extrinsic information
transfer function of each of the component devices indepethyd

For the outer decoder (Decoder 1), denote the mutual infoomdetween the @riori
input A and the transmitted code bi$ as74; = I(C; A), while the mutual information
between the extrinsic outpiit and the transmitted code bifsis denoted agg, = I(C; E).
Then the transfer function of Decoder | can be defined as:

Ig1 =T1(Ia1), (10.3)

which maps the input variables; to the output variablég,. Similarly, for the inner decoder
(Decoder II), we denote the mutual information between theai input A and the transmit-
ted information bitsX asl4» = I(X; A). Furthermore, we denote the mutual information
between the extrinsic outpdt and the transmitted information bif§ asiz. = I(X; E).
Note that the extrinsic output of the inner code also dependse channel SNR aF;,/Ny.
Hence the transfer function of the inner code is defined as

Ips = T11(1a2, Ey/No). (10.4)

The transfer functions can be obtained by using the histodrased LLR measurements as
proposed in [346] or the simplified method as proposed in][351

When using IRCCs, the transfer function of an IRCC can be pbthfrom those of its
subcodes. Denote the transfer function of the subéoalel; 1, (¢). Assuming that the trellis
fractions of the subcodes do not significantly interferehveiach other, which might change
the associated transfer characteristics, the transfetiem’; (7) of the target IRCC is the
weighted superposition of the transfer functibny, () [345], yielding,

P
Tr(i) =Y axTr k(i) (10.5)
k=1

Note that in iterative decoding, the extrinsic outit of Decoder || becomes thepaiori
input A1 of Decoder | and vice versa. Given the transfer functibp,(i, E»/Ny), of the
inner code, and that of the outer co@ig(i), the extrinsic informatiorg; at the output of
Decoder | after théth iteration can be calculated using the recursion of:

ui :TI(TII(,U/i—laEb/NO)); Z: 1,2,..., (106)

with pg = 0, i.e., assuming the absence qdréori input for Decoder Il at the commencement
of iterations.

Generally, interactive speech communication systemsinegulow delay, and hence a
short interleaver block length. And the number of iterasidor the iterative decoder is also
limited due to the constraint of complexity. It has been f{845] that EXIT charts may pro-
vide a reasonable convergence prediction for the first eopiterations even in the case of
short block lengths. Hence, we fixed the transfer functiateinner code for a gives;, /Ny
value yieldingTr; (¢) = T (4, By /No), and optimized the weighting coefficierts;, } of the
outer IRCC for the sake of obtaining a transfer functigif;) that specifically maximizes the
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extrinsic output after exactly’ number of iterations [345], which is formulated as:
maximize p; = Tr(Trr(pi-1)), ¢t =1,2,..., F, (20.7)

with o = 0.

Additionally, considering the non-uniform error senstinof the speech source bits char-
acterized in Figurefig:amr-sensitivity, we may intentityha&nhance the protection of the
more sensitive source data bits by using strong subcodesirttposing the source constraints

of:
k2

> owre/R=a%, 1<k <ky <P, 0<a<100, (10.8)
k=k1

which implies that the percentage of the speech source tutegied by the subcodés to
ko is at leastt%.

Finally, our task is to find a weight vecter = [a;, a9, -+ ,ap]?, so that eq. (10.7) is
maximized, while satisfying the constraints of eq. (10.2) &q. (10.8). This optimization
problem can be solved by slightly modifying the procedumgppised in [345], as it will be
illustrated by the following example.

10.9.5 An Examplelrregular Convolutional Code

We assume the overall system coding rate té&ebe 0.5. As stated in Section 10.9.3, the inner
code has a unitary code rate, hence all the redundancy gasisio the outer code. We use a
half-rate, memory-4, maximum free distance NSC code haviegenerator polynomials of
go = 14+ D+ D?+ D*, andg; = 1+ D?+ D*. The extrinsic information transfer functions
of the inner code and the outer NSC code are shown in Fig. 10tX@&n be seen that the
minimum convergence SNR threshold for the benchmarkeesyssing the NSC outer code
is about 1.2 dB, although we note that these curves are bast#te@ssumption of having
an infinite interleaver length and a Gaussian Log LikelihBadio (LLR) distribution. In the
case of short block lengths, the actual SNR convergencstbla might be higher.

Hence, when constructing the IRCC, we choose the target icode transfer function
Ty1(i) at B, /No = 1.5 dB, and the number of iteratiofs= 6. For the constituent subcodes,
we use those proposed in [345] except that code rates of0.75 are excluded from our de-
sign for the sake of avoiding significant error floors. Thaulest code rates of the subcodes
span the range of, = 0.1, = 0.15, - - -, r14 = 0.75.

Initially the source constraint of eq. (10.8) was not impgbg®y using the optimization pro-
cedure of [345], we arrive at the weight vectoreaf = [00000.01 0.130.18 0.190.14 0.12
0.10 0.01 0.03 0.10]7, and the percentage of the input speech data bits protegtedeb
different subcodes becomé& 0, 0, 0, 0.6%, 9.0%, 14.4%, 16.7%, 14.0%, 13.0%,
11.5%, 1.6%, 4.2%, 15.0%]T. The extrinsic output of Decoder | after 6 iterations beceme
He = 0.98.

Observe in the context of the vector containing the corredpy speech bit fractions
that only 0.6% of the source bits are protected byithe= 0.3-rate subcode, whereas a
total of 23.4% of the speech bits is protected by the= 0.35 andr; = 0.4-rate sub-
codes. In order to enhance the protection of the more semspeech bits, we impose
now the source constraint of eq. (10.8) by requiring all teader information bits in a
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Figure 10.19: Extrinsic information transfer functions of the outer NSC code and thigided IRCC,
as well as those of the inner codefa/ Ny = 1.2, 1.5 and 2 dB.

speech frame to be protected by the relatively strang= 0.3-rate subcode. More explic-
itly, we impose the constraint @fsr5,/0.5 > 7%, resulting in a new weight vector af; =
[00000.120.06 0.14 0.16 0.13 0.12 0.10 0.02 0.04 0.11]7, and the new vector of speech
bit fractions become§), 0, 0, 0, 7.1%, 4.0%, 10.9%, 14.8%, 13.5%, 13.3%, 12.2%,
2.7%, 5.5%, 16%]T. The extrinsic output after 6 iterations is now slightly uedd to
ue = 0.97, which is close to the maximum value of 0.98. Furthermorey,nb4.9% of
the speech bits is protected by the= 0.35 andr; = 0.4-rate subcodes.

The extrinsic information transfer function of this IRCCaso shown in Fig. 10.19. As
seen from the EXIT chart, the convergence SNR thresholch®system using the IRCC is
lower than 1.2 dB and there is a wider EXIT chart tunnel betwtde inner code’s curve and
the outer code’s curve which is particularly so at the Ibyvalues routinely encountered
during the first couple of iterations. Hence, given a limiteanber of iterations, we would
predict that the system using the IRCC may be expected tonpetietter than that using the
NSC outer code in the range 6% /Ny = 1.5~2 dB.

10.9.6 UEP AMR IRCC Performance Results

Finally, the achievable system performance was evaluaied i = 340 speech bit per
20 ms transmission frame, resulting in an interleaver lerajt, = 688 bits, including
8 tail bits. This wideband-AMR speech coded [347] frame wesegated at a bit rate of
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15.85 kbps in the codec’s mode 4. Before channel encodiraly ame of speech bits is
rearranged according to the descending order of the emsitsdty of the bits by considering
Figure 10.17, so that the more important data bits are peddny stronger IRCC subcodes.
An S-random interleaver [352] was employed with= 15, where all of the subcodes’ bits
are interleaved together, and 10 iterations were perfologete iterative decoder.

The BER performance of the UEP system using IRCCs and thaedEgjual Error Protec-
tion (EEP) benchmarker system using the NSC code are ddjiickég. 10.20. It can be seen
that the UEP system outperforms the EEP system in the rangg/of, = 1.5 ~ 2.5 dB,
which matches our performance prediction inferred fromBENX&T chart analysis of Section
10.9.4.

10° g ;
E ' ' ' ' T#L T
F IT# O
______ IT#10 v
100§ =
¥
o
2 4
w107 £ E
10% | E
TN UEP ——
104 ) ] EP-----
1.5 2 2.5 3 35 4 45

Ey/No [dB]

Figure 10.20: BER performance of both the UEP system employing the IRCC and the #&Eéns
using the NSC code

The actual decoding trajectories of both the UEP system badEEP system recorded
at E,/Ny=1.5 and 2 dB are shown in Fig. 10.21 and Fig. 10.22, respygtivihese are
obtained by measuring the evolution of mutual informatiotha input and output of both
the inner decoder and the outer decoder as the iterativelitgcalgorithm is simulated. Due
to the relatively short interleaver block length of 688 hite actual decoding trajectories do
not closely follow the transfer functions especially wheareasing the number of iterations.
Nonetheless, the UEP system does benefit from having a wjgsr tunnel during the first
couple of iterations and hence it is capable of reaching hemigxtrinsic output in the end,
resulting in a lower BER.

The BER profiles of the UEP system &}/Ny=1.5, 2 and 2.5 dB are plotted in Fig.
10.23. As intended, different fractions of the speech frameefitted from different degrees
of IRCC-aided protection. The first 60 bits represent theleemformation bits and the most
sensitive speech bits, which require the lowest BER.

The SegSNR performances of both the UEP and EEP system dotedein Fig. 10.24.
The UEP system is seen to outperform the EEP systefi, AV, < 2.5 dB. Above this
E, /Ny point, the two systems attained almost the same SegSNRshieva a good speech
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Figure 10.21: The EXIT chart and the simulated decoding trajectories of the UEP systerg aur
IRCC as the outer code and a rate-1 recursive code as the innertdumth B, /No=1.5
and 2 dB

quality associated with SegSN® dB, the UEP system requirds, /Ny > 2 dB, about 0.3
dB less than the EEP system.

10.9.7 UEP AMR Conclusions

In Figure 10.17 of Sectionsec:amr-wb-codec we briefly exdiag the error sensitivity of
the AMR-WB codec and then investigated the application of (R@r the sake of providing
UEP for the AMR-WB speech codec. The IRCCs were optimized thighaid of EXIT charts
and the design procedure used was illustrated with the zad ekkample.

In the design of IRCCs, we aimed for matching the extrinsiorimation transfer function
of the outer IRCC to that of the inner code, where that of ttedas largely determined by
the channel SNR. At the same time, we imposed certain soorwraints determined by the
error sensitivity of the AMR-WB source bits. Hence the desiggthod proposed here may
be viewed as an attractive joint source/channel codec @atian.

The concatenated system using an IRCC benefits from haviow @dnvergence SNR
threshold. Owing to its design flexibility, various transfenctions can be obtained for an
IRCC. We have shown that our IRCC was capable of achievingbebnvergence than a
regular NSC code having the same constraint length and eteelHence the system using
IRCCs has the potential of outperforming the correspondimgngement using regular NSC
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Figure 10.22: The EXIT chart and the simulated decoding trajectories of the EEP sysiam aur
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Figure 10.23: Bit error rate of the different speech bits after ten iterations at BathVo=1.5, 2 and
2.5dB recorded by transmitting)® speech frames.
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Figure 10.24: Comparison of SegSNRs of the AMR-WB speech codec using both EERBR

codes in the low SNR region.

Furthermore, IRCCs are capable of providing UEP, sincedbisstituted by various sub-
codes having different code rates and hence different pragection capabilities. Multime-
dia source information, such as speech, audio and videsescan benefit from this property,
when carefully designing the IRCC to match the source’séaisgivity. Our future research
aims for exchanging soft speech bits between the speecthantel decoders.

Itis worth noting that an ISI channel can also be viewed assaX&onvolutional code, and
the transfer function of an equalizer for a precoded ISI deaf853] is similar to that of the
inner code here. Hence the proposed design method can heesdsnded to ISI channels.

10.10 Chalpter Summar

In Section 10.2 the various compoants of the narrowband Abliec have been discussed.
The error sensitivity of the narrowband AMR speech codec evasacterised in 10.3, in
order to match various channel codecs to the differentithathsbits of the speech codec.
Specifically, we have shown that some bits in both the naremad-wideband AMR codec are
more sensitive to channel errors than others and hencereedjéferent grade of protection
by channel coding. The error propagation properties oédiffit bits over consecutive speech
frames have also been characterized. We have shown how ginaddéions produced by
errors propagate from one speech frame to the other and hegceersist over consecutive
speech frames, especially in the scenario when the LSF& @diptive codebook delay bits
were corrupted.

In Section 10.4, a joint-detection assisted near-insteattasly adaptive CDMA speech
transceiver was designed, which allows us to switch betveeset of different source and
channel codec modes as well as transmission parametees)dieg on the overall instanta-
neous channel quality. The 4.75 kbit/s and 10.2 kbit/s dpesades of the AMR codec have
been employed in conjunction with the novel family of RRNSdxh channel coding, using
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the reconfigurable BPSK or 4QAM based JD-CDMA scheme. Ini@edi0.6.2, the speech
bits were mapped into three different protection classesrding to their respective error
sensitivities. In Section 10.8 the benefits of the multimepeech transceiver clearly mani-
fested themselves in terms of supporting unimpaired spgeality under time-variant chan-
nel conditions, where a fixed-mode transceiver’s qualityldecome severely degraded by
the channel effects. The benefits of our dual-mode transceigre further demonstrated with
the aid of the characteristic waveforms displayed in Figurd5 and 10.16. Our AQAM/JD-
CDMA scheme achieved the best compromise between unintpairer-free speech quality
and robustness, which has been verified by our informabhlistetests shown in Table 10.6.

In Sectionsec:amr-wb-codec the wideband AMR codec wasfigated and in Figure 10.17
we briefly exemplified the error sensitivity of the AMR-WB cadeThen IRCCs were in-
voked for the sake of providing UEP for the AMR-WB speech coadtdch were optimized
with the aid of the novel tools of EXIT charts. More specifigalve aimed for matching the
EXIT transfer function of the outer IRCC to that of the inne@de and we additionally im-
posed certain source constraints determined by the emsitséty of the AMR-WB source
bits. This design procedure may be readily extended to @tirersource and channel coding
schemes for the sake of attaining a near-capacity perfarenan
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MPEG-4 Audio Compression and
Transmission

H-T. How and L. Hanzo

11.1 Overview of MPEG-4 Audio

The Moving Picture Experts Group (MPEG) was first estabtish the International Stan-
dard Organisation (ISO) in 1988 with the aim of developinglhdudio-visual coding stan-
dard referred to as MPEG-1 [30-32]. The audio-related seddPEG-1 was designed to
encode digital stereo sound at a total bit rate of 1.4 to 1.pdvdepending on the sampling
frequency, which was 44.1 kHz or 48 kHz - down to a few hundriémblits per second [33].
The MPEG-1 standard is structured in layers, from Layer litdThe higher layers achieve
a higher compression ratio, albeit at an increased contplekayer | achieves perceptual
transparency, i.e. subjective equivalence with the uncesged original audio signal at 384
kbit/s, while Layer Il and Il achieve a similar subjectivaality at 256 kbit/s and 192 kbit/s,
respectively [34-38].

MPEG-1 was approved in November 1992 and its Layer | and Hivas were immediately
employed in practical systems. However, the MPEG Audio LalyeMP3 for short only be-
came a practical reality a few years later, when multimedia ®ere introduced having im-
proved processing capabilities and the emerging Intepaeked off a proliferation of MP3
compressed teletraffic. This changed the face of the mugidwand its distribution of music.
The MPEG-2 backward compatible audio standard was appiiovEed4 [39], providing an
improved technology that would allow those who had alreadpthed MPEG-1 stereo audio
services to upgrade their system to multichannel modepoglly also supporting a higher
number of channels at a higher compression ratio. Potapfications of the multichannel
mode are in the field of quadraphonic music distribution oenias. Furthermore, lower
sampling frequencies were also incorporated, which ireli@, 22.05, 24, 32, 44.1 and 48
kHz [39]. Concurrently, MPEG commenced research into evgingr-compression schemes,
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Figure 11.1: MPEG-4 framework [41].

relinquishing the backward compatibility requirement,iethresulted in the MPEG-2 Ad-

vanced Audio Coding standard (AAC) standard in 1997 [40]is Hnovides those who are
not constrained by legacy systems to benefit from an imprawgdtichannel coding scheme.
In conjunction with AAC, it is possible to achieve perceptuansparent stereo quality at 128
kbit/s and transparent multichannel quality at 320 kbitftsefxample in cinema-type applica-
tions.

The MPEG-4 audio recommendation is the latest standard ledeapin 1999 [41-45],
which offers in addition to compression further unique feas that will allow users to inter-
act with the information content at a significant higher lefesophistication than is possible
today. In terms of compression, MPEG-4 supports the engaafispeech signals at bit rates
from 2 kbit/s up to 24 kbit/s. For coding of general audio,giag from very low bit rates
up to high quality, a wide range of bit rates and bandwidtlessapported, ranging from a bit
rate of 8 kbit/s and a bandwidth below 4 kHz to broadcast gualidio, including monoaural
representations up to multichannel configuration.

The MPEG-4 audio codec includes coding tools from seveftdrént encoding families,
covering parametric speech coding, CELP-based speechgcadid Time/Frequency (T/F)
audio coding, which are characterised in Figure 11.1. Itlramobserved that a parametric
coding scheme, namely Harmonic Vector eXcitation CodingXl&) was selected for cover-
ing the bit rate range from 2 to 4 kbit/s. For bit rates betwé&and 24 kbit/s, a CELP-coding
scheme was chosen for encoding narrowband and widebandhspigmals. For encoding
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general audio signals at bit rates between 8 and 64 kbitimedftequency coding scheme
based on the MPEG-2 AAC standard [40] endowed with addititmwds is used. Here, a com-
bination of different techniques was established, bec@usas found that maintaining the
required performance for representing speech and musielsigt all desired bit rates cannot
be achieved by selecting a single coding architecture. Aona@jjective of the MPEG-4 au-
dio encoder is to reduce the bit rate, while maintaining éicgahtly high flexibility in terms
of bit rate selection. The MPEG-4 codec also offers other fumationalities, which include
bit rate scalability, object-based of a specific audio pgsdar example, played by a cer-
tain instrument representation, robustness againstiga®n errors and supporting special
audio effects.

MPEG-4 consists of Versions 1 and 2. Version 1 [41] contdiesnhain body of the stan-
dard, while Version 2 [46] provides further enhancementst@md functionalities, that in-
cludes the issues of increasing the robustness againsirtission errors and error protection,
low-delay audio coding, finely grained bit rate scalabilitsing the Bit-Sliced Arithmetic
Coding (BSAC) tool, the employment of parametric audio agdiusing the CELP-based
silence compression tool and the 4 kbit/s extended varksiblate mode of the HVXC tool.
Due to the vast amount of information contained in the MPE&a#dard, we will only con-
sider some of its audio compression components, whichdedioe coding of natural speech
and audio signals. Readers who are specifically interestegki-to-speech synthesis or syn-
thetic audio issues are referred to the MPEG-4 standardddd]to the contributions by
Scheireret al. [47, 48] for further information. Most of the material in shchapter will be
based on an amalgam of References [34-38, 40, 41, 43, 48}46n4he next few sections,
the operations of each component of the MPEG-4 audio conmpamé be highlighted in
greater detail. As an application example, we will employ Thansform-domain Weighted
Interleaved Vector Quantization (TWINVQ) coding tool, whiis one of the MPEG-4 audio
codecs in the context of a wireless audio transceiver inurartjon with space-time cod-
ing [50] and various Quadrature Amplitude Modulation (QAKBhemes [51]. The audio
transceiver is introduced in Section 11.5 and its perfoigeas discussed in Section 11.5.6.

11.2 General Audio Coding

The MPEG-4 General Audio (GA) coding scheme employs the TFneguency (T/F) coding
algorithm, which is capable of encoding music signals atdiis from 8 kbit/s per channel
and stereo audio signals at rates from 16 kbit/s per steraoneh up to broadcast quality
audio at 64 kbit/s per channel and higher. This coding schisniased on the MPEG-2
Advanced Audio Coding (AAC) standard [40], enriched by Hiert addition of tools and
functionalities. The MPEG-4 GA coding incorporates a raoggtate-of-the-art coding tech-
niques, and in addition to supporting fixed bit rates it alsoommodates a wide range of
bit rates and variable rate coding arrangements. This valgdted with the aid of the con-
tinuous development of the key audio technologies througti® past decades. Figure 11.2
shows in an non-exhaustive fashion some of the importamistahes in the history of percep-
tual audio coding, with emphasis on the MPEG standardizatiivities. These important
developments and contributions, which will be highlighiednore depth during our further
discourse throughout this chapter, have also resulted/aralevell-known commercial audio
coding standards, such as the Dolby AC-2/AC-3 [412], theySaaptive Transform Acous-
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Algorithms/Techniques

Fletcher: Auditory patterns [81]

Zwicker, Greenwood: Critical bands [82,83]

Scharf, Hellman: Masking effects [84,85]

Schroeder: Spread of masking [86]

Nussbaumer: Pseudo-Quadrature Mirror Filter [87]

Rothweiler: Polyphase Quadrature Filter [88]

Princen: Time Domain Aliasing Cancellation [89]

Johnston: Perceptual Transform Coding [90]

Mahieux: backward adaptive prediction [91]
Edler: Window switching strategy [92]
Johnston: M/S stereo coding [93]

Malvar: Modified Discrete Cosine Transform [94]

Herre: Intensity Stereo Coding [95]

Iwakami: TWINVQ [96]
Herre & Johnston: Temporal Noise Shaping [97]

Park: Bit-Sliced Arithmetic Coding (BSAC) [98]

Purnhagen: Parametric Audio Coding [99]
Levine & Smith, Verma & Ming:
Sinusoidal+Transients+Noise coding [100,101]

Timeline

Standards/Commercial Codecs

1940 T
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1988+

1989 +
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1991+

1992 +
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19957
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1999+

AT&T: Perceptual Audio Coder (PAC) [102]

CNET codec [91]

Dolby AC-2 [103]

MPEG-1 Audio finalized [104]
Dolby AC-3 [103]

Sony: MiniDisc: Adaptive Transform
Acoustic Coding(ATRAC) [105]

Philips: Digital Compact Cassette (DCC) [106]
MPEG-2 backward compatible [107]

NTT: Transform-domain Weighted
Interleaved Vector Quantization (TWINVQ) [96,108]

MPEG-2 Advanced Audio Coding (AAC) [109]

MPEG-4 Version 1 & 2 finalized [110,111]

Figure 11.2: Important milestones in the development of perceptual audio coding.
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Figure 11.3: Threshold in quiet and masking threshold [416].

tic Coding (ATRAC) for MiniDisc [413], the Lucent Perceptuaudio Coder (PAC) [414]
and Philips Digital Compact Cassette (DCC) [415] algorighm\dvances in audio bit rate
compression techniques can be attributed to four key tdobies:

A) Perceptual Coding

Audio coders reduce the required bit rates by exploitingctieracteristics of masking the
effects of quantization errors in both the frequency anetitomains by the human auditory
system, in order to render its effects perceptually inded#l7-420]. The foundations of
modern auditory masking theory were laid down by Fletchegisiinal paper in 1940 [421].
Fletcher [421] suggested that the auditory system behakeslbank of bandpass filters
having continuously overlapping passbands. ResearchHwgnsthat the ear appears to
perceive sounds in a number of critical frequency bandshewns by Zwicker [418] and
Greenwood [422]. This model of the ear can be roughly desdréds a bandpass filterbank,
consisting of overlapping bandpass filters having bandwidh the order of 100 Hz for signal
frequencies below 500 Hz. By contrast, the bandpass filtedwalths of this model may be
as high as 5000 Hz at high frequencies. There exists up totyviime such critical bands
in the frequency range up to 20 kHz [418]. Auditory maskinfgre to the mechanism by
which a fainter, but distinctly audible signal becomes tfible, when a louder signal occurs
simultaneously (simultaneous masking), or within a vergrskime (forward or backward
masking) [423]. More specifically, in the case of simultamemasking the two sounds occur
at the same time, for example in a scenario, when a convensaiasked signal) is rendered
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inaudible by a passing train (the masker). Forward masldmmpcountered when the masked
signal remains inaudible for a time after the masker has &ndbile an example of this
phenomenon in backward masking takes place when the maigkwa becomes inaudible
even before the masker begins. An example is the scenaiigdalirupt audio signal attacks
or transients, which create a pre-and post-masking regidimae during which a listener will
not be able to perceive signals beneath the audibility biulels produced by a masker. Hence,
specific manifestation of masking depends on the spectraposition of both the masker
and masked signal, and their variations as a function of {#@d]. Important conclusions,
which can be drawn from all three masking scenarios [424], d&5firstly, that simultaneous
masking is more effective when the frequency of the maskgaasiis equal to or higher
than that of the masker. This result is demonstrated in Eigar3, where a masker rendered
three masked signals inaudible, which occurred at bothr@me higher frequencies than
the masker. Secondly, while forward masking is effectivea@onsiderable time after the
masker has decayed, backward masking may only be effectivess than 2 or 3 ms before
the onset of the masker [424].

A masking thresholdan be determined, whereby signals below this thresholdoeiin-
audible. Again, Figure 11.3 depicts an example of the mastireshold of a narrowband
masker, having three masked signals in the neighbourhosdog as the sound pressure
levels of the three maskees are below the masking thresth@aorresponding signals will
be masked. Observe that the slope of the masking threshetieiper towards lower frequen-
cies, which implies that higher frequencies are easier tkim&hen no masker is present, a
signal will be inaudible if its sound pressure level is betbethreshold in quietas displayed
in Figure 11.3. Thehreshold in quietharacterizes the amount of energy required for a pure
tone to be detectable by a listener in a noiseless environniém situation discussed here
only involved one masker, but in real life, the source sigmady consists of many simultane-
ous maskers, each having its own masking threshold. Thgisbal masking thresholtias
to be computed, which describes the thresholfisf noticeable distortionas a function of
frequency [424].

B) Frequency Domain Coding

The evolution of time/frequency mapping or filterbank basethniques has contributed to
the rapid development in the area of perceptual audio codinge of the earliest frequency
domain audio coders include contributions from Brandegtpd26] and Johnston [427] al-
though subband based narrow- and wideband speech codezsieualoped during the late
1970s and early 1980s [428—-430]. Frequency domain encpdigéts432], which are em-
ployed in all MPEG codecs offer a convenient way of contngjlthe frequency-domain dis-
tribution of the quantization noise, in conjunction withn@ynic bit allocation applied to the
guantization of subband signals or transform coefficieBsentially, the filterbank divides
the spectrum of the input signal into frequency subbandsciwhost the contributions of
the fullband signal in the subband concerned. Given the lediye of an explicit perceptual
model, the filterbank facilitates the task of perceptuallytivated noise shaping and that of
identifying the perceptually unimportant subbands. Ingportant to choose the appropri-
ate filterbank for bandsplitting. An adaptive filterbank #siting time-varying resolutions
in both the time and frequency domain is highly desirableis T¥sue has motivated inten-
sive research, experimenting with various switched or lyfilterbank structures, where the
switching decisions were based on the time-variant infrtadicharacteristics [433].

Depending on the frequency domain resolution, we can cagfoequency domain coders
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Figure 11.4: Uniform M-band analysis-synthesis filterbank [420].

as either transform coders [426, 427], or subband codeds{#35]. The basic principle of
transform coders is the multiplication of overlapping eof audio samples with a smooth
time-domain window function, followed by either the Disiré-ourier Transform (DFT) or
the Discrete Cosine Transform (DCT) [437], which transfaha input time-domain sig-
nal into a high resolution frequency domain representationsisting of nearly uncorrelated
spectral lines or transform coefficients. The transformffaments are subsequently quan-
tized and transmitted over the channel. At the decoderntierse transformation is applied.
By contrast, in subband codecs, the input signal is split $etveral uniform or non-uniform
width subbands using critically sampled [435], Perfect ddstruction [438] (PR) or non-
PR [439] filterbanks. For example, as shown in Figure 11.4erwén input signal is split
into M bandpass signals, critical decimation by a factobfis applied. This means that
everymth sample of each bandpass signal is retained, which enthaethe total number
of samples across the subbands equals the number of samghes ariginal input signal.
At the synthesis stage, a summation of fiebandpass signals is performed, which leads to
interpolation between samples at the output.

The traditional categorization into the families of subtbamd transform coders has been
blurred by the emerging trend of combining both techniqueshe codec design, as ex-
emplified by the MPEG codecs, which employ both techniques.thé contribution by
Temerinac [440], it was shown mathematically that all tfarmas used today in the audio
coding systems can be viewed as filterbanks. All uniformtivislubband filterbanks can
be viewed as transforms of splitting a full-band signal int@omponents [440]. One of
the first filterbank structure proposed in early 1980s, wasthaon Quadrature Mirror Fil-
ters (QMF) [428]. Specifically, a near-PR QMF filter was pregd by Nussbaumer [441]
and Rothweiler [439]. In order to derive the pseudo-QMFdtrte, firstly the analysis-by-
synthesis filters have to meet the mirror image conditiord88]:

gr(n) =hp(L—1—n) . (11.1)
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Additionally, the precise relationships between the agialand synthesis filters;, and
gr have to be established in order to eliminate aliasing. Wiference to Figure 11.4, the
analysis and synthesis filters which eliminate both al@sind phase distortions are given
by [435] :

hi(n) = 2w(n)cos l:;\j[(k +0.5) (n _ (& ; 1)> + Gk] (11.2)
and
gr(n) = 2w(n)cos []\Z(k +0.5) (n - (L;l)) - Gk] (11.3)
respectively, where
O, = (-1)’“% . (11.4)

The filterbank design is now reduced to the design of the tiem@ain window function,
w(n). The principles of Pseudo-QMFs have been applied in botMPREG-1 and MPEG-2
schemes, which employ a 32-channel Pseudo-QMF for impleéntespectral decomposition
in both the Layer | and Il schemes. The same Pseudo-QMF filtarwged in conjunction
with a PR cosine-modulated filterbank in Layer Il in ordeifaom a hybrid filterbank [35].
This hybrid combination could provide a high frequency teSon by employing a cascade
of a filterbank and an Modified Discrete Cosine Transform (MIp@€ansform that splits each
subband further in the frequency domain [37].

The MDCT [437], which has been defined in the current MPEG-2 4rcodecs, was
first proposed under the name of Time Domain Aliasing Caatieth (TDAC) by Princen
and Bradley [442] in 1986. It is essentially a PR cosine maidhd filterbank satisfying the
constraint of L. = 2M, whereL is the window size while\/ is the transform length. In
conventional block transforms, such as the DFT or DCT, doaksamples are processed
independently, due to the quantization errors the decog@alswill exhibit discontinuities
at the block boundaries since in the context of conventiblwalk-based transforms the time-
domain signal is effectively multiplied by a rectangulané-domain window, its sinc-shaped
frequency domain representation is convolved with the tspecof the audio signal. This
results in the well-known Gibbs phenomenon. This problemitigated by applying the
MDCT, using a specific window function in combination witheslapping the consecutive
time-domain blocks. As shown in Figure 11.5, a window2dff samples collected from
two consecutive time-domain blocks undergoes cosine fsamation, which produced/
frequency-domain transform coefficients. The time-domaiimdow is then shifted by\/
samples for computing the nekt transform coefficients. Hence, there will be a 50% overlap
in each consecutive DCT transform coefficient computafidns overlap will ensure a more
smooth evolution of the reconstructed time-domain samplen though there will be some
residual blocking artifacts due to the quantization of tiaas$form coefficients. Nonetheless,
the MDCT virtually eliminates the problem of blocking aatis that plague the reconstructed
signal produced by non-overlapped transform coders. Toislem often manifestated itself
as a periodic clicking in the reconstructed audio signalglaif, the processes associated
with the MDCT-based overlapped analysis and the correspgraVerlap-add synthesis are
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Figure11.5: (a) MDCT analysis proces@M samples are mapped infd spectral coefficients (b)
MDCT synthesis procesd/ spectral coefficients are mapped to a vectd f samples
which is overlapped by samples with the vector afM samples from the previous
frame, and then added together to obtain the reconstructed outpfitsainples [420].

illustrated in Figure 11.5. At the analysis stage, the fod\dDCT is defined as [443]:

2M—1
X(k)= > a(n)hi(n), k=0.M-1, (11.5)

n=0

where thel MDCT coefficientsX (k), k= 0...M — 1 are generated by computing a series
of inner products between ti#\/ samplesc(n) of the input signal and the corresponding
analysis filter impulse responég(n). The analysis filter impulse responsg,(n), is given

by [443]:
hk(n)w(n)\/gcos{@n+M+l)(2k+1)w (11.6)

AM ’

wherew(n) is a window function, and the specific window function usethe MPEG stan-
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dard is the sine window function, given by [443]:

. 1\ «
w(n) = sin Kn + 2> 2]\4] . (11.7)
At the synthesis stage, the inverse MDCT is defined by [443]:
M-—1
z(n) = Y [X(k)hi(n) + X P (k)he(n + M)] . (11.8)
k=0

In Equation 11.8 we observe that the time-domain reconsttdusampler(n) is obtained
by computing a sum of the basis vectdngn) andhy(n + M) weighted by the transform
coefficientsX (k) and X ” (k) on the basis of the current and previous blocks as it was also
illustrated in Figure 11.5. More specifically, the fifgt-sample block of théth basis vector,
hi(n), for0 < n < M—1, is weighted by théth MDCT coefficients of the current block. By
contrast, the second M-sample block of #th basis vectorh(n), for M <n < 2M —1
is weighted by theéith MDCT coefficients of the previous block, namely B (k). The
inverse MDCT operation is also illustrated in Figure 11.5.

C) Window Switching

The window switching strategy was first proposed in 1989 bieEd44], where a bit rate
reduction method was proposed for audio signals based atapping transforms. More
specifically, Edler proposed adapting the window functiand the transform lengths to the
nature of the input signal. This improved the performanceheftransform codec in the
presence of impulses and rapid energy on-set occurrentis input signal. The notion of
applying different windows according to the input signgifeperties has been subsequently
incorporated in the MPEG codecs employing the MDCT, for gx@MPEG-1 Layer Ill and
MPEG-2 AAC codecs [40].

Typically, a long time-domain window is employed for enauglthe identifiable stationary
signal segments while primarily a short window is used foal@ing the pre-echo effects due
to the occurrence of sudden signal on-sets, as experiencid)dransient signal periods, for
example [40]. In order to ensure that the conditions of PBetlaanalysis and synthesis
filtering are property are preserved, transitional windenes needed for switching between
the long and short windows [443]. These transitional winsl@ase depicted graphically in
Figure 11.6, utilizing four window functions, namely longhort, start and stop windows,
which are also used in the MPEG-4 General Audio coding stahda

D) Dynamic Bit Allocation

Dynamic bit allocation aims for assigning bits to each of ¢uantizers of the transform
coefficients or subband samples, in such a way that the ¢oyemadeptual quality is maxi-
mized [445]. This is an iterative process, where in eaclaiien, the number of quantizing
levels is increased, while satisfying the constraint thatnumber of bits used must not ex-
ceed the number of bits available for that frame.

Furthermore, another novel bit allocation technique refito as the “bit reservoir” scheme
was proposed for accommodating the sharp signal on-setshwdsulted in an increased
number of required bits during the encoding of transienhalig) [445]. This is due to the
fact that utilising the window switching strategy does notceed in avoiding all audible
pre-echos, in particular, when sudden signal on-set oesaes near the end of a transform
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Figure 11.6: Window transition during (a) steady state using long windows and (b) tratreieditions
employing start, short, and stop windows [40].

block [420]. In block-based schemes like conventionalgfarm codecs, the inverse trans-
form spreads the quantization errors evenly in time overdilration of the reconstruction
block. This results in audible unmasked distortion thraugtihe low-energy signal segment
the instant of the signal attack [420]. Hence, the “bit regf technique was introduced for
allocating more bits to those frames, which invoked preseotntrol. This “bit reservoir”
technique was employed in the MPEG Layer Il and MPEG-2 AA@axs [40].

11.2.1 Advanced Audio Coding

The MPEG-2 Advanced Audio Coding (AAC) scheme was declaredthternational stan-
dard by MPEG at the end of April 1997 [40]. The main drivingttadbehind the MPEG-2
AAC initiative was the quest for an efficient coding methodrmultichannel surround sound
signals such as the 5-channel (left, right, centre, lefteaund and right-surround) system de-
signed for cinemas. The main block diagram of the MPEG-4 Thmegjuency (T/F) codec is
as shown in Figure 11.7, which was defined to be backward ctinigéo the MPEG-2 AAC

scheme [40].
In this section we commence with an overview of the AAC prsfiased on Figure 11.7
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and each block will be discussed in more depth in Section.2%.21.2.10. Following the
diagram shown in Figure 11.7, the T/F coder first decompdeemput signal into a T/F rep-
resentation by means of an analysis filterbank prior to syesgt quantization and coding.
The filterbank is based on the Modified Discrete Cosine Tansf{MDCT) [442], which

is also known as Modulated Lapped Transform (MLT) [446].He tase when the Scalable
Sampling Rate (SSR) mode is invoked, the MDCT will be preddmea Polyphase Quadra-
ture Filter (PQF) [439] and a gain control module, which apéexplicitly shown in Figure
11.7 but will be described in Section 11.2.2. In the encogirggess, the filterbank takes in a
block of samples, applies the appropriate windowing fuorcéind performs the MDCT within
the filterbank block. The MDCT block length can be either 204256 samples, switched
dynamically depending on the input signal’s charactesstirhis window switching mecha-
nism was first introduced by Edler in [444]. Long block traorsh processing (2048 samples)
will improve the coding efficiency of stationary signalst puoblems might be incurred when
coding transients signals. Specifically, this gives ristheoproblem of pre-echos, which oc-
cur when a signal exhibiting a sudden sharp signal enveliggebegins near the end of a
transform block [420]. In block-based schemes, such asfivam codecs, the inverse trans-
form will spread the quantization error evenly in time oves teconstructed block. This may
result in audible unmasked quantization distortion thiaug the low-energy section preced-
ing the instant of the signal attack [420]. By contrast, ar@rdlock length processing (256
samples) will be optimum for coding transient signals, aligh it suffers from inefficient
coding of steady-state signals due to the associated pegerency resolution.

Figure 11.6 shows the philosophy of the block switching na@i$ms during both steady
state and transient conditions. Specifically, two diffékgimdow functions, the Kaiser-Bessel
derived (KBD) window [412] and the sine window can be usedisrdowing the incoming
input signal for the sake of attaining an improved frequeselectivity and for mitigating
the Gibb-oscillation, before the signal is transformed by MDCT [412]. The potential
problem of appropriate block alignment due to window switghis solved as follows. Two
extra window shapes, so-called start and stop windows #nadinced together with the long
and short windows depicted in Figure 11.6. The long windomsgsts of 2048 samples while
a short window is composed of eight short blocks arrangesddap by 50% with each other.
At the boundaries between long and short blocks, half of idwestorm blocks overlap with
the start and stop windows. Specifically, start window enables the transition between the
long and short window types. The left half ofstart window seen at the bottom of Figure
11.6 shares the form as the left half of the long window typgicted at the top of Figure
11.6. The right half of thestart window has the value of unity for one-third of the length
and the shape of the right half of a short window for the céwina-third duration of its total
length, with remaining one-third of thetart window duration length set to zero. Figure 11.6
(a) shows at the top of Figure 11.6 the steady state conditiwere only long transform
blocks are employed. By contrast, Figure 11.6 (b) displagdiock switching mechanism,
where we can observe that the start (#1) and stop (#10) wirsgowences ensure a smooth
transition between long and short transforms. The starti@vincan be either the KBD or the
sine-window, in order to match the previous long window tywhile the stop window is the
time-reversed version of the start window.

Like all other perceptually motivated coding schemes, theB®-4 AAC-based codec
makes use of the signal masking properties of the humanreairgier to reduce the required
bit rate. By doing so, the quantization noise is distributedrequency bands in such a
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way that it is masked by the total signal and hence it remaiasdible. The input audio
signal simultaneously passes through a psychoacoustielrasdghown in Figure 11.7, that
determines the ratio of the signal energy to the maskinghimid. An estimate of the masking
threshold is computed using the rules of psychoacoustidk [Blere, a perceptual model
similar to the MPEG-1 psychoacoustic model Il [40] is usedhjol will be described in

Section 11.2.3. A signal-to-mask ratio is computed from rifesking threshold, which is
used to decide on the bit allocation, in an effort to mininmize audibility of the quantization
noise.

After the MDCT carried out in the filterbank block of Figure.Ixhe spectral coefficients
are passed to the Spectral Normalization 'toolbox’, if ttM#INVQ mode is used. The Spec-
tral Normalization tool will be described in Section 11.2F&r AAC-based coding, the spec-
tral coefficients will be processed further by the Temporaisd Shaping (TNS) 'toolbox’ of
Figure 11.7, where TNS uses a prediction approach in theiémecy domain for shaping and
distributing the quantization noise over time.

Time domain 'Prediction’ block of Figure 11.7 or Long-TermeRiction (LTP) is an impor-
tant tool, which increases redundancy reduction of statipsignals. It utilises a second or-
der backward adaptive predictor, which is similar to theesah proposed by Mahieux [447].
In the case of multichannel input signals, 'Intensity Stéiding is also applied as seen
in Figure 11.7, which is a method of replacing the left andhtrigtereo signals by a single
signal having embedded directional information. Mid/SisES) stereo coding, as described
by Johnston [448] can also be used as seen in Figure 11.7e\wtstead of transmitting the
left and right signals, the sum and difference signals amsmnitted.

The data-compression based bit rate reduction occurs iutietization and coding stage,
where the spectral values can be coded either using the ARGliBed Arithmetic Cod-
ing [449] (BSAC) or TWINVQ [450] techniques as seen in Figue7l The AAC quanti-
zation scheme will be highlighted in Section 11.2.6 while BSAC and TWINVQ-based
techniques will be detailed in Section 11.2.8 and 11.2.8peetively. The AAC technique
invokes an adaptive non-linear quantizer and a furtherensigping mechanism employ-
ing scale-factors is implemented. The allocation of bitshi® spectral values is carried out
according to the psychoacoustic model, with the aim of segging the quantization noise
below the masking threshold. Finally, the quantized ana:dapectral coefficients and con-
trol parameters are packed into a bitstream format readyrdosmission. In the following
sections, the individual components of Figure 11.7 will iedssed in further details.

11.2.2 Gain Control Tool

When the Scalable Sampling Rate (SSR) mode is activatedhddditates the employment
of different sampling rates, the MDCT transformation taklace in the Filterbank block
of Figure 11.7 is preceded by uniformly-spaced 4-band Fagp Quadrature Filter [441]
(PQF), plus a gain control module [41]. The PQF splits thaiirgdignal into four frequency
bands of equal width. When the SSR mode is invoked, lower bahldwutput signals, and
hence lower sampling rate signals can be obtained by négieitte signals residing in the
lower-energy upper bands of the PQF. In the scenario, wheebahdwidth of the input signal
is 24 kHz, equivalent to a 48 kHz sampling rate, output badtivgi of 18, 12 and 6 kHz can
be obtained when one, two or three PQF outputs are ignorggkectvely [40].

The purpose of the gain control module is to appropriategnatate or amplify the output
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Figure 11.8: Flow diagram of the psychoacoustic model Il in MPEG-4 AAC coding.

of each PQF band, in order to reduce the potential pre-edbotef420]. The gain control
module, which estimates and adjusts the gain factor of theands, according to the psy-
choacoustic requirements, can be applied independergigdio subband. At the encoder, the
gain control 'toolbox’ receives the time domain signalstasriput and outputs the gain con-
trol data and the appropriately scaled signal whose lesgtlyuial to the length of the MDCT
window. The 'gain control data’ consists of the number of dsmwhich experienced gain
modification, the number of modified segments and the indiogisating the location and
level of gain modification for each segment. Meanwhile, tygn modifier’ associated with
each PQF band controls the gain of each band. This effegvebothes the transient peaks
in the time domain prior to MDCT spectral analysis. Subsetjyethe normal procedure of
coding stationary signals using long blocks can be applied.

11.2.3 Psychoacoustic M odel

As argued in Section 11.2, the MPEG-4 audio codec and otheeptially optimized codecs
reduce the required bit rate by taking advantage of the huamditory system'’s inability to
perceive the guantization noise satisfying the conditiohauditory masking. Again, per-
ceptual masking occurs, when the presence of a strong signdérs the weaker signals
surrounding it in the frequency-domain imperceptible [4d%e psychoacoustic model used
in the MPEG-4 audio codec is similar to the MPEG-1 psychosatiounodel Il [34].

Figure 11.8 shows the flow chart of the psychoacoustic madeirst a Hann window [41]
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is applied to the input signal and then the Fast Fourier Toams(FFT) provides the necessary
time-frequency mapping. The Hann window is defined as [41]:

1 2mn

w(n) = 5 [1 — cos( N )] (11.9)
whereN is the FFT length. This windowing procedure is applied far ke of reducing the
frequency-domain Gibbs oscillation potentially imposgdalrectangular transform window.
Depending on whether the signal’s characteristics areadiostary or transient nature, FFT
sizes of either 1024 or 128 samples can be applied. The F&ddspectral coefficient values
are then grouped according to the corresponding critieagjency band widths. This is
achieved by transforming the spectral coefficient valués the “partition index” domain,
where the partition indices are related near-linearly éodfitical bands that were summarised
in Figure 11.9 (a) recorded at the sampling rate of 44.1 kHizlo# frequencies, a single
spectral line constitutes a partition, while at high freggies many lines will be combined
in order to form a partition, as displayed in Figure 11.9 (bhis facilitates the appropriate
representation of the critical bands of the human auditgsiesn [36]. Tables of the mapping
functions between the spectral and partition domains agidtbspective values for threshold
in quiet are supplied in the MPEG-4 standard for all avadaampling rates [41].

During the FFT process of Figure 11.8, the polar representaf the transform-domain
coefficients is also calculated. Both the magnitude and @lo@shis polar representation
will be used for the calculation of the 'predictability meas’, which is used for quantifying
the predictability of the signal, as an indicator of the grad tonality. The psychoacoustic
model identifies the tonal and noise-like components of thikcesignal, because the masking
abilities of the two types of signals differ. In this psycboastic model, the masking ability of
a tone masking the noise, which is denotedtiy NV (b), is fixed at 18 dB in all the partitions,
which implies that any noise within the critical band morartti8 dB belovi" M N (b) will be
masked by the tonal component. The masking ability of noiagkimg tone, which is denoted
by NMT(b), is set to 6 dB for all partitions. The previous two frequelomain blocks are
used for predicting the magnitude and phase of each spénwdbr the current frequency-
domain block, via linear interpolation in order to obtaire tipredictability’ values for the
current block. Tonal components are more predictable andéheill have higher tonality
indices. Furthermore, a spreading function [41] is appiedrder to take into consideration
the masking ability of a given spectral component, which@dgspread across its surrounding
critical band.

The masking threshold is calculated in Figure 11.8 by usirgtonality index and the
threshold in quiet], which is known as the lower threshold bound above which addsi
audible. The masking threshold in each frequency-domatitipa corresponds to the power
spectrum multiplied by an attenuation factor given by [41]:

Attenuation_Factor = 10~ 3NVE®) (11.10)

implying that the higher the SNR, the lower the attenuatiactdr and also the masking
threshold, where the Signal-to-Noise (SNR) ratio is defias:

SNR(b) = th(b) - TMN(b) + (1 — tb(b)) - NMT(b), (11.11)
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Figure 11.9: (a) Relationship between the partition index and critical bands. (b) Theecsion from
the FFT spectral lines to the partition index domain at the sampling rate ok#i.for a
total of 1024 spectral lines per time-domain audio frame [34].

where the masking ability of tone-masking-noise and naoissking-tone is considered, by
exploiting the tonality index in each partition.

The masking threshold is transformed back to the linearukaqy scale by spreading
it evenly over all spectral lines corresponding to the fiarts, as seen in Figure 11.10 in
preparation for the calculation of the Signal-to-Mask Bat{SMR) for each subband. The
minimum masking threshold, as shown in Figure 11.10, tak&sadccount the value of the
threshold in quiet],, raising the masking threshold value to the valu@gfif the masking

threshold value is lower thaify,. Finally, the SMR is computed for each scalefactor band

as the ratio of the signal energy within a frequency-domeaiefactor band to the minimum
masking threshold for that particular band, as depictegtgcally in Figure 11.10. The SMR
values will then be used for the subsequent allocation sfibieach frequency band.

11.2.4 Temporal Noise Shaping

Temporal Noise Shaping (TNS) in audio coding was first inticet! by Herreet al. in [451].
The TNS tool seen in Figure 11.7 is a frequency domain tectenighich operates on the
spectral coefficients generated by the analysis filterb@h&.idea is to employ linear predic-

VOICE-BC
2007/8/20
page 547



548 CHAPTER 11. MPEG-4 AUDIO COMPRESSION AND TRANSMISSION

A Sound Pressure
Level (in dB)

R Masker

/ Masking Threshold

Signal-to-
Mask Ratiq
SNR(m) SMR

Minimum
""""""""""" Masking Threshold
Mask-to-
Noise Ratig
MNR(m)
m-1 )
v¢ 777777777 m Noise Level of

1m-bit Quantizer

Critical  Neighbouring Frequenrcy
Band Band

Figure 11.10: Masking effects and masking threshold calculation.

tive coding across the frequency range, rather than in the-tomain. TNS is particularly
important, when coding signals that vary dynamically overet such as for example tran-
sient signals. Transform codecs often encounter problehenwoding such signals since
the distribution of the quantization noise can be contcbtieer the frequency range but this
spectral noise shaping is typically time-invariant overaplete transform block. When a
signal changes drastically within a time-domain transfbtotk without activating a switch
to shorter time-domain transform lengths, the associategtinvariant distribution of quan-
tization noise may lead to audible audio artifacts.

The concept of TNS is based upon the time- and frequency-tloduality of the LPC
analysis paradigm [433], since it is widely recognized #ighals exhibiting a non-uniform
spectrum can be efficiently coded either by directly encgdire spectral-domain transform
coefficients using transform coding, or by applying lineegdictive coding methods to the
time-domain input signal. The corresponding 'duality staént’ relates to the encoding of
audio signals exhibiting a time-variant time-domain bebaxr such as in case of transient
signals. Thus, efficient encoding of transient signals aaadhieved by either directly en-
coding their time domain representation or by employingljmté/e audio coding methods
across the frequency domain.
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Figure 11.11: The TNS processing block also seen in Figure 11.7.

Figure 11.11 shows the more detailed TNS filtering process $& the centre of Fig-
ure 11.7. The TNS tool is applied to the spectral-domainsfiam coefficients after the
filterbank stage of Figure 11.7. The TNS filtering operatieplaces the spectral-domain
coefficients with the prediction residual between the dand predicted coefficient values,
thereby increasing their representation accuracy. Silyilat the decoder an inverse TNS
filtering operation is performed on the transform coeffitiprediction residual in order to
obtain the decoded spectral coefficients. TNS can be apgieither the entire frequency
spectrum, or only to a part of the spectrum, such that theirrgy-domain quantization can
be controlled in a time-variant fashion [40], again, witle thbjective of achieving agile and
responsive adjustment of the frequency-domain quanizatheme for sudden time-domain
transients. In combination with further techniques suctviaslow switching and gain con-
trol, the pre-echo problem can be further mitigated. In toldj the TNS technique enables
the peak bit rate demand of encoding transient signals tedieced. Effectively, this implies
that an encoder may stay longer in the conventional and nibratk efficient long encoding
block.

Additionally, the long-term time-domain redundancy of thput signal may be exploited
using the well-documented Long Term Prediction (LTP) téghe, which is frequently used
in speech coding [41, 335, 367].

11.2.5 Stereophonic Coding

The MPEG-4 scheme includes two specific techniques for engatiereo coding of signals,
namely intensity-based stereo coding [452] and Mid/SidéS)Mstereo coding [453], both
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of which will be described in this section. These codingtsg&s can be combined by
selectively applying them to different frequency regions.

Intensity-based stereophonic coding is based on the asalfykigh-frequency audio per-
ception, as outlined by Hermt al. in [452]. Specifically, high-frequency audio perception
is mainly based on the energy-time envelope of this regiah@fudio spectrum. It allows
a stereophonic channel pair to share a single set of spéutesisity values for the high-
frequency components with little or no loss in sound quakHffectively, the intensity signal
spectral components are used to replace the correspordirapnnel spectral coefficients,
while the corresponding spectral coefficients of the rididrmel are set to zero. Intensity-
based stereophonic coding can also be interpreted as affohplpproximation to the idea
of directional coding. Thus, only the information of one loéttwo stereo channel is retained,
while the directional information is obtained with the aiidtwo scalefactor values assigned
to the left and right channels [454].

On the other hand, M/S stereo coding allows the pair of stehaonels to be conveyed as
left/right (L/R) or as the mid/side (M/S) signals represegthe M/S information on a block-
by-block basis [453], where M=(L+R)/2 and S=(L-R)/2. HEFbg M/S matrix takes the sum
information M + S, and sends it to the left channel, and thiedihce information M - S, and
sends it to the right channel. When the left and right signedscambined, (M + S) + (M -
S) = 2M, the sum is M information only. The number of bit actpaéquired to encode the
M/S information and L/R information is then calculated. &ses where the M/S channel pair
can be represented with the aid of fewer bits, while maimntgia certain maximum level of
guantization distortion, the corresponding spectralftmiehts are encoded, and a flag bit is
set for signalling that the block has utilized M/S stereoingdDuring decoding the decoded
M/S channel pair is converted back to its original left/tidrmat.

11.2.6 AAC Quantization and Coding

After all the pre-processing stages of Figure 11.7 usingouarcoding tools, as explained in
earlier sections, all parameters to be transmitted will iawe to be quantized. The quan-
tization procedure follows an analysis-by-synthesis @ss¢ consisting of two nested itera-
tion loops, which are depicted in Figure 11.12. This inveltlee non-uniform quantization

of the spectral-domain transform coefficients [40]. Transi-domain non-linear quantizers
have the inherent advantage of facilitating spectral-domaise shaping in comparison to
conventional linear quantizers [431]. The quantized spédiomain transform coefficients

are then coded using Huffman coding. In order to improve teexable subjective audio

quality, the quantization noise is further shaped usinde§aetors [455], as it is highlighted

below.

Specifically, the spectrum is divided into several groupspafctral-domain transform coef-
ficients, which are referred to as scalefactor bands (SFR) Erequency-domain scalefactor
band will have its individual scalefactor, which is used¢als the amplitude of all spectral-
domain transform coefficients in that scalefactor bands phocess shapes the spectrum of
the quantization noise according to the masking threshotttgyed in Figure 11.10, as esti-
mated on the basis of the psychoacoustic model. The widtiedféquency-domain scalefac-
tor bands is adjusted according to the critical bands of tlredn auditory system [423], seen
in Figure 11.9. The number of frequency-domain scalefdzods and their width depend on
the transform length and sampling frequency. The spedtralain noise shaping is achieved

VOICE-BO
2007/8/20
page 550



11.2. GENERAL AUDIO CODING 551

: @ h - S

Outer lteration Loop
3 Non-linear Quantization \‘\\\\

1| of transform coefficient L Begin

Inner
Huffman Coding Iteration Loop
(count no. of bits) L’ !
J .-"| Compute Transform Coeff
‘ SE in all SFBs
number of bits >\ M° | pecrease Quantizer l
available bits?? Step Size yes Store best
— Best result?? tr. coeff.
j yes quantizer
L no‘+ T
Amplify SFBs having
more than the
allowed distortion
Inner ' os
| Iteration Loop .- All SFBs amplified?? Y
nol
At least one band’s no Restore
>
allowed MSE?? bt

yes

Figure 11.12: AAC inner and outer quantization loops designed for encoding the fregegomain
transform coefficients.

by adjusting the scalefactor using a step size of 1.5 dB. Be&swn as to which scalefactor
bands should be amplified/attenuated relies on the thréstwshputed from the psychoa-
coustic model and also on the number of bits available. Tleetsg coefficients amplified
have high amplitudes and this results in a higher SNR aftantigation in the corresponding
scalefactor bands. This also implies that more bits areawént encoding the transform
coefficients of the amplified scalefactor bands and henceligtgbution of bits across the
scalefactor bands will be altered. Naturally, the scatefaaformation will be needed at the
decoder, hence the scalefactors will have to be encodedieigm®ly as possible. This is
achieved by first exploiting the fact that the scalefactasally do not change dramatically
from one scalefactor band to another. Thus a differentiebdimg proved useful. Secondly,
Huffman coding is applied, in order to further reduce theurethncy associated with the
encoding of the scalefactors [40].

Again, the AAC quantization and coding process consistsvofiteration loops, the in-
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ner and outer loops. The inner iteration loop shown in Fidurd 2 consists of a non-linear
frequency-domain transform coefficient quantizer and thisetess Huffman coding module.
The frequency-domain transform coefficient values are qusintized using a non-uniform
quantizer, and further processing using the noiselessntdurffcoding tool is applied for
achieving a high coding efficiency. The quantizer step sszdeicreased until the number
of bits generated exceeds the available bit rate budgeeqfdhticular scalefactor band con-
sidered. Once the inner iteration process is completedotiter loop evaluates the Mean
Square Error (MSE) associated with all transform coeffisidor all scalefactor bands. The
task of the outer iteration loop is to amplify the transformefficients of the scalefactor bands,
in order to satisfy the requirements of the psychoacoustideh The MSE computed is com-
pared to the masking threshold value obtained from the &gedcpsychoacoustic analysis.
When the best result, i.e. the lowest MSE is achieved, thespanding quantization scheme
will be stored in memory. Subsequently, the scalefactodbdmaving a higher MSE than the
acceptable threshold are amplified, using a step size ofB.Flge iteration process will be
curtailed, when all scalefactor bands have been amplifietiwas found that the MSE of
no scalefactor band exceeds the permitted threshold. Witeerthe whole process will be
repeated, using new SFB amplification values, as seen imd-Igu12.

11.2.7 Noiseless Huffman Coding

The noiseless Huffman coding tool of Figure 11.12 is usedudher reducing the redun-
dancy inherent in the quantized frequency-domain transfaefficients of the audio signal.
One frequency-domain transform coefficients quantizespalefactor band is used. The step
size of each of these frequency-domain transform coeffieignantizers is specified in con-
junction with a global gain factor that normalizes the indixal scalefactors. The global gain
factor is coded as an 8-bit unsigned integer. The first sactef associated with the quan-
tized spectrum is differentially encoded relative to thebgll gain value and then Huffman
coded using the scalefactor codebook. The remaining scate§ are differentially encoded
relative to the previous scalefactor and then Huffman cagsiog the scalefactor codebook.

Noiseless coding of the quantized spectrum relies on feanitiy of the spectral coeffi-
cients into sets. The first partitioning divides the speutimto scalefactor bands that contain
an integer multiple of 4 quantized spectral coefficientse $acond partitioning divides the
quantized frequency-domain transform coefficients inttisas constituted by several scale-
factor bands. The quantized spectrum within such a sectilbbewepresented using a single
Huffman codebook chosen from a set of twelve possible caaleboThis includes a partic-
ular codebook that is used for signalling that all the cogffits within that section are zero.
Hence no spectral coefficients or scalefactors will be tratted for that particular band, and
thus an increased compression ratio is achieved. This imnandig quantization process,
which varies from block to block, such that the number of bigeded for representing the
full set of quantized spectral coefficients is minimized.eTdandwidth of the section and it
AUTOINDEX number=27 closes associated Huffman codebodices must be transmitted
as side information, in addition to the section’s Huffmaded spectrum.

Huffman coding creates variable length codes [431,456¢revhigher probability symbols
are encoded by shorter codes. The Huffman coding princgséekighlighted in Figure 11.13.
Specifically, successive Column O in Figure 11.13 shows ¢hefssymbols A, B, C and D,
which are Huffman coded in the successive columns. At fingt,symbols are sorted from
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Figure 11.13: Huffman coding

top to bottom with decreasing probability. In every follogistep, the two lowest probability
symbols at the bottom are combined to one symbol, which ig@ead the sum of the single
probabilities. The new symbol is then fitted into the listred torrect position according to its
new probability of occurrence. This procedure is continuedil all codewords are merged,
which leads to a coding tree structure, as seen in Figure81T e assignment of Huffman
coded bits is carried out as follows. At every node, the ufgranch is associated with a
binary '1’, and the lower branch with a binary '0’, or the othgay round. The complete
binary tree can be generated by recursively reading outytimdal list, starting with symbol
‘. As a result, symbolA is coded as '0’,B with '1111’, C' as 10’ andD with '110’since
none of the symbols constitutes a prefix of the other symbwds; decoding is unambiguous.

11.2.8 Bit-Sliced Arithmetic Coding

The Bit-Sliced Arithmetic Coding (BSAC) tool, advocated Barket al. [449] is an alterna-
tive to the AAC noiseless Huffman coding module of Sectior212, while all other modules
of the AAC-based codec remain unchanged, as shown earliggire 11.7. BSAC is in-
cluded in the MPEG-4 Audio Version 2 for supporting finelyaigred bitstream scalability,
and further reducing the redundancy inherent in the saalmfmand in the quantized spec-
trum of the MPEG-4 T/F codec [457].

In MPEG-4 Audio Version 1, the General Audio (GA) codec suppaoarse scalability
where a base layer bitstream can be combined with one or mbemeement layer bitstreams
in order to achieve a higher bit rate and thus an improvedoagdality. For example, in a
typical scenario we may utilise a 24 kbit/s base layer togattith two 16 kbit/s enhancement
layers. This gives us the flexibility of decoding in three rasdnamely 24 kbit/s, 24+16=40
kbit/s or 24+16+16=56 kbit/s modes. Each layer carriesifiggmt amount of side informa-
tion and hence finely-grained scalability was not suppogfédiently in Version 1.

The BSAC tool provides scalability in steps of 1 kbit/s peawhel. In order to achieve
finely-grained scalability, a 'bit-slicing’ scheme is ajgdl to the quantized spectral coeffi-
cients [449]. A simple illustration assisting us in undargting the operation of this BSAC
algorithm is shown in Figure 11.14. Let us consider a quadtizansform coefficient se-
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Figure 11.14: BSAC bit-sliced operations, where four quantized bit-sliced sequemcmapped into
four 4-bit vectors.
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guence, x[n], each coefficient quantized with the aid of fbits, assuming the values of
X[0]=5, x[1]=1, x[2]=7 and Xx[3]=2. Firstly, the bits of thigroup of sequences are processed
in slices according to their significance, commencing whiia MSB or LSB. Thus, the Most
Significant Bits (MSB) of the quantized vectors are groupmgkther yielding the bit-sliced
vector of 0000, followed by the 1st significant vector (1Q12)d significant vector (0011)
and the least significant vector (1110), as displayed indgpénalf of Figure 11.14.

The next step is to process the four bit-sliced vectors, citipd their previous values,
which is first initialized to zero. The MSB vector (0000) issfidecomposed into two sub-
vectors. Subvector 0 is is composed of the bit values of theentivector whose previous
state is 0, while Subvector 1 consists of bit values of theezuvector whose previous state
is 1. Note that when a specific previous state bit is zero, &x state bit will remain zero
if the corresponding bit value of the current vector is zard # is set to 1, when either the
previous state bit or the current vector’s bit value, or bsth.

By utilising this BSAC scheme, finely-grained bit rate sbidllty can be achieved by em-
ploying first the most significant bits. An increasing numb&enhancement layers can be
utilised by using more of the less significant bits obtaif@dugh the bit-slicing procedure.
The actively encoded bandwidth can also be increased bydimgwbit slices of the transform
coefficients in the higher frequency bands.

11.2.9 Transform-domain Weighted I nterleaved Vector Quantization

As shown in Figure 11.7, the third quantization and coding employed for compress-
ing the spectral components is the so-called TransformaitoiVeighted Interleaved Vector
Quantization (TWINVQ) [41] scheme. It is based on an intarebvector quantization and
LPC spectral estimation technique, and its performanceswpsrior in comparison to AAC
coding at bit rates below 32 kbit/s per channel [450, 458}480VINVQ invokes some of
the compression tools employed by the G.729 8 kbit/s stahotadec [372], such as the LPC
analysis, LSF parameter quantization employing conjugtitecture VQ [461]. The opera-
tion of the TWINVQ encoder is shown in Figure 11.15. Each blalkbe described during
our further discourse in a little more depth. Suffice to sat tTAWINVQ was found to be
superior for encoding audio signals at extremely low biesatsince the AAC codec per-
forms poorly at low bit rates, while the CELP mode of MPEG-4ii&ble to encode music
signals [462]. The TWIN-VQ scheme has also been used as aaj@oeiing paradigm for
representing both speech and music signals at a rate of &rsgmple [463].

More specifically, the input signal, as shown in Figure 11i5irst transformed into the
frequency domain using the MDCT. Before the transformatiba input signal is classified
into one of three modes, each associated with a differensfivam window size, namely a
long, medium or short window. In the long-frame mode, thadfarm size is equal to the
frame size of 1024. The transform operations are carriedvadae in a 1024-sample frame
with a half-transform size in the medium-frame mode, andhteiignes having a one-eighth
transform size in the short-frame mode. These differentainsizes cater for different input
signal characteristics. For example, transient signalbest encoded using a small transform
size, while stationary signals can be windowed employirgibrmal long frame mode.

As shown in Figure 11.15, the spectral envelope of the MDGHfents is approximated
with the aid of LPC analysis applied to the time-domain sighhe LPC coefficients are then
transformed to the Line Spectrum Pair (LSP) parameters. dAdtage split vector quantizer
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Figure 11.15: TWINVQ encoder [458].

with inter-frame moving-average prediction was used foargizing the LSPs, which was
also employed in the G.729 8 kbit/s standard codec [372]. MBET coefficients are then

smoothed in the frequency domain using this LPC spectralepe. After the smoothing by
the LPC envelope, the resultant MDCT coefficients still iretheir spectral fine structure.
In this case, the MDCT coefficients would still exhibit a highinamic range, which is not
amenable to vector quantization. Pitch analysis is alsol@&yegd, in order to obtain the

basic harmonic of the MDCT coefficients, although this isyompplied in the long frame

mode. The periodic MDCT peak components correspond to tich period of speech or

audio signal. The extracted pitch parameters are quartiizéte interleaved weighted vector
guantization scheme [464], as it will be explained latelhiis section.

As seen in Figure 11.15, the Bark-envelope is then detedrfirean the MDCT coeffi-
cients, which is smoothed by the LPC spectrum. This is aekiidw first calculating the
square-rooted power of the smoothed MDCT coefficients sparding to each Bark-scale
subband. Subsequently, the average MDCT coefficient madgstof the Bark-scale sub-
bands are normalized by their overall average value in dalereate the Bark-scale enve-
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Figure 11.16: TWINVQ interleaved weighted vector quantization process [41].

lope. Before quantizing the Bark-scale envelope, furtkelundancy reduction is achieved
by employing interframe backward prediction, whereby tbereation between the Bark-
scale envelope of the current 23.2 ms frame and that of thegueframe is exploited. If
the correlation is higher than 0.5, the prediction is atista Hence, an extra flag bit has
to be transmitted. The Bark-scale envelope is then vectantiged using the technique of
interleaved weighted vector quantization, as seen at ttterhoof Figure 11.15 [463] and
augmented below.

At the final audio coding stage, the smoothed MDCT coeffisieare normalized by a
global frequency-domain gain value, which is then scalantgjaed in the logarithm do-
main, which takes place in the 'Weighted VQ’ block of Figure 1I5. Finally, the MDCT
coefficients are interleaved, divided into subvectors lfier $ake of reducing the associated
matching complexity, and vector quantized using a weigttstbrtion measure derived from
the LPC spectral envelope [464]. The role of the weightinth& of reducing the spectral-
domain quantization errors in the perceptually most vahkr frequency regions. Moriya
et al. [464] proposed this vector quantizer, since it constitatggomising way of reducing
the computational complexity incurred by vector quani@af461], as it will be highlighted
below. Specifically, this two-stage MDCT VQ-scheme uses $ets of trained codebooks
for vector quantizing the MDCT coefficients of a subvectard ahe MDCT subvector is
reconstructed by superimposing the two codebook vectorshd encoder, a full-search is
invoked for finding the combination of the code vector ingitieat minimizes the distortion
between the input and reconstructed MDCT subvector. Thisstage MDCT VQ-scheme
constitutes a sub-optimal arrangement in comparison tegdesstage VQ, however it signif-
icantly reduces the memory and the computational complegguired. The employment of
a fixed frame rate combined with the above vector quantizpranes its robustness against
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Parameters No. of Bits
Window mode 4
MDCT coefficients 295
Bark-envelope VQ 44
Prediction switch 1
Gain factor 9
LSFVQ 19
Total bits 372

Table11.1: MPEG-4 TWINVQ bit allocation scheme designed for a rate of 16 kbit/s, iimrre-
sponds to 372 bits per 23.22 ms frame.

errors, since it does not use any error sensitive compressahniques, such as adaptive bit
allocation or variable length codes [458].

The MPEG-4 TWINVQ bitstream structure is shown in Table 1h.its 16 kbit/s mode,
which will be used in our investigations in order to constaimulti-mode speech transceiver,
as detailed in Section 11.5. A substantial fraction of the Wiere allocated for encoding the
MDCT coefficients, which were smoothed by the LPC and Bagdesspectra. Specifically, a
total of 44 bits were allocated for vector quantizing thekBscale envelope, while one bit is
used for the interframe prediction flag. Nine bits were useahcoding the global spectral-
domain gain value obtained from the MDCT coefficients andLi8€& VQ requires 19 bits
per 23.22 ms audio frame.

11.2.10 Parametric Audio Coding

An enhanced functionality provided by the MPEG-4 Audio \ens2 scheme is parametric
audio coding, with substantial contributions from Purndvagt al. [465-467], Edler [468],
Levine [469] and Verma [470]. This compression tool faatks the encoding of audio signals
at the very low bit rate of 4 kbit/s, using a parametric reprgation of the audio signal.
Similarly to the philosophy of parametric speech codinggehastead of waveform coding
the audio signal is decomposed into audio objects, whickeseribed by appropriate source
models and the quantized models parameters are transniitiesdcoding scheme is referred
to as the Harmonic and Individual Lines plus Noise (HILN)eitjue, which includes object
models for sinusoids, harmonic tones and noise comporé®es. [

Due to the limited bit rate budget at low target bit rate, ahly specific parameters that are
most important for maintaining an adequate perceptualtguathe signal are transmitted.
More specifically, in the context of the HILN technique, theduency and amplitude param-
eters are quantized using existing masking rules from pmabustics [424]. The spectral
envelope of the noise and harmonic tones is described ust@jtechniques. Parameter pre-
diction is employed in order to exploit the correlation beém the parameters across consec-
utive 23.22 ms frames. The quantized parameters are finatigded using high-efficiency,
but error-sensitive Huffman coding. Using a speech/muagsification tool in the encoder, it
is possible to automatically activate the coding of speégeds using the HVXC parametric
encoder or the HILN encoder contrived for music signals.

The operating bit rate of the HILN scheme is at a fixed rate dbi§kin the mono, 8kHz
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sampling rate mode and 16 kbit/s in the mono, 16 kHz sampéitegmode, respectively. In an
alternative proposal by Levingt al. in [471], an audio codec employing switching between
parametric and transform coding based representationadvasated. Sinusoidal signals and
noise are modelled using multiresolution sinusoidal migugl[469] and Bark-scale based
noise modelling, respectively, while the transients apregsented by short-window based
of transform coding. Vermat al. in [470] extended the work in [469] by proposing an
explicit transient model for sinusoidal-like signals andrioise. A slowly varying sinusoidal
signal is impulse-like in the frequency domain. By contrasinsients are impulse-like in the
time domain and cannot be readily represented with the a#hoft-Time Fourier Transform
(STFT) based analysis. However, due to the duality betwiess and frequency, transients
which are impulse-like in the time domain, appear to be oty in the frequency domain.
Hence, sinusoidal modelling can be applied after the toansdtion of the transient time-
domain signals to sinusoidal-like signals in the frequedioynain by quantizing their DCT
[470] coefficients.

11.3 Speech Codingin MPEG-4 Audio

While the employment of transform coding is dominant in cgdnusic audio and speech
signals at rates above 24 kbit/s, its performance detégigras the bit rate decreases. Hence,
in the MPEG-4 audio scheme, dedicated speech coding ta®lsieuded, operating at the
bit rates in the range between 2 and 24 kbit/s [44, 49]. Visiahthe Code Excite Linear
Prediction (CELP) technique [365] are used for the encodihgpeech signals at the bit
rates between 4 and 24 kbit/s, incorporating the additifiealbility of encoding speech
represented at both 8 and 16 kHz sampling rates. Below 4sklaitéinusoidal technique,
namely the so-called Harmonic Vector eXcitation Coding &8) scheme was selected for
encoding speech signals at rates down to a bit rate of 2 kBitve HVXC technique will be
described in the next section, while CELP schemes will beudised in Section 11.3.2.

11.3.1 Harmonic Vector Excitation Coding

Harmonic Vector Excitation Coding (HVXC) is based on thensigclassification of voiced
and unvoiced speech segments, facilitating the encodispedéch signals at 2 kbit/s and 4
kbit/s [472,473]. Additionally, it also supports variabiete encoding by including specific
coding modes for both background noise and mixed voice géinarin order to achieve an
average bit rate as low as 1.2 - 1.7 kbit/s.

The basic structure of an HVXC encoder is shown in Figure 2,2which first performs
LPC analysis for obtaining the LPC coefficients. The LPC ficiehts are then quantized
and used in the inverse LPC filtering block in order to obtaim prediction residual signal.
The prediction residual signal is then transformed intoftequency domain using the Dis-
crete Fourier Transform (DFT) and pitch analysis is invgkacdrder to assist in the V/UV
classification process. Furthermore, the frequency-dosectral envelope of the prediction
residual is quantized by using a combination of two-staggslvector quantizer and a scalar
gain quantizer. For unvoiced segments, a closed-loop cadetearch is carried out in order
to find the best excitation vector.

Specifically, the HVXC codec operates on the basis of a 20 amdrlength for speech
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Figure 11.17: Harmonic Vector Excitation Coding

signals represented at an 8 kHz sampling rate. Table 11v#sshe bit allocation schemes of
the HVXC codec at rates of 2 and 4 kbit/s [474]. Both voiced anebiced speech segments
use the LSF parameters and the voiced/unvoiced indicatgpr fi@r 2 kbit/s transmission
of voiced speech, the parameters include 18 bits for LSF tiquadion using a two-stage
split vector quantizer, which facilitates the reductiortteé codebook search complexity by
mitigating the VQ matching complexity. Furthermore, 2 ldte used for the V/UV mode
indication, where the extra one bit is used to indicate thek¢paound noise interval and
mixed speech modes for variable rate coding, as will be @xpdalater. Furthermore, 7
bits are dedicated to pitch encoding, while 8 and 5 bits aeel fisr encoding the harmonic
shape and gain of the prediction residual in Figure 11.15peaetively. Explicitly, for the
quantization of the harmonic spectral magnitudes/shafpte grediction residual in Figure
11.17, atwo-stage shape vector quantizer is used, whesizthef both the shape codebooks
is 16, both requiring a four-bit index. The codebook gairsaurantized using three and two
bits, respectively. In the case of unvoiced speech trarssomsat 2 kbit/s, besides the LSF
quantization indices and the V/UV indication bits, the shapnd gain codebook indices of
the Vector eXCitation (VXC) requires 6 and 4 bits, respesfifor a 10 ms frame length.

For 4 kbit/s transmission, a coding enhancement layer isctitithe base layer of 2 kbit/s.
In the case of LSF quantization, a 10-dimensional vectontiper using an 8-bit codebook
is added to the 18 bits/20 ms LSF quantizer scheme of the &ldntlec mode seen at the
top of Table 11.2. This results in an increased bit rate requeént for LSF quantization,
namely from 18 bits/20ms to 26 bits/20ms. A split VQ schermmmposed of four vector
quantizers having addresses of 7, 10, 9 and 6 bits, resphds\added to the two-stage vector
quantizer required for the quantization of the harmonigskaof the prediction residual in
Figure 11.17. This results in a total of bit rate budget iaseeof 32 bits/20 ms, as seen in
Table 11.2. For unvoiced speech segment encoding at 4 ,kii¢/excitation vectors of the
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Voiced Common Unvoiced

L SF1 (2-stage Split VQ at 2 kbit/s 18bits/20ms
L SF2 (at 4 kbit/s) 8bits/20ms
V/UV 2bits/20ms
Pitch 7bits/20ms
Harmonicl Shape (at 2 kbit/s) 4+4bits/20ms
Harmonicl Gain (at 2 kbit/s) 5bits/20ms
Harmonic2 Split (at 4 kbit/s) 32bits/20ms
VXC1 Shape (at 2 kbit/s) 6bits/10ms
VXV1Gain (at 2 kbit/s) 4bits/10ms
VXC2 Shape (at 4 kbit/s) 5bits/5ms
VXC2 Gain (at 4 kbit/s) 3bits/5ms
2 kbit/s mode 40bits/20ms 40bits/20ms
4 kbit/s mode 80bits/20ms 80bits/20ms

Table 11.2: MPEG-4 Bit allocations at the fixed rates of 2.0 and 4.0 kbit/s using the H¢¥ding

mode [41].

Mode Background Noise Unvoiced | Mixed Voiced/Voiced
V/UV 2bits/20ms| 2bits/20ms 2bits/20ms
LSF Obits/20ms| 18bits/20ms 18bits/20ms
Excitation Obits/20ms| 8bits/20ms 20bits/20ms
(gain only) (pitch & harmonic

spectral parameters)

Total 2bits/20ms| 28bits/20ms 40bits/20ms
= 0.1 kbit/s | =1.4 kbit/s = 2.0kbit/s

Table 11.3: Bit allocations for variable rate HVXC coding [41].

enhancement layer are obtained by utilising codebook kesard the gain/shape codebook
indices, which minimize the weighted distortion are traitted. Specifically, a 5-bit shape
codebook as well as 3-bit gain codebook are used and thigguoe is updated every 5 ms.
For the unvoiced speech segments, the LPC coefficients pttlalcurrent 20 ms frame are
used for two 10 ms subframes without any interpolation pdace using the LPC coefficients
from the previous frame. Again, the codec’s performancesuasmarised in Table 11.2.
Optional variable rate coding can be applied to the HVXC copdecorporating back-
ground noise detection, where only the mode bits are redeiueng the “background noise
mode”. When the HVXC codec is in the “background noise mode,decoding is similar
to the manner applied in an UV frame, but in this scenario nB p&ameters are transmit-
ted while only the mode bits are transmitted. Instead twe sEtL.SF parameters generated
during the previous two UV frames will be used for the LPC &ysis process. During the
background noise mode, fully encoded unvoiced (UV) frammesreserted every nine 20 ms
frames, in order to transmit the background noise paramefEnis means only eight con-
secutive “background noise” frame are allowed to use theedara sets of LSF parameters
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] CELP \
Mode Narrowband Wideband
Sampling Rate (kHZz) 8 16
Bandwidth (Hz) 300 - 3400 50 - 7000
Bit Rate (kbit/s) 3.85-12.2 10.9-24.0
Excitation Scheme MPE/RPE RPE
Frame Size (ms) 10-40 10-20
Delay (ms) 15-85| 18.75-41.75
Multi Bit Rate Coding

Features Bit Rate Scalability
Bandwidth Scalability

Complexity Scalability

Table 11.4: Summary of various features of the MPEG-4 CELP codec [41].

from the previous UV frames. Hereafter new UV frame will bensmitted. This UV frame
may or may not be a real UV frame indicating the beginning éf/aspeech bursts. This is
signalled by the transmitted gain factor. If the gain fadsosmaller or equal to the previous
two gain values, then this UV frame is regarded as backgrowigk. In this case the most
recent previously transmitted LSF parameters are used dartaining the smooth variation
of the LSF parameters. Otherwise, the currently transthli®eFs are used, since the frame
is deemed a real UV frame. During background noise periodsimnormalised Gaussian
noise vector is used instead of the stochastic predictisidual shape codebook entry em-
ployed during UV frame decoding. The prediction residuahgalue is encoded using an
8-bit codebook entry, as displayed in Table 11.3.

Table 11.3 shows the bit allocation scheme of variable ratX® coding for four differ-
ent encoding modes, which are the modes dedicated to basidyrmise, unvoiced, mixed
voiced and voiced segments. The mixed voiced and voiced snsltlere the same bit allo-
cation at 2 kbit/s. The unvoiced mode operates at 1.4 kivitiere only the gain parameter
of the vector excitation is transmitted. Finally, for theckground noise mode only the two
voiced/unvoiced/noise signalling bits are transmitted.

11.3.2 CELP Codingin MPEG-4

While the HVXC mode of MPEG-4 supports the very low bit rateaing of speech signals
for rates below 4 kbit/s, the CELP compression tool is useditaates in excess of 4 kbit/s,
as illustrated in the summary of Table 11.4. The MPEG-4 CHid? ¢énables the encoding
of speech signals at two different sampling rates, name8/ atd 16 kHz [475]. For nar-

rowband speech coding, the operating bit rates are betw8&ra8d 12.0 kbit/s. Higher bit
rates between 10.9 and 24 kbit/s are allocated for widebp@elch coding, which cater for a
higher speech quality due to their extended bandwidth ofiabd&Hz. The MPEG-4 CELP

codec supports a range of further functionalities, whiatude the possibility of supporting
multiple bit rates, bit rate scalability, bandwidth scalizhand complexity scalability. Addi-

tionally, the MPEG-4 CELP mode supports both fixed and végiblt rate transmission. The

VOICE-BO
2007/8/20
page 562



VOICE-BC

2007/8/20
| page 563
11.3. SPEECH CODING IN MPEG-4 AUDIO 563
Input PRE
Speech PROCESSING
LPC ANALYSIS
LAR/LSF QUANTIZATION
| ADAPTIVE INTERPOLATION
CODEBOOK 1 T ecin

S + LPC SYNTHESIS <+)
FIXED FILTER

- CODEBOOK
(MPE/RPE)

LP(F info
v
PERCEPTUAL WEIGHTED
ERROR MINIMIZATION

Figure 11.18: CELP encoder.

bit rate is specified by the user’s requirements, taking aacof the sampling rate chosen
and also of the type of LPC quantizer (scalar quantizer otovequantizer) selected. The
default CELP codec operating at 16 kHz sampling rate emm@®ealar quantizer and in this
mode also the Fine Rate Control (FRC) switch is turned on.HRE mode allows the codec
to change the bit rate by skipping the transmission of the tB€éfficients, by utilising the
Interpolation and theL PC_Present flags [476], as it will be discussed in Section 11.3.3.
By contrast, at the 8 kHz sampling rate, the default MPEG-4 EEode utilises vector
quantizer and the FRC switch is turned off.

As shown in Figure 11.18, first the LPC coefficients of the ingpeech are determined
and converted to Log Area Ratios (LAR) or LSF. The LARs or L&Fsthen quantized and
also inverse quantized, in order to obtain the quantized t&ficients. These coefficients
are used by the LPC synthesis filter. The excitation signasists of the superposition of
contributions by the adaptive codebook and one or more fixetklnooks. The adaptive
codebook represents the periodic speech components, tivbifexed codebooks are used for
encoding the random speech components. The transmittathpters include the LAR/LSF
codebook indices, the pitch lag for the adaptive codebduk,shape codebook indices of
the fixed codebook and the gain codebook indices of the asagasi well as fixed codebook
gains. Multi-Pulse Excitation (MPE) [477] or Regular Pulsecitation (RPE) [478] can also
be used for the fixed codebooks. The difference among theiésan the degree of freedom
for pulse positions. MPE allows more freedom in the choicthefinter-pulse distance than
RPE, which has a fixed inter-pulse distance. As a result, MPIEdlly achieves a better
speech coding quality than RPE at a given bit rate. On ther dthed, the RPE scheme
imposes a lower computational complexity than MPE, whictdezs MPE a useful tool for
wideband speech coding, where the computational compléxibaturally higher than in
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@ VQ without prediction
(2) VQ with prediction
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Figure 11.19: LSF VQ operating in two modes, with or without LSF prediction at the sectages
VQ.

narrowband speech coding due to the doubled sampling rate us

11.3.3 LPC Analysisand Quantization

Depending on the tolerable complexity, the LPC coefficieats be quantized using either a
scalar or a vector quantization scheme. When a scalar gaaitiased, the LPC coefficients
have to be transformed to the LAR parameters. In order toilkee LAR parameters,
the LPC coefficients are first transformed to the reflecticeffarients [339]. The reflection
coefficients are then quantized using a look-up table. Tlatioeship between the LARs and
the reflection coefficients are described by:

LARIi] = log((1 — q-rfeli]) /(1 + q-rfcli])) (11.12)

whereq_r fc represents the quantized reflection coefficients. The si#gde transmit the
LARs depends on the amount of change between the currerd/speéech spectrum and the
spectrum described by the LARs obtained by interpolatiomfthe LARs of the adjacent
frame. If the spectral change is higher than a pre-detemniheeshold, then the current
LAR coefficients are transmitted to the decoder. The thrgsisadaptive, depending on the
desired bit rate. If the resultant bit rate is higher thandbsired bit rate, the threshold is
raised, otherwise, it is lowered. In order to reduce thedi# further, the LAR coefficients
can be losslessly Huffman coded. We note however that ksslading will only be applied
to the LARs but not to the LSF, since only the LARs are scalantjaed and there is no LAR
VQ in the standard.

If vector quantization of the LPC coefficients is used, theClédefficients are be trans-
formed into the LSF domain. There are two methods of quargitie LSFs in the CELP
MPEG-4 mode. We can either employ a two-stage vector quantithout interframe LSF
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Interpolation | LPC_Present Description
1 1 LPC.y, = interpolate(LPClyrey + LPChreyt)
0 0 LPCcur — LPCprev
0 1 LPC,.,, = LPC received in current frame

Table 11.5: Fine Rate Control utilising thinter polation andL PC_Present flags [41].

prediction, or in combination with interframe LSF predictj as shown in Figure 11.19. In
the case of using a two-stage vector quantizer withoutfiatere LSF prediction, the second-
stage VQ quantizes the LSF quantization error of the firgiest#/hen interframe LSF predic-
tion is employed, the difference between the input LSFs hagtedicted LSFs is quantized.
At the encoder, both methods are applied and the better mhé&ttselected by comparing the
LSF quantization error, obtained by calculating the wetghhean squared LSF error. In nar-
rowband speech coding, the number of LSF parameters is 1 ivis 20 in the wideband
MPEG-4 CELP speech encoding mode. The number of bits usddSiBrquantization is 22
for the narrowband case and 46 bits for the wideband scenahich involves 25 bits used
for quantizing the first ten LSF coefficients and 21 bits fa 11® remaining LSFs [41].

The procedure of spectral envelope interpolation can adserbployed for interpolating
both the LARs and LSFs. Thenterpolation flag, together with thé. PC_Present flag un-
ambiguously describe, how the LPC coefficients of the curirame are derived. The asso-
ciated functionalities are summarised in Table 11.5. Sjpadly, if the Interpolation flag is
set to one, this implies that the LPC coefficients of the air2® ms frame are calculated by
using the LPC coefficients of the previous and next framess Whuld mean in general the
decoding of the current frame must be delayed by one framerder to avoid the latency
of one frame delay at the decoder, the LPC coefficients of &xt frame are enclosed in
the current frame [41]. In this case, th®C_Present flag is set. Since the LPC coefficients
of the next frame are already present in the current framenéxt frame will contain no
LPC information. When thénterpolation flag is zero and thé& PC_Present flag is zero,
the LPC parameters of the current frame are those receivétkiprevious frame. When
the Interpolation flag is zero and thé PC_Present flag is one, then the current frame is a
complete frame and the LPC parameters received in the ¢udreene belong to the current
frame. Note that in order to maintain good subjective speestiity, it is not allowed to have
consecutive frames without the LPC information. This mdhas$nterpolation flag may not
have a value of 1 in two successive frames.

11.3.4 Multi Pulse and Regular Pulse Excitation

In MPEG-4 CELP coding, the excitation vectors can be enceitbeér using the Multi-Pulse
Excitation (MPE) [477] or Regular-Pulse Excitation (RPEY$] techniques. MPE is the
default mode used for narrowband speech coding while RPte iddfault mode for wideband
speech coding, due to its simplicity in comparison to the M&thnique.

In Analysis-by-Synthesis (AbS) based speech codecs, ttitaggn signal is represented
by a linear combination of the adaptive codevector and tleelfbodevector scaled by their re-
spective gains. Each component of the excitation signddasen by an analysis-by-synthesis
search procedure in order to ensure that the perceptualiyhweel error between the input sig-
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Bit Rate Frame Length| No. subframes No. pulses

Range (kbit/s) (ms) per frame per subframe
3.85-4.65 40 4 3.5
4.90 - 5.50 30 3 5..7
5.70-7.30 20 2 6...12

7.70-10.70 20 4 4..12

11.00-12.20 10 2 8...12

Table 11.6: Excitation configurations for narrowband MPE.

Bit Rate Frame Length| No. subframes No. pulses
Range (kbit/s) (ms) per frame per subframe
10.9-13.6 20 4 5..11
13.7-14.1 20 8 3...10
14.1-17.0 10 2 5..11
21.1-23.8 10 4 3...10

Table 11.7: Excitation configurations for wideband MPE

nal and the reconstructed signal is minimized [367]. Theptida codebook parameters are
constituted by the closed-loop delay and gain. The closeg-Helay is selected with the
aid of a focussed search in the range around the estimatedlope delay. The adaptive
codevector is generated from a block of the past excitatigmas samples associated with
the selected closed-loop delay. The fixed codevector amtsgveral non-zero excitation
pulses. The excitation pulse positions obey an algebraictstre [367,479]. In order to im-
prove the achievable performance, after determining akgets of excitation pulse position
candidates, a combined search based on the amalgamatiba ekditation pulse position
candidates and the pulse amplitudes is carried out.

For narrowband speech coding utilising Multi-Pulse Exaita (MPE) [477], the bit rate
can vary from 3.85 to 12.2 kbit/s when using different configions based on varying the
frame length, the number of subframes per frame, and the eunfltpulses per subframe.
These different configurations are shown in Table 11.6 afdeThL.7 for narrowband MPE
and wideband MPE, respectively.

On the other hand, Regular Pulse Excitation (RPE) [478, 48@ples implementations
having significantly lower encoder complexity and only ktig reduced compression ef-
ficiency. The RPE principle is used in wideband speech engodeplacing MPE as the
default mode and supporting bit rates between 13 and 24skiRPE employs fixed pulse
spacing, which implies that the distance of subsequentaian pulses in the fixed code-
book is fixed. This reduces the codebook search complexgtyired for obtaining the best
indices during the analysis-by-synthesis procedure.

Having introduced the most important speech and audio godiades of the MPEG-4
codec, let us now characterize its performance in the nekiose
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Figure 11.20: Segmental SNR performance for the encoding of speech signals, egject to three
different MPEG-4 coding modes, where the MPE codec and the RREe @wd employed
at the sampling rates of 8 kHz and 16 kHz, respectively, while the TWINMAio codec
of Section 11.2.9 operates at 16 kHz sampling rate.

11.4 MPEG-4 Codec Performance

Figure 11.20 shows the achievable Segmental SNR perfoenainthe MPEG-4 codec at
various bit rates applying various speech and audio codindess The MPE speech codec
mode has been applied for bit rates between 3.85 kbit/s ar2dkbi/s for encoding narrow-
band speech while the RPE codec in the CELP 'toolbox’ is eygaldor wideband speech
encoding spans from 13 kbit/s to 24 kbit/s. The TWINVQ audidemof Section 11.2.9 was
utilised for encoding music signals for bit rates of 16 kb#ahd beyond. In Figure 11.20, the
codecs were characterized in terms of their performancenweincoding speech signals. As
expected, the Segmental SNR increases upon increasing tiaeeb When the RPE codec
mode is used, the wideband speech quality is improved inst@fnboth the objective Seg-
mental SNR measure and the subjective quality. For the daS&/&NVQ codec mode of
Section 11.2.9, the Segmental SNR increases near-lin@éhythe bit rates. It is worth not-
ing in Figure 11.20, that the RPE codec mode outperforme@¥MENVQ codec mode over
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Figure 11.21: Segmental SNR performances versus frame index for three diffieiteates of 3.85, 6.0
and 12.0 kbit/s, using the CELP tool in MPEG-4 Audio at a sampling rate ¢fBflar
the speech file of five.bin.

its entire bit rate range in the context of wideband speecbding. This is because the RPE
scheme is a dedicated speech codec while the TWINVQ codecasegeneral audio codec,
but capable of also encoding speech signals.

Figure 11.21 displays the achievable Segmental SNR pesiocmversus frame index for
the three different narrowband speech coding bit rates8%,&.0 and 12.0 kbit/s, using the
MPE tool of the MPEG-4 Audio standard. The MPE tool offers dption of multi-rate
coding, which is very useful in adaptive transmission sabethat can adapt the source bit
rate according to the near-instantaneous channel conslitio

The performance of various codecs of the MPEG-4 toolbox &t der the encoding of
music signals is shown in Figure 11.22 at a sampling rate dfHA We observe that as
expected, the TWINVQ codec of Section 11.2.9 performed heiten the CELP codec when
encoding music signals. The difference in Segmental SNRprance can be as high as 2
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Figure 11.22: Comparing Segmental SNR performances for two different code@ELP and
TWINVQ codecs at 16 kHz sampling rate, for coding of music file of mbize

dB at the same bit rate.

11.5 MPEG-4 Space-TimeBlock Coded OFDM Audio Transceiver

! The Third Generation (3G) mobile communications standg8i] are expected to provide
a wide range of bearer services, spanning from voice to hatghdata services, supporting
rates of at least 144 kbit/s in vehicular, 384 kbit/s in oatdtw-indoor and 2 Mbit/s in indoor
as well as in picocellular applications.

In an effort to support such high rates, the bit/ symbol capaxd band-limited wireless
channels can be increased by employing multiple anteni®23.[#he concept of Space-Time

1This section is based on How, Liew and Hanzo: An MPEG-4 Sface: OFDM Audio Transceiver, submitted
to IEEE Proceedings of VTC, New Jersey, USA, 2001 and it waedban collaborative research with the co-authors.
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Trellis Codes (STTCs) was proposed by Tarokh, Seshadri atde@ank [483] in 1998.
By jointly designing the FEC, modulation, transmit divéysand optional receive diversity
scheme, they increased the effective bits/symbol (BPSutitrput of band-limited wireless
channels, given a certain channel quality. A few monthg,|&amouti [50] invented a low-
complexity Space-Time Block Code (STBC), which imposegaificantly lower complexity
at the cost of a slight performance degradation. Alamoinigntion motivated Taroklet
al. [484,485] to generalise Alamouti's scheme to an arbitranypber of transmitter antennas.
Then, Tarokhet al, Bauchet al. [486], Agrawal [487], Liet al. [488] and Naguibet al.
[489] extended the research of space-time codes from camsigdnarrow-band channels to
dispersive channels [490]. The benefits of space time caditegms of mitigating the effects
of channel fading are substantial and hence they were @ilyoadopted in the forthcoming
3G cellular standards [491].

In recent years substantial advances have been made inltheffierthogonal Frequency
Division Multiplexing (OFDM), which was first proposed by &g in his 1966 paper [492].
Research in OFDM was revived amongst others by Cimini in fienccited paper [493] and
the field was further advanced during the nineties, with @ bbsontributions documented
for example in [494]. In Europe, OFDM has been favoured fahtoigital Audio Broad-
casting (DAB) and Digital Video Broadcasting (DVB) [495,6]%s well as for high-rate
Wireless Asynchronous Transfer Mode (WATM) systems dugstability to combat the ef-
fects of highly dispersive channels [497]. Most recentlyDDFhas been also proposed for
the downlink of high-rate wireless Internet access [498].

At the time of writing we are witnessing the rapid emergentetelligent multi-mode
High-Speed Downlink Packet Access (HSDPA) style mobileesheand audio communica-
tors [339, 371, 499], that can adapt their parameters inorespto rapidly changing propa-
gation environments. Simultaneously, significant effbidse been dedicated to researching
multi-rate source coding, which are required by the nestaimaneously adaptive transceivers
[500]. The recent GSM Adaptive Multi-Rate (AMR) standagtinn activities have prompted
significant research interests in invoking the AMR mechariishalf-rate and full-rate chan-
nels [28]. Recently ETSI also standardized the wideband AMRR-WB) speech codec
[337] for the GSM system, which provides a high speech quédliie to representing the ex-
tra audio bandwidth of 7 kHz, instead of the conventionallk3¥ bandwidth. Finally, the
further enhanced AMR-WB+ audio- and speech codec was defail8ection 9.7.

The standardization activities within the framework of M®EG-4 audio coding initia-
tive [501] have also reached fruition, supporting the tnaission of natural audio signals,
including the representation of synthetic audio, such asit&l Instrument Digital Interface
(MIDI) [48] and Text-to-Speech (TTS) systems [42]. A widenging set of bit rates span-
ning from 2 kbit/s per channel up to 64 kbit/s per channel appsrted by the MPEG-4 audio
codec.

Against this backcloth, in this section the underlying &audfs of using the multi-rate
MPEG-4 TWINVQ audio encoder of Section 11.2.9, in conjuntiith a turbo-coded [502]
and space-time coded [483], reconfigurable BPSK/QPSK/IM@¥%DM system [51] are
investigated, in order to provide an attractive systemgieskample.
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Figure 11.23: Schematic overview of the turbo-coded and space-time coded OFDighsys

11.5.1 System Overview

Figure 11.23 shows the schematic of the turbo-coded ancdpae coded OFDM system.
The source bits generated by the MPEG-4 TWINVQ encoder [4d]passed to the turbo
encoder using the half-rate, constraint length three tadowolutional encoder TC(2,1,3),
employing an octal generator polynomial of (7,5). The emcbdits were channel inter-
leaved and passed to the modulator. The choice of the manlulstheme to be used by
the transmitter for its next OFDM symbol is determined by ¢hannel quality estimate of
the receiver based on the current OFDM symbol. Here, pectesinel quality estimation
and perfect signalling of the required modem modes werenaasdu In order to simplify
the task of signalling the required modulation modes frooeneer A to transmitter B, we
employed the subband-adaptive OFDM transmission scheopoged by Kelleet al. [51].
More specifically, the total OFDM symbol bandwidth was dadidnto equi-width subbands
having a similar channel quality, where the same modem maedeassigned. The modulated
signals were then passed to the encoder of the space-titledddeG, [50], which employs
two transmitters and one receiver. The space-time encddedls were OFDM modulated
and transmitted by the corresponding antennas.

The received signals were OFDM demodulated and passed tgpdee-time decoders.
Logarithmic Maximum Aposteriori (Log-MAP) decoding [508F the received space-time
signals was performed, in order to provide soft-outputgterTC(2,1,3) turbo decoder. The
received bits were then channel deinterleaved and passbe f6C decoder, which again,
employs the Log-MAP decoding algorithm. The decoded bitsewimally passed to the
MPEG-4 TWINVQ decoder for obtaining the reconstructed asitimal.

11.5.2 System parameters

Table 11.8 and 11.9 gives an overview of the proposed sysiganameters. The transmission
parameters have been partially harmonised with those dfifi2mode of the Pan-European
UMTS system [491]. The sampling rate is assumed to be 1.9 Nidzling to a 1024 sub-
carrier OFDM symbol. The channel model used was the folr-6QST 207 Typical Urban
(TU) Channel Impulse Response (CIR) [409], where each isgpwis subjected to indepen-
dent Rayleigh fading having a normalised Doppler frequesfcd.25 - 10-6, corresponding
to a pedestrian scenario at a walking speed of 3mph. The ehanpulse response is shown
in Figure 11.24.

The channel encoder is a convolutional constituent codasgt turbo encoder [502], em-
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System Parameters Value
Carrier Frequency 1.9 GHz
Sampling Rate 3.78 MHz
Channel
Impulse Response COST207
Normalised Doppler Frequency2.25 - 10~6
OFDM
Number of Subcarriers 1024
OFDM Symbols/Packet 1
OFDM Symbol Duration (1024+64)
x 1/(3.78 - 109)
Guard Period 64 samples
Modulation Scheme Fixed Modulations
Space Time Coding
Number of transmitters 2
Number of receivers 1
Channel Coding Turbo Convolutional
Constraint Length 3
Code Rate 0.5
Generator Polynomials 7,5
Turbo Interleaver Length 464/928/1856/2784
Decoding Algorithm Log MAP
Number of Iterations 8
Source Coding MPEG-4 TWINVQ
Bit Rates (kbit/s) 16-64
Audio Frame Length (ms) 23.22
Sampling Rate (kHz) 44.1

Table 11.8: System Parameters

ploying block turbo interleavers and a pseudo-random oblainterleaver. Again, the con-
stituent Recursive Systematic Convolutional (RSC) encedeploys a constraint length of
3 and the octal generator polynomial of (7,5). Eight itenasi are performed at the decoder,
utilising the MAP-algorithm and the Log-Likelihood Ratibl(R) soft inputs provided by the
demodulator.

The MPEG-4 TWINVQ audio coder has been chosen for this systdrith can be pro-
grammed to operate at bit rates between 16 and 64 kbit/sovtges a high audio quality at
an adjustable bit rate and will be described in more depthémext section.

11.5.3 Frame Dropping Procedure

For completeness, we investigated the bit sensitivity ef TtVINVQ codec. A high robust-
ness against bit errors, inflicted by wireless channels isnortant criterion for the design
of a communication system. A commonly used approach in ifyang the sensitivity of a
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573

Data + Parity Bits 928 1856 | 3712
Source Coded Bits/Packet 372 743 1486
Source Coding Bit Rate (kbit/s) 16 32 64
Modulation Mode BPSK | QPSK | 16QAM
Minimum Channel SNR for 1% FER (dB)) 4.3 7.2 124
Minimum Channel SNR for 5% FER (dB)) 2.7 5.8 10.6
Table 11.9: System parameters
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Figure 11.24: COST207 channel impulse response [409].
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Figure 11.25: SEGSNR degradation against bit index using MPEG-4 TWINVQ at 16 khitie. cor-
responding bit allocation scheme was given in Table 11.1.

given bit is to invert this bit consistently in every audiarne and to evaluate the associated
Segmental SNR (SEGSNR) degradation [371]. Figure 11.2&slhioe bit error sensitivity
of the MPEG-4 TWINVQ encoder of Section 11.2.9 at 16 kbit/sisTgure shows that the
bits representing the gain factors (bit 345-353), the LSrapaters (bit 354-372), and the
Bark-envelope (bit 302-343) are more sensitive to chanmel® compared to the bits rep-
resenting the MDCT coefficients (bit 7-301). The bits si¢inglthe window mode used are
also very sensitive to transmission errors and hence halve veell protected. The window
modes were defined in Section 11.2.

In Section 7.13.5.2 we studied the benefits of invoking raliss embedded error cor-
rection coding assigned to the narrowband AMR speech codeite in Section 10 in the
context of the AMR-WB codec. By contrast, in the wideband MPEGBWINVQ system
studied here erroneously received audio frames are droppédeplaced by the previous
audio frame, since the system is aiming for maintaining # laigdio quality and the error-
infested audio frames would result in catastrophic intardfe error propagation. Hence the
system’s audio quality is determined by the tolerable tragsion Frame Error Rate (FER),
rather than by the BER. In order to determine the highest H&Rdan be tolerated by the
MPEG-4 TWINVQ codec, it was exposed to random frame dropping the associated
SEGSNR degradation as well as the informally assessedpiaat@udio degradation was
evaluated. The corresponding SEGSNR degradation is glottEigure 11.26. Observe in
the figure that at a given FER the higher rate modes suffer fidrigher SEGSNR degra-
dation. This is because their audio SEGSNR is inherentidrigand hence for example
obliterating one frame in 100 frames inevitably reducesatferage SEGSNR more dramat-
ically. We found that the associated audio quality expmseeterms of Segmental SNR
(SEGSNR) degradation was deemed to be perceptually odmjexttie for frame error rates in
excess of 1%. Again, frame dropping was preferred, whichfaaisd to be more beneficial
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Figure 11.26: SEGSNR degradation against FER for the MPEG-4 TWINVQ codec did@et1.2.9,
at bit rates of 16, 32 and 64 kbit/s. The SEGSNR degradation valuesob&imed, in
conjunction with the employment of frame dropping.

in audio quality terms, than retaining corrupted audio feam

For the sake of completeness, Figure 11.27 shows the SEG8§adhtion when inflict-
ing random bit errors but retaining the corrupted audio famAs expected, the highest bit
rate mode of 64 kbit/s suffered the highest SEGSNR deg@dation increasing the BER,
since a higher number of bits per frame was corrupted by €rvahnich degraded the audio
quality more considerably.

11.5.4 Space-Time Coding

Traditionally, the most effective technique of combatirglihg has been the exploitation
of diversity [483]. Diversity techniques can be dividedoirthree broad categories, namely
temporal diversity, frequency diversity and spatial ddigt Temporal and frequency diver-
sity schemes [50] introduce redundancy in the time andémuency domain, which results
in a loss of bandwidth efficiency. Examples of spatial diitgrare constituted by multi-
ple transmit- and/or receive-antenna based systems [488hsmit-antenna diversity relies
on employing multiple antennas at the transmitter and hiéngenore suitable for downlink
transmissions, since having multiple transmit antennteediase station is certainly feasible.
By contrast, receive-antenna diversity employs multipliieanas at the receiver for acquiring
multiple copies of the transmitted signals, which are themlgined in order to mitigate the
channel-induced fading.

Space time coding [50,483] is a specific form of transmieant diversity, which aims for
usefully exploiting the multipath phenomenon experienbgdignals propagating through
the dispersive mobile channel. This is achieved by combimnltiple transmission antennas
in conjunction with appropriate signal processing at tloeereer, in order to provide diversity

VOICE-BC
2007/8/20
page 575



576 CHAPTER 11. MPEG-4 AUDIO COMPRESSION AND TRANSMISSION

=
N

A 16 kbit/s
O 32 kbit/s
0 64 kbit/s

[
o

[ee]

SEGSNR Degradation (dB)
(o]

10 2 s 100 2 5 10
BER (%)

Figure 11.27: SEGSNR degradation against BER for the MPEG-4 TWINVQ codec di@et1.2.9,
at bit rates of 16, 32 and 64 kbit/s.

and coding gain in comparison to uncoded single-antennmasios [489].

In the system investigated, we employ a two-transmitterar@receiver configuration, in
conjunction with turbo channel coding [502]. In Figure 18,.2ve show the instantaneous
channel SNR experienced by the 512-subcarrier OFDM modera éme-transmitter, one-
receiver scheme and for the space time block aGd450] using two transmitters and one
receiver for transmission over the COST207 channel. Theageechannel SNR was 10 dB.
We can see in Figure 11.28 that the variation of the instaaas channel SNR for a one-
transmitter, one-receiver scheme is severe. The instaotznchannel SNR may become as
low as 4 dB due to the deep fades inflicted by the channel. Oottier hand, we can see
that for the space-time block codeé, using one receiver the variation of the instantaneous
channel SNR is less severe. Explicitly, by employing midtipansmit antennas in Figure
11.28, we have significantly reduced the depth of the chdadek. Whilst space-time coding
endeavours to mitigate the fading-related time- and fragge&lomain channel-quality fluc-
tuations at the cost of increasing the transmitter's corifyleadaptive modulation attempts
to accommodate these channel quality fluctuations, aslibeibutlined in the next section.

1155 Adaptive Modulation

In order to accommodate the time- and frequency-domainrefiaquality variations seen in
case of the 1Tx 1Rx scenario of Figure 11.28, the employmeatroulti-mode system is
desirable, which allows us to switch between a set of diffeseurce- and channel encoders
as well as various transmission parameters, dependingeoingtantaneous channel quality
[51].

In the proposed system, we have defined three operating meteh correspond to the
uncoded audio bit rates of 16, 32 and 64 kbit/s. This cornedpdo 372, 743 and 1486 bits
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Figure 11.29: FER against channel BER performance of the adaptive OFDM modereging 512,
1024 and 2048 BPS for transmission over the channel model of Figu?d.

per 23.22 ms audio frame. In conjunction with half-rate ctercoding and also allowing
for check sums and signalling overheads, the number of rirétresl turbo coded bits per
OFDM symbol is 928, 1856 and 3712 for the three source-codmiks) respectively. Again,
these bit rates are also summarised in Table 11.9. Eachnissisn mode uses a different
modulation scheme, depending on the instantaneous cheonéitions. It is beneficial, if
the transceiver can drop its source rate, for example frorkbéids to 32 kbit/s and invoke
QPSK modulation instead of 16QAM, while maintaining the sdsandwidth. Hence, during
good channel conditions the higher throughput, higheragdality but less robust modes
of operation can be invoked, while the more robust but lowsli@quality BPSK/16kbit/s
mode can be applied during degrading channel conditions.

Figure 11.29 shows the FER observed for all three modes ohtipe, namely for the 512,
1024 and 2048 versus the channel BER that was predicted yRB# receiver during the
channel quality estimation process. Again, the rationeleiid using the FER, rather than
the BER for estimating the expected channel quality of the transmitted OFDM symbol
is, because the MPEG-4 audio codec has to drop the turbaiddceceived OFDM symbols,
which contained transmission errors. This is because pt@duaudio packets would result
in detrimental MPEG-4 decoding error propagation and aadifacts. A FER of 1% was
observed for an estimated input bit error rate of about 4%Her16 and 32 kbit/s modes,
while a BER of over 5% was tolerable for the 64 kbit/s mode shsas, because the number
of bits per OFDM symbol was quadrupled in the 16QAM mode oveictvturbo interleaving
was invoked compared to the BPSK mode. The quadrupledeatarlg length substantially
increased the turbo codec’s performance.

In Figure 11.30, we show our Bits Per Symbol (BPS) througipeuformance comparison
between the subband-adaptive and fixed mode OFDM modulstioemes. From the figure
we can see that at a low BPS throughput the adaptive OFDM ratidnlscheme outper-
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Figure 11.30: BPS performance comparison between the adaptive and fixed-nfeis!@odulation
schemes, when using space-time coding, for transmission over theathmodel of
Figure 11.24.

forms the fixed OFDM modulation scheme. However, as the BR&igfhput of the system
increases, the fixed modulation schemes become prefefidbteis, because adaptive modu-
lation is advantageous, when there are high channel qualitstions in the one-transmitter,
one receiver scheme. However, we have shown in Figure 1h&t8the channel quality
variations have been significantly reduced by employing 6 space-time transmitters.
Therefore, the advantages of adaptive modulation erodedathe reduced channel qual-
ity variations in the space-time coded system. As a consegydwo different-complexity
system design principles can be proposed. The first systahe ifower-complexity one-
transmitter, one receiver scheme, which mitigates thersexaiation of the channel quality
by employing subband adaptive OFDM modulation. By confrag& can design a more
complexGo space-time coded system, which employs fixed modulatioarsel, since no
substantial benefits accrue from employing adaptive méidulaonce the fading-induced
channel-quality fluctuations have been sufficiently mighby theG, space-time code. In
the remainder of this section, we have opted for investigatihe performance of the more
powerful space-time coded system, requiring an increasegplexity.

11.5.6 System Performance

As mentioned before, the detailed subsystem parameteats$ruser space-time coded OFDM
system are listed in Table 11.8. Again, the channel impuspanse profile used was the
COST 207 Typical Urban (TU) channel [409] having four pathd a maximum dispersion
of 4.5 us, where each path was faded independently at a Dopplerefinegof2.25 - 10~6
Hz.

The BER is plotted versus the channel SNR in Figure 11.31Herthree different fixed
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Figure 11.31: BER against Channel SNR performance of the fixed-mode OFDMdeqres of Ta-
ble 11.8 in conjunction with and without space time coding, in comparison toche
ventional one-transmitter, one-receiver benchmarker for trassmisver the channel

Figure 11.32: FER against Channel SNR performance of the fixed-mode OFDMagares of Table
11.8 in conjunction with and without space time coding, in comparison with ¢he c
ventional one-transmitter, one-receiver benchmarker for trasgmi®ver the channel
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modes of operation conveying 512, 1024 or 2048 bits per OFpMbe! both with and
without space-time coding. The employment of space timengpinproved the system’s
performance significantly, giving an approximately 3 dBrufel SNR improvement ata BER
of 1%. As expected, the lowest throughput BPSK/ 16kbit/s eneds more robust in BER
terms, than the QPSK/32kbit/s and the 16QAM /64kbit/s canions, albeit delivering a
lower audio quality. Similar results were obtained in teiwrh&ER versus the channel SNR,
which are displayed in Figure 11.32, indicating that the tmobust BPSK/16kbit/s scheme
performed better than the QPSK/32kbit/s and 16QAM/64&lstinfigurations, albeit at a
lower audio quality.

The overall SEGSNR versus channel SNR performance of thgopeal audio transceiver
is displayed in Figure 11.33, again, employ&g space-time coding using two transmitters
and one receiver. The lower-complexity benchmarker usiegbnventional one-transmitter,
one-receiver scheme was also characterized in the figurebdérve again that the employ-
ment of space time coding provides a substantial improvémeaarms maintaining an error
free audio performance. Specifically, an SNR advantage d 4vds recorded compared
to the conventional lower-complexity one-transmitteraaceiver benchmarker for all three
modulation modes. Furthermore, focussing on the threerdifit operating modes using
space-time coding, namely on the curves drawn in continlioes, the 16QAM/64kbit/s
mode was shown to outperform the QPSK/32kbit/s scheme inst&xf both objective and
subjective audio quality for channel SNRs in excess of al@utB. At a channel SNR of
about 9 dB, where the 16QAM and QPSK SEGSNR curves cross ¢aehio Figure 11.33,
it is preferable to invoke the inherently lower audio queliiut unimpaired QPSK mode of
operation. Similarly, at a Channel SNR around 5 dB, when tRSKY32kbit/s scheme’s
performance starts to degrade, it is better to invoke thmpaired BPSK/ 16kbit/s mode of
operation, in order to avoid the channel-induced audideats.

11.6 Turbo-Detected Space-Time Trellis Coded
MPEG-4 Audio Transceivers

N. S. Othman, S. X. Ngand L. Hanzo

11.6.1 Motivation and Background

In this section a jointly optimised turbo transceiver cdpaif providing unequal error pro-
tection is proposed for employment in an MPEG-4 coded auditsteiver. The transceiver
advocated consists of Space-Time Trellis Coding (STTQG)|lifrCoded Modulation (TCM)
and two different-rate Non-Systematic Convolutional @@ SCs) used for unequal error
protection. A benchmarker scheme combining STTC and aesiclglss protection NSC is
used for comparison with the proposed scheme. The audiorpgahce of the both schemes
will be evaluated when communicating over uncorrelatedé&tgly fading channels. We will
demosntrate that the proposed unequal protection tudmsdeiver scheme requires about
two dBs lower transmit power than the single-class turbaherarker scheme in the context
of the MPEG-4 audio transceiver, when aiming for an effectivoughput of 2 bits/symbol,
while exhibiting a similar decoding complexity.
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Figure 11.33: SEGSNR against channel SNR of the MPEG-4 TWINVQ based fixed n@feleM
transceiver in conjunction with and without space time coding, in compatisdhe
conventional one-transmitter, one-receiver benchmarker.

The previously characterized MPEG-4 standard [504, 50Bhéle a comprehensive mul-
timedia content representation scheme that is capableppiosting numerous applications
- such as streaming multimedia signals over the interrietfiet, content-based storage and
retrieval, digital multimedia broadcast or mobile comnuations. The audio-related section
of the MPEG-4 standard [506] defines audio codecs coveringla variety applications -
ranging from narrowband low-rate speech to high qualitytitidnnel audio, and from nat-
ural sound to synthesized sound effects as a benefit of iexbbased approach used for
representing the audio signals.

The MPEG-4 General Audio (GA) encoder is capable of comprgsarbitrary natural
audio signals. One of the key components of the MPEG-4 GAdgrde the Time/Frequency
(T/F) compression scheme constituted by the Advanced ADdiing (AAC) and Transform
based Weighted Vector Quantization (TwinVQ), which is ddpeaof operating at bitrates
ranging from 6 kbit/s to broadcast quality audio at 64 kijB&A4].

The MPEG-4 T/F codec is based on the MPEG-2 AAC standardnégteby a number of
additional functionalities, such as Perceptual Noise &uition (PNS) and Long Term Pre-
diction (LTP) for enhancing the achievable compressiofgperance, and combined with the
TwinVQ for operation at extremely low bit rates. Another ionfant feature of this codec is its
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Figure 11.34: Block diagram of the serially concatenated STTC-TCM-2NSC assisted@M4PRudio
scheme. The notations 8§, b;, b, u;, ¢, x; andy; denote the vector of the audio
source symbol, the estimate of the audio source symbol, the chasdio bits, the es-
timates of the class-audio bits, the encoded bits of clas®SC encoders, the TCM
coded symbols, the STTC coded symbols for transmjttand the received symbols
at receiverk, respectively. Furthermoréy; and N,. denote the number of transmitters
and receivers, respectively. The symbol-based channel interléaiween the STTC
and TCM schemes as well as the two bit-based interleavers at the outpNB®En-
coders are not shown for simplicity. The iterative decoder seen aigtieis detailed in
Figure 11.35.

robustness against transmission errors in error-prongagation channels [507]. The error
resilience of the MPEG-4 T/F codec is mainly attributed te slo-called Virtual Codebook
tool (VCB11), Reversible Variable Length Coding tool (RvL&hd Huffman Codeword Re-
ordering tool (HCR) [507, 508], which facilitate the intagion of the MPEG-4 T/F codec
into wireless systems.

In this study the MPEG-4 audio codec was incorporated in histipated unequal-protection
turbo transceiver using joint coding and modulation asiimoeing, twin-class convolutional
outer coding as well as space time coding based spatialsitizerSpecifically, maximal
minimum distance Non-Systematic Convolutional codes (8)9609, p. 331] having two
different code-rates were used as outer encoders for pngvichequal audio protection. On
one hand, Trellis Coded Modulation (TCM) [510-512] consés a bandwidth-efficient joint
channel coding and modulation scheme, which was origimsigned for transmission over
Additive White Gaussian Noise (AWGN) channels. On the otherdh&pace-Time Trel-
lis Coding (STTC) [511, 513] employing multiple transmitdareceive antennas is capable
of providing spatial diversity gain. When the spatial divigrerder is sufficiently high, the
channel’'s Rayleigh fading envelope is transformed to a &andike near-constant enve-
lope. Hence, the benefits of a TCM scheme designed for AWGNneHamill be efficiently
exploited, when TCM is concatenated with STTC.

We will demonstrate that significant iteration gains araiatd with the aid of the pro-
posed turbo transceiver. The section is structured asafslldn Section 11.6.2 we describe
the MPEG-4 audio codec, while in Section 11.6.3 the architecof the turbo transceiver
is described. We elaborate further by characterising théeaable system performance in
Section 11.6.4 and conclude in Section 11.6.5.

11.6.2 Audio Turbo Transceiver Overview

As mentioned above, the MPEG-4 AAC is based on time/frequandio coding, which pro-
vides redundancy reduction by exploiting the correlatietween subsequent audio samples
of the input signal. Furthermore, the codec uses perceptadelling of the human auditory
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system for masking the quantisation distortion of the erdaalidio signals by allowing more
distortion in those frequency bands, where the signal @shlitigher energy peaks and vice
versa [507,508].

The MPEG-4 AAC is capable of providing an attractive audialgy versus bitrate per-
formance, yielding high-fidelity audio reconstruction fut rates in excess of 32 kbit/s per
channel. In the proposed wireless system the MPEG-4 AACed tor encoding the stereo
audio file at a bit rate of 48 kbit/s. The audio input signal wasipled at 44.1 kHz and hence
results in an audio framelength of 23.22 ms, which corredpdm 1024 audio input samples.
The compressed audio information is formatted into a pad@bitstream, which conveyed
one audio frame. In our system, the average transmissiorefgdze is approximately 1116
bits per frame. The audio Segmental Signal to Noise Ratigg8®) of this configuration
was found to be&5, = 16.28dB, which gives a transparent audio quality.

Itis well recognised that in highly compressed audio ketstns a low bit error ratio (BER)
may lead to perceptually unacceptable distortion. In otdegrevent the complete loss of
transmitted audio frames owing to catastrophic error pgapian, the most sensitive bits
have to be well protected from channel errors. Hence, indecated system Unequal Error
Protection (UEP) is employed, where the compressed autitrdam was partitioned into
two sensitivity classes. More explicitly, an audio bit, winresulted in a SegSNR degradation
above 16 dB upon its corruption was classified into protactiass-1. A range of different
audio files were used in our work and the results providedelegad to a 60 seconds long
excerpt of Mozart's "Clarinet Concerto (2nd movement - Aidgg From the bit sensitivity
studies using this audio file as the source, we found thatoappately 50% of the total
number of MPEG-4 encoded bits falls into class-1.

At the receiver, the output of the turbo transceiver is dedodsing the MPEG-4 AAC
decoder. During the decoding process, the erroneouslyweztaudio frames were dropped
and replaced by the previous error-free audio frame for #ke ®f avoiding an even more
dramatic error-infested audio-quality degradation [&14)].

11.6.3 The Turbo Transceiver

The block diagram of the serially concatenated STTC-TCMs@Nurbo scheme using a
STTC, a TCM and two different-rate NSCs as its constituedesas depicted in Figure 11.40.
Since the number of class-1 audio bits is approximately dingesas that of the class-2 audio
bits and there are approximately 1116 bits per audio franeepretect the 558-bit class-

1 audio sequence using a rafg-NSC encoder and the 558-bit class-2 sequence using a
rate-R; NSC encoder. Let us denote the turbo scheme as STTC-TCM-ZIN8Ren the
NSC coding rates oRy = k1/ny = 1/2 and Ry = ko/ny = 3/4 are used. Further-
more, when the NSC coding rates Bf = 2/3 and R, = 3/4 are used, we denote the
turbo scheme as STTC-TCM-2NSC-2. The code memory of the-dlaend class-2 NSC
encoders isL; = 3 and Ly, = 3, respectively. The class-1 and class-2 NSC coded bit
sequences are interleaved by two separate bit interledvefsre they are fed to the rate-
R; = 3/4 TCM [510-512] scheme having a code memorylgf = 3. Code termination
was employed for the NSCs, TCM [510-512] and STTC codecs, Bt13]. The TCM sym-

bol sequence is then symbol-interleaved and fed to the STiEGder. We invoke a 16-state
STTC scheme having a code memorylaf = 4 and N; = 2 transmit antennas, employing
M = 16-level Quadrature Amplitude Modulation (16QAM) [512]. TBETC employing
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Figure 11.35: Block diagram of the STTC-TCM-2NSC turbo detection scheme seen aigheof
Figure 11.40. The notations s, andw(*s,lm denote the interleaver and deinterleaver,
while the subscript denotes the symbol-based interleaver of TCM and the subsgript
denotes the bit-based interleaver for clapdSC. Furthermorey and¥ ~* denote LLR-
to-symbol probability and symbol probability-to-LLR conversion, wifl@ndQ~* de-
note the parallel-to-serial and serial-to-parallel converter, resgdgctiThe notationn
denotes the number of information bits per TCM coded symbol. The théskakthe
connecting lines indicates the number of non-binary symbol probabiljteesrsng from
a single LLR per bit t®™ and2™*! probabilities [516]©IEE, 2004, Ng, Chung and
Hanzo.

N; = 2 requires one 16QAM-based termination symbol. The overing rate is given
by Ry = 1116/2520 ~ 0.4429 and R, = 1116/2152 ~ 0.5186 for the STTC-TCM-

2NSC-1 and STTC-TCM-2NSC-2 schemes, respectively. Thectfe throughput of the
STTC-TCM-2NSC-1 and STTC-TCM-2NSC-2 schemedais,(M)Rs1 ~ 1.77 Bits Per

Symbol (BPS) andog, (M )Rs2 =~ 2.07 BPS, respectively.

At the receiver, we employ, = 2 receive antennas and the received signals are fed to
the iterative decoders for the sake of estimating the auitlieeljuences in both class-1 and
class-2, as seen in Figure 11.40. The STTC-TCM-2NSC sclsetudio decoder structure
is illustrated in Figure 11.35, where there are four coustit decoders, each labelled with a
round-bracketed index. The Maximum A-Posteriori (MAP)althm [511] operating in the
logarithmic-domain are employed by the STTC, TCM and the N&C decoders, respec-
tively. The notationsP(.) and L(.) in Figure 11.35 denote the logarithmic-domain symbol
probabilities and the Logarithmic-Likelihood Ratio (LLRJ the bit probabilities, respec-
tively. The notationg, v andb; in the round bracket§) in Figure 11.35 denote TCM coded
symbols, TCM information symbols and the clasmadio bits, respectively. The specific na-
ture of the probabilities and LLRs is represented by the sits a, p, ¢ andi, which denote
a priori, a posteriori, extrinsic andintrinsic information, respectively. The probabilities
and LLRs associated with one of the four constituent decolaving a label of1, 2, 3a, 3b}
are differentiated by the identical superscripts{df2, 3a,3b}. Note that the superscrigt
is used for representing the two NSC decoder8«tnd3b. The iterative turbo-detection
scheme shown in Figure 11.35 enables an efficient informatichange between STTC,
TCM and NSCs constituent codes for the sake of achievingadgidiversity gain, coding
gain, unequal error proctection and a near-channel-cgpaeiformance. The information
exchange mechanism between each constituent decodetailsedién [516].

For the sake of benchmarking the scheme advocated, we @¢raagewerful benchmark
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scheme by replacing the TCM and NSC encoders of Figure 149 dingle NSC codec
having a coding rate aRy = ko/no = 1/2 and a code memory di, = 6. We will refer to
this benchmarker scheme as the STTC-NSC arrangement. did hits are equally protected
in the benchmarker scheme by a single NSC encoder and a STd&leam A bit-based
channel interleaver is inserted between the NSC encodeSand€ encoder. Taking into
account the bits required for code termination, the numbeutput bits of the NSC encoder
is (1116 + koLo)/Ro = 2244, which corresponds to 561 16QAM symbols. Again, a 16-
state STTC scheme having, = 2 transmit antennas is employed. After code termination,
we have561 + 1 = 562 16QAM symbols or4(562) = 2248 bits in a transmission frame
at each transmit antenna. The overall coding rate is giveR by 1116/2248 ~ 0.4964
and the effective throughput isg,(16)R ~ 1.99 BPS, both of which are very close to
the corresponding values of the STTC-TCM-2NSC-2 scheme e@oding iteration of the
STTC-NSC benchmarker scheme is comprised of a STTC decagidga NSC decoding
step.

We will quantify the decoding complexity of the proposed £FTCM-2NSC scheme and
that of the benchmarker scheme using the number of decadiltig states. The total number
of decoding trellis states per iteration for the proposdteste employing 2 NSC decoders
having a code memory di; = L, = 3, TCM havingL; = 3 and STTC havind., = 4, is
given byS = 2% 4 202 4 213 4 954 — 40. By contrast, the total number of decoding trellis
states per iteration for the benchmarker scheme havingeamednory ofLy, = 6 and STTC
havingL, = 4, is given byS = 2%0 + 214 = 80. Therefore, the complexity of the proposed
STTC-TCM-2NSC scheme having two iterations is equivalenthat of the benchmarker
scheme having a single iteration, which corresponds to 86dirg states.

11.6.4 Turbo Transceiver Performance Results

In this section we evaluate the performance of the propodeBE®t4 based audio transceiver
schemes using both the achievable Bit Error Ratio (BER) hedttainable Segmental Signal
to Noise Ratio (SegSNR).

Figures 11.36 and 11.37 depict the BER versus Signal to NRasie (SNR) per bit, namely
E, /Ny, performance of the 16QAM-based STTC-TCM-2NSC-1 and STTDBA-2NSC-2
schemes, respectively, when communicating over uncéeeRayleigh fading channels. As
we can observe from Figures 11.36 and 11.37, the gap betweeBER performance of
the class-1 and class-2 audio bits is wider for STTC-TCM-NIScompared to the STTC-
TCM-2NSC-2 scheme. More explicitly, the class-1 audio bt STTC-TCM-2NSC-1 have
a higher protection at the cost of a lower throughput conéseghe STTC-TCM-2NSC-2
scheme. However, the BER performance of the class-2 augiofthe STTC-TCM-2NSC-1
arrangement is approximately 0.5 dB poorer than that of STOM-2NSC-2 at BER+0°.

Let us now study the audio SegSNR performance of the scherfégures 11.38 and 11.39.
As we can see from Figure 11.38, the SegSNR performance o€SITOM-2NSC-1 is infe-
rior in comparison to that of STTC-TCM-2NSC-2, despite pdavg a higher protection for
the class-1 audio bits. More explicitly, STTC-TCM-2NSCe@uiresE;, /Ny = 2.5 dB, while
STTC-TCM-2NSC-1 require®’, /Ny = 3 dB, when having an audio SegSNR in excess of
16 dB after the fourth turbo iteration. Hence the audio Sagpirformance of STTC-TCM-
2NSC-1 is 0.5 dB poorer than that of STTC-TCM-2NSC-2 after fiburth iteration. Note
that the BER of the class-1 and class-2 audio bits for theesponding values aof;, /Ny,
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Figure 11.36: BER versusE;, /Ny performance of the 16QAM-based STTC-TCM-2NSC-1 assisted

MPEG-4 audio scheme, when communicating over uncorrelated Rayégly chan-
nels. The effective throughput was’7 BPS.
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Figure 11.37: BER versusE;, /Ny performance of the 16QAM-based STTC-TCM-2NSC-2 assisted

MPEG-4 audio scheme, when communicating over uncorrelated Rayédgly chan-
nels. The effective throughput wa<7 BPS.
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Figure 11.38: Average SegSNR versus, /Ny performance of the 16QAM-based STTC-TCM-2NSC
assisted MPEG-4 audio scheme, when communicating over uncorr&ayéeigh fad-

ing channels. The effective throughput of STTC-TCM-2NSC-1 ah@G TCM-2NSC-

2 wasl.77 and2.07 BPS, respectively.
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Figure 11.39: Average SegSNR versus, /N, performance of the 16QAM-based STTC-NSC assisted
MPEG-4 audio benchmarker scheme, when communicating overnefeted Rayleigh

fading channels. The effective throughput viz89 BPS.
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SegSNR and iteration index is less thedT” and 10~4, respectively, for the two different
turbo schemes. After the sixth iteration, the SegSNR perdmice of both turbo schemes
becomes quite similar since the corresponding BER is lowes€&hresults demonstrate that
the MPEG-4 audio decoder requires a very low BER for bothselaand class-2 audio bits,
when aiming for a SegSNR above 16 dB. In this context it is woréntioning that Recursive
Systematic Convolutional codes (RSCs) [509-511] are dapzlachieving a higher itera-
tion gain, but suffer from an error floor. Owing to this reasiom SegSNR performance of the
schemes employing RSCs instead of NSCs was found to be pddrerSegSNR results of
the turbo schemes employing RSCs instead of NSCs as theamagterwere not shown here
for reasons of space economy.

Figure 11.39 portrays the SegSNR verduig Ny performance of the STTC-NSC audio
benchmarker scheme, when communicating over uncorreRégdeigh fading channels.
Note that if we reduce the code memory of the NSC constituede of the STTC-NSC
benchmarker arrangement fraby=6 to 3, the achievable performance becomes poorer, as
expected. If we increasdd, from 6 to 7 (or higher), the decoding complexity would in@ea
significantly, while the attainable best possible perfamogis only marginally increased.
Hence, the STTC-NSC scheme havixg=6 constitutes a good benchmarker scheme in terms
of its performance versus complexity tradeoffs. Itis shawRigures 11.38 and 11.39 that the
first iteration based performance of the STTC-NSC benchenatheme is better than that
of the proposed STTC-TCM-2NSC arrangements. Howevergagdime decoding complex-
ity of 160 (240) trellis decoding states STTC-TCM-2NSC-2ihg 4 (6) iterations performs
approximately 2 (1.5) dB better than the STTC-NSC arrangetnaving 2 (3) iterations.

Itis worth mentioning that other joint coding and modulatsthemes directly designed for
fading channels, such as for example Bit Interleaved Codeduiation (BICM) [511, 512,
517] were outperformed by the TCM-based scheme, since tR€Sifrangement rendered
the error statistics more Gaussian-like [518].

11.6.5 MPEG-4 Turbo Transceiver Summary

In conclusion, ajointly optimised audio source-codingeounequal protection NSC channel-
coding, inner TCM and spatial diversity aided STTC turbaseeiver was proposed for
employment in a MPEG-4 wireless audio transceiver. With dftk of two different-rate
NSCs the audio bits were protected differently accordinth&ir error sensitivity. The em-
ployment of TCM improved the bandwidth efficiency of the gystand by utilising STTC
spatial diversity was attained. The performance of the gged STTC-TCM-2NSC scheme
was enhanced with the advent of an efficient iterative jostadling structure. The high-
compression MPEG-4 audio decoder is sensitive to trangmissrors and hence it was
found to require a low BER for both classes of audio bits ineori attain a perceptually
pleasing, artefact-free audio quality. The proposed wlass STTC-TCM-2NSC scheme
performs approximately 2 dB better in terms of the requifgdN, than the single-class
STTC-NSC audio benchmarker.
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11.7 Turbo-Detected Space-TimeTrellisCoded MPEG-4 Ver -
sus AMR-WB Speech Transceivers

N. S. Othman, S. X. Ngand L. Hanzo

11.7.1 Motivation and Background

The MPEG-4 TwinVQ audio codec and the AMR-WB speech codecraestigated in the
context of a jointly optimised turbo transceiver capableuividing unequal error protec-
tion. The transceiver advocated consists of serially ciemeded Space-Time Trellis Coding
(STTC), Trellis Coded Modulation (TCM) and two differergte Non-Systematic Convolu-
tional codes (NSCs) used for unequal error protection. Acherarker scheme combining
STTC and a single-class protection NSC is used for compansth the proposed scheme.
The audio and speech performance of both schemes is ex@jluwdten communicating over
uncorrelated Rayleigh fading channels. We will demonstthat anE, /N, value of about
2.5 (3.5) dB is required for near-unimpaired audio (spe&emsmission, which is about 3.07
(4.2) dB from the capacity of the system.

In recent years, joint source-channel coding (JSCC) hasteeeiving significant research
attention in the context of both delay- and complexity-¢maieed transmission scenarios.
JSCC aims at designing the source codec and channel coddy for the sake of achieving
the highest possible system performance. As it was argufsl 8], this design philosophy
does not contradict to the classic Shannonian source amthehaoding separation theo-
rem. This is because instead of considering perfectly édsssShannonian entropy coders
for source coding and transmitting their bitstreams oveussan channels, we consider
low-bitrate lossy audio and speech codecs, as well as Ragyfading channels. Since the
bitstreams of the speech and audio encoders are subjectrbte during wireless trans-
mission, it is desirable to provide stronger error protacfior the audio bits, which have a
substantial effect on the objective or subjective qualitthe reconstructed speech or audio
signals. Unequal error protection (UEP) is a particular iflesitation of JSCC, which offers
a mechanism to match the error protection capabilities ahnkl coding schemes having
different error correction capabilities to the differing-brror sensitivities of the speech or
audio bits [519].

Speech services are likely to remain the most importantiongseless systems. However,
there is an increasing demand for high-quality speech mméssons in multimedia applica-
tions, such as video-conferencing [514]. Therefore, araegin of the speech bandwidth
from the 300-3400 Hz range to a wider bandwidth of 50-70004+z key factor in meeting
this demand. This is because the low-frequency enhanceraeging from 50 to 200 Hz
contributes to the increased naturalness, presence anfdrtowhilst the higher-frequency
extension spanning from 3400 to 7000 Hz provides a betteatfvie differentiation and there-
fore a higher intelligibility. A bandwidth of 50 to 7000 Hz honly improves the intelligibil-
ity and naturalness of speech, but also adds an impresstoanaparent communication and
eases speaker recognition. The Adaptive Multi-Rate Widdi§AMR-WB) voice codec has
become a 3GPP standard, which provides a superior speelity {f20].

For the sake of supporting high-quality multimedia sersiceer wireless communica-
tion channels requires the development of techniques &mstnitting not only speech, but
also video, music, and data. Therefore, in the field of aediding, high-quality, high-
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Figure 11.40: Block diagram of the serially concatenated STTC-TCM-2NSC assisteid/apdech
scheme. The notatiosss, b;, b;, u;, ¢, x; andy;, denote the vector of the audio/speech
source symbol, the estimate of the audio/speech source symbol, the aladis/speech
bits, the estimates of the classwudio/speech bits, the encoded bits of claBsSC en-
coders, the TCM coded symbols, the STTC coded symbols for transnited the
received symbols at receivir respectively. Furthermoréy, and N,. denote the num-
ber of transmitters and receivers, respectively. The symbol-basaahel interleaver
between the STTC and TCM schemes as well as the two bit-based intesleavbe
output of NSC encoders are not shown for simplicity. The iterative diexceeen at the
right is detailed in Figure 11.43.

compression and highly error-resilient audio-coding gthms are required. The MPEG-4
Transform-domain Weighted Interleaved Vector QuantimaffwinVQ) scheme is a low-bit-
rate audio-coding technique that achieves a high audiatguadder error-free transmission
conditions at bitrates below 40 kbps [506]. In order to rendis codec applicable to wireless
systems, which typically exhibit a high bit-error ratio (RE powerful turbo transceivers are
required.

Trellis Coded Modulation (TCM) [510-512] constitutes a tardth-efficient joint chan-
nel coding and modulation scheme, which was originallyglesil for transmission over Ad-
ditive White Gaussian Noise (AWGN) channels. Space-Timeli$r€loding (STTC) [511,
513] is a joint spatial diversity and channel coding techriq STTC may be efficiently
employed in an effort to mitigate the effects of Rayleighifigdchannels and render them
Gaussian-like for the sake of supporting the operation o€MTcode. Recently, a sophis-
ticated unequal-protection turbo transceiver using telass convolutional outer coding, as
well as joint coding and modulation as inner coding combiwith STTC-based spatial di-
versity scheme was designed for MPEG-4 video telephonyi6,[518]. Specifically, max-
imal minimum distance Non-Systematic Convolutional cofdSCs) [509, p. 331] having
two different code-rates were used as outer encoders foiding unequal MPEG-4 video
protection. Good video quality was attained at a low SNR aediom complexity by the
proposed transceiver. By contrast, in this section we sthdyachievable performance of
the AMR-WB and the MPEG-4 TwinVQ speech and audio codecs ifjuoation with the
sophisticated unequal-protection turbo transceiver 6[518].

11.7.2 The AMR-WB Codec’ SError Sensitivity

The synthesis filter's excitation signal in the AMR-WB codgtbased on the Algebraic Code
Excited Linear Predictor (ACELP) algorithm, supportingaidifferent speech codec modes
having bitrates of 23.85, 23.05, 19.85, 18.25, 15.85, 1412%5, 8.85 and 6.6 kbps [520].
Like most ACELP-based algorithms, the AMR-WB codec intetpr2g0 ms segments of
speech as the output of a linear synthesis filter synthediped an appropriate excitation
signal. The task of the encoder is to optimise the filter as asthe excitation signal and
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Figure 11.41: SegSNR degradations versus bit index due to inflicting 100% Bit Error (R&®) in

the 317-bit, 20 ms AMR-WB frame

then represent both as efficiently as possible with the a@ foAme of binary bits. At the
decoder, the encoded bit-based speech description isasgdthesize the speech signal by
inputting the excitation signal to the synthesis filter,réi®y generating the speech segment.
Again, each AMR-WB frame represents 20 ms of speech, prod&id7 bits at a bitrate of
15.85 kbps. The codec parameters that are transmitted lowerdisy channel include the
so-called imittance spectrum pairs (ISPs), the adaptideloook delay (pitch delay), the al-
gebraic codebook excitation index, and the jointly vectoamtized, pitch gains as well as
algebraic codebook gains.

Most source coded bitstreams contain certain bits that are sensitive to transmission

errors than others. A common approach used for quantifynegsensitivity of a given bit
is to consistently invert this bit in every speech or audanfe and evaluate the associated
Segmental SNR (SegSNR) degradation [515]. The SegSNR diga is computed by
subtracting from the SegSNR recorded under error-freeitiond the corresponding value
when there are channel-induced bit-errors.

The error sensitivity of the various encoded bits in the AMAB-codec determined in this

way is shown in Figure 2. The results are based on samples fak@ the EBU SQAM

(Sound Quality Assessment Material) CD, sampled at 16 kHizemzoded at 15.85 kbps. It
can be observed that the bits representing the ISPs, thé\adepdebook delay, the algebraic
codebook index and the vector quantized gain are fairlyreseasitive. The least sensitive

VOICE-BO
2007/8/20
page 592



11.7. TURBO-DETECTED STTC AIDED MPEG-4 VERSUSAMR-WB TRANSCEIVERS 593

bits are related to the fixed codebook’s excitation pulsétipos, as shown in Figure 11.41.
This is because, when one of the fixed codebook index bitsrisigied, the codebook entry
selected at the decoder will differ from that used in the eecmnly in the position of one
of the non-zero excitation pulses. Therefore the corruptaitation codebook entry will be
similar to the original one. Hence, the algebraic codebdnkctire used in the AMR-WB
codec is quite robust to channel errors.

11.7.3 The MPEG-4 TwinVQ Codec’ SError Sensitivity

The MPEG-4 TwinVQ scheme is a transform coder that uses thdifimd discrete cosine
transformation (MDCT) [506] for transforming the input sa@ into the frequency-domain
transform coefficients. The input signal is classified ine of three modes, each associated
with a different transform window size, namely a long, medior short window, catering for
different input signal characteristics. The MDCT coeffit®are normalized by the spectral
envelope information obtained through the Linear Pregic€oding (LPC) analysis of the
signal. Then the normalized coefficients are interleavetidivided into sub-vectors by us-
ing the so-called interleave and division technique of [5@6d all sub-vectors are encoded
separately by the VQ modules.
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Figure 11.42: SegSNR degradations due to inflicting a 100% BER in the 743-bit, 23.22 nf=GvP
TwinVQ frame

Similarly, bit error sensitivity investigations were panned in the same way, as described
in the previous section. Figure 11.42 shows the error geigiof the various bits of the
MPEG-4 TwinVQ codec for a bitrate of 32 kbps. The results ted are based on a 60
seconds long excerpt of Mozart'’s "Clarinet Concerto (2ndiemoent - Adagio)”. This stereo
audio file was sampled at 44.1 kHz and again, encoded at 32 Bipse the analysis frame
length is 23.22 ms, which corresponds to 1024 audio inpuptEsnthere are 743 encoded
bits in each frame. This figure shows that the bits represgntie gain factors, the Line
Spectral Frequency (LSF) parameters, and the Bark-ereelopmore sensitive to channel
errors, compared to the bits representing the MDCT coefffisie The bits signalling the

VOICE-BO
2007/8/20
page 593



594 CHAPTER 11. MPEG-4 AUDIO COMPRESSION AND TRANSMISSION
Ple) = P2(c) 2 A NSS T ey
a e 7 =g s —_— = ‘),%» ‘( ) @ 1L (by)
- -~ e | MAP |
= Bit LLR : "‘L“) Decoder Lrw
- . = Bi : !
@ A @ | 3
sTTC [/ F 1 [ =pio] TOM [0 = P+ PN Liw) = LXw) !
Ple) = PAe) + P2(o) ! = (@b) LLE (o)
MAP i : ; MAP [ 2y = P2 + Po0) o ™ ) D o ’ :
4 ! 0, 5 :
_ ¥ | Decoder Decoder| & ! 7 77(;1 La' (u) Decoder L (u)
L2(u) = L(u) + L3(u) — -
' ol o + L3(u) = L3(u) + L3%(u) | |
- o — = T, =t T '
P2(u) = Pw) L] ) L™ T ) = 20+ 2(0)

Figure 11.43: Block diagram of the STTC-TCM-2NSC turbo detection scheme seen atgheof
Figure 11.40. The notations,s,) andw(;lb” denote the interleaver and deinterleaver,
while the subscript denotes the symbol-based interleaver of TCM and the subsgript
denotes the bit-based interleaver for cladsSC. Furthermorey and¥ ' denote LLR-
to-symbol probability and symbol probability-to-LLR conversion, wil@andQ ! de-
note the parallel-to-serial and serial-to-parallel converter, resgdgctiThe notationn
denotes the number of information bits per TCM coded symbol [S®8EE, 2004,

Hanzo.

window mode used are also very sensitive to transmissiamseand hence have to be well

protected. The proportion of sensitive bits was only ab@31This robustness is deemed to
be a benefit of the weighted vector-quantization procedinieiwuses a fixed-length coding

structure as opposed to using an error-sensitive varleblgth structure, where transmission
errors would result in a loss of synchronisation.

11.7.4 The Turbo Transceiver

Once the bit error sensitivity of the audio/speech codecs aetermined, the bits of the
AMR-WB and the MPEG-4 TwinVQ codec are protected accordinth&ir relative impor-
tance. Figure 11.40 shows the schematic of the seriallyatenated STTC-TCM-2NSC
turbo scheme using a STTC and a TCM scheme as well as twodliffeate NSCs as its
constituent codes. Let us denote the turbo scheme using Mie-WB codec as STTC-
TCM-2NSC-AMR-WB, whilst STTC-TCM-2NSC-TVQ refers to therbo scheme using
the MPEG-4 TwinVQ as the source codec. For comparison, laftarses protect 25% of
the most sensitive bits in class-1 using an NSC code rafe,;of k;/n; = 1/2. By con-
trast, the remaining 75% of the bits in class-2 are protebiedn NSC scheme having a
rate of Rs = ko/ne = 3/4. The code memory of the class-1 and class-2 encoders is
Ly = 3andL, = 3, respectively. The class-1 and class-2 NSC coded bit seqaeare
interleaved by two separate bit interleavers, before theyfed to the rateR; = 3/4 TCM
scheme [510-512] having a code memorylgf= 3. Code termination was employed for
the NSCs, as well as for the TCM [510-512] and STTC codecs, HI13]. The TCM symbol
sequence is then symbol-interleaved and fed to the STTCden@s seen in Figure 11.43.
We invoke a 16-state STTC scheme having a code memakby 6f 4 and N, = 2 transmit
antennas, employingy/ = 16-level Quadrature Amplitude Modulation (16QAM) [512h&
STTC scheme employiny; = 2 requires a single 16QAM-based termination symbol. In
the STTC-TCM-2NSC-AMR-WB scheme the 25% of the bits that #aegified into class-1
includes 23 header bits, which gives a total of 340 NSC1-@eddits. In the ITU stream
format [521], the header bits of each frame include the frypes and the window-mode
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used.

Hence, the overall coding rate of the STTC-TCM-2NSC-AMR-VWBame becomeR 4y rww s =
340/720 ~ 0.4722. By contrast, the overall coding rate of the STTC-TCM-2N5ZQ
scheme isRryg = 744/1528 ~ 0.4869. The effective throughput of the STTC-TCM-
2NSC-AMR-WB and STTC-TCM-2NSC-TVQ schemesligj; (M) - Raprws ~ 1.89
Bits Per Symbol (BPS) anfdg. (M) - Rrvg ~ 1.95 BPS, respectively.

At the receiver, we employ, = 2 receive antennas and the received signals are fed to
the iterative decoders for the sake of estimating the auitlieeljuences in both class-1 and
class-2, as seen in Figure 11.40. The STTC-TCM-2NSC scheetmddo decoder structure
is illustrated in Figure 11.43, where there are four counstit decoders, each labelled with
a round-bracketed index. The Maximum A-Posteriori (MARjaaithm [511] operating in
the logarithmic-domain is employed by the STTC and TCM saeas well as by the two
NSC decoders, respectively. The iterative turbo-detacticheme shown in Figure 11.43
enables an efficient information exchange between the STGOB) and NSCs constituent
codes for the sake of achieving spatial diversity gain, mgdjain, unequal error protection
and a near-channel-capacity performance. The informati@hange mechanism between
each constituent decoders is detailed in [516].

For the sake of benchmarking both audio schemes advocataripated a powerful bench-
mark scheme for each of them by replacing the TCM and NSC emsarf Figure 11.40 by
a single-class NSC codec having a coding rat®ef= k;/no = 1/2 and a code memory
of Ly = 6. Note that if we reduce the code memory of the NSC constitaede of the
STTC-NSC benchmarker arrangement frég6 to 3, the achievable performance becomes
poorer, as expected. If we increaskgl from 6 to 7 (or higher), the decoding complexity
would double, while the attainable performance is only rimaiy increased. Hence, the
STTC-NSC scheme havinfjp=6 constitutes a good benchmarker scheme in terms of its
performance versus complexity tradeoffs. We will refertis tbenchmarker scheme as the
STTC-NSC-TVQ and the STTC-NSC-AMR-WB arrangement desigioedhe audio and
the speech transceiver, respectively. Again, all audiospegch bits are equally protected
in the benchmarker scheme by a single NSC encoder and a STd&lem A bit-based
channel interleaver is inserted between the NSC encodeSand encoder. Taking into
account the bits required for code termination, the numiberutput bits of the NSC en-
coder of the STTC-NSC-TVQ benchmarker schemérist + koLg)/ Ry = 1500, which
corresponds to 375 16QAM symbols. By contrast, in the STIREMMR-WB scheme
the number of output bits after taking into account the kétguired for code termination
becomeg340 + koLg)/ Ry = 692, which corresponds to 173 16QAM symbols. Again, a
16-state STTC scheme havilg = 2 transmit antennas is employed. After code termina-
tion, we have375 + 1 = 376 16QAM symbols or4(376) = 1504 bits in a transmission
frame at each transmit antenna for the STTC-NSC-TVQ. Theath@ding rate is given by
Rpyvg-p = T44/1504 ~ 0.4947 and the effective throughput lsg,(16) Rrvo—p =~ 1.98
BPS, both of which are very close to the corresponding vatfigke STTC-TCM-2NSC-
TVQ scheme. Similary, for the STTC-NSC-AMR-WB scheme, aftede termination, we
havel73 + 1 = 174 16QAM symbols ori(174) = 696 bits in a transmission frame at each
transmit antenna. This gives the overall coding rat&as; rw s—» = 340/696 =~ 0.4885
and the effective throughput beconles, (16) R4 rw 5—b» =~ 1.95 BPS. Again, both of the
values are close to the corresponding values of the STTC-PEBRC-AMR-WB scheme. A
decoding iteration of each of the STTC-NSC benchmarkerraesas comprised of a STTC

VOICE-BO
2007/8/20
page 595



596 CHAPTER 11. MPEG-4 AUDIO COMPRESSION AND TRANSMISSION

decoding and a NSC decoding step.

We will quantify the decoding complexity of the proposed £FTCM-2NSC schemes and
that of its corresponding benchmarker schemes using thédauaof decoding trellis states.
The total number of decoding trellis states per iteratiothefproposed scheme employing 2
NSC decoders having a code memornigef= Lo = 3, using the TCM scheme having =
3 and the STTC arrangement havihg = 4, becomess = 251 252 4 25s 4 9la — 40, By
contrast, the total number of decoding trellis states geaiton for the benchmarker scheme
having a code memory dfy = 6 and for the STTC having., = 4 is given byS = 2o 4+
24 = 80. Therefore, the complexity of the proposed STTC-TCM-2N8kesne having two
iterations is equivalent to that of the benchmarker scheaving a single iteration, which
corresponds to 80 decoding states.

11.7.5 Performance Results

In this section we comparatively study the performance efatdio and speech transceiver
using the Segmental Signal to Noise Ratio (SegSNR) metric.
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Figure 11.44: Average SegSNR versus, /Ny performance of the 16QAM-based STTC-TCM-2NSC
assisted MPEG-4 TwinVQ audio scheme, when communicating over natetad
Rayleigh fading channels. The effective throughput w85 BPS.

Figures 11.44 and 11.45 depict the audio SegSNR perfornadithe STTC-TCM-2NSC-
TVQ and that of its corresponding STTC-NSC-TVQ benchmadaremes, respectively,
when communicating over uncorrelated Rayleigh fading okém It can be seen from Fig-
ures 11.44 and 11.45 that the non-iterative single-detetiased performance of the STTC-
NSC-TVQ benchmarker scheme is better than that of the STCERFRNSC assisted MPEG-
4 TwinVQ audio scheme. However, at the same decoding coritylgMantified in terms
of the number of trellis decoding states the STTC-TCM-2NBG) arrangement performs
approximately 0.5 dB better in terms of the required chamfglV, value than the STTC-
NSC-TVQ benchmarker scheme, both exhibiting a SegSNR & @B. For example, at
the decoding complexity of 160 trellis decoding states turresponds to the STTC-TCM-
2NSC-TVQ scheme’s 4th iteration, whilst in the STTC-NSC&'¢cheme this corresponds
to the 2nd iteration. Therefore, we observe in Figures 1anth11.45 that the STTC-TCM-
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Figure 11.45: Average SegSNR versus, /Ny performance of the 16QAM-based STTC-NSC assisted
MPEG-4 TwinVQ audio benchmarker scheme, when communicatingunaorrelated
Rayleigh fading channels. The effective throughput w88 BPS.
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Figure 11.46: Average SegSNR versus, /Ny performance of the 16QAM-based STTC-TCM-2NSC
assisted AMR-WB speech scheme, when communicating over undeddRayleigh
fading channels. The effective throughput viz89 BPS.
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Figure11.47: Average SegSNR versuk, /N, performance of the 16QAM-based STTC-NSC as-
sisted AMR-WB speech benchmarker scheme, when communicatingiogerrelated
Rayleigh fading channels. The effective throughput was BPS.

2NSC-TVQ arrangement performs by 0.5 dB better in terms eféguired channdl, /N
value than its corresponding benchmarker scheme.

Similarly, it can be observed from Figures 11.46 and 11.4Y dihthe decoding complex-
ity of 160 trellis decoding states the STTC-TCM-2NSC-AMR-VdBangement performs
0.5 dB better in terms of the required chanfig)/ N, value than the STTC-NSC-AMR-WB
scheme, when targetting a SegSNR of 10.6 dB. By comparingrésgl1.44 and 11.46,
we observe that the SegSNR performance of the STTC-TCM-2NBR-WB scheme is
inferior in comparison to that of STTC-TCM-2NSC-TVQ.

More explicitly, the STTC-TCM-2NSC-TVQ system requires &y N, value of 2.5 dB,
while the STTC-TCM-2NSC-AMR-WB arrangement necessitdfgsN, = 3.0 dB, when
having their respective maximum attainable average SegSNRe maximum attainable av-
erage SegSNRs for STTC-TCM-2NSC-TVQ and STTC-TCM-2NSCRAM/B are 13.8 dB
and 10.6 dB, respectively.

This discrepancy is due to the reason that both schemes mapa$t sensitive 25% of the
encoded bits to class-1. By contrast, based on the bit ezrwmitivity study of the MPEG-4
TwinVQ codec outlined in Section 3, only 10% of the MPEG-4 W) encoded bits were
found to be gravely error sensitive. Therefore, the 25%selabits of the MPEG-4 TwinVQ
also includes some bits, which were found to be only modiratmnsitive to channel errors.
However, in the case of the AMR-WB codec all the bits of the 2&84tition were found to
be quite sensitive to channel errors. Furthermore, thediamgth of the STTC-TCM-2NSC-
TVQ scheme is longer than that of the STTC-TCM-2NSC-AMR-WEagement and hence
benefits from a higher coding gain.

Itis worth mentioning that the channel capacity for the sgsemploying the full-diversity
STTC scheme with the aid d¥; = 2 transmit antennas andl, = 2 receive antennas is -
0.57 dB and -0.70 dB for the throughputs of 1.95 BPS and 1.88, BEspectively, when
communicating over uncorrelated Rayleigh fading chanfa22].
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11.7.6 AMR-WB and MPEG-4 TwinVQ Turbo Transceiver Summary

In this section we comparatively studied the performanth@MPEG-4 TwinVQ and AMR-
WB audio/speech codecs combined with a jointly optimised@®aoding, outer unequal

protection NSC channel-coding, inner TCM and spatial diitgaided STTC turbo transceiver.

The audio bits were protected differently according tortleeior sensitivity with the aid of
two different-rate NSCs . The employment of TCM improved taadwidth efficiency of
the system and by utilising STTC spatial diversity was attdi The performance of the
STTC-TCM-2NSC scheme was enhanced with the advent of aneeffiterative joint de-
coding structure. Both proposed twin-class STTC-TCM-2Ns$fiemes perform approxi-
mately 0.5 dB better in terms of the requiré /N, than the corresponding single-class
STTC-NSC audio benchmarker schemes. This relatively ma@thsntage of the twin-class
protected transceiver was a consequence of having a ratiiged turbo-interleaver length.
In the longer interleaver of the videohphone system of [518] an approximately 2 dB
E, /Ny gain was achieved. For a longer-delay non-realtime audéasting scheme a simliar
performance would be achieved to that of [516]. Our futurekwaeill further improve the
achievable audio performance using the soft speech-bitditeg technique of [523].

11.8 Chapter Summary

In this chapter the MPEG-4 Audio standard was discussed tmildeThe MPEG-4 audio
standard is constituted by a toolbox of different codingétyms, designed for coding both
speech and music signals in the range spanning from very iforates, such as 2 kbit/s to
rates as high as 64 kbit/s. In Section 11.2, the importan¢stdhes in the field of audio
coding were described and summarised in Figure 11.2. Sgabififour key technologies,
namely perceptual coding, frequency domain coding, theleinswitching strategy and the
dynamic bit allocation technique were fundamentally int@ot in the advancement of audio
coding. The MPEG-2 AAC codec [40], as described in Sectia2.11forms a core part of
the MPEG-4 audio codec. Various tools that can be used faegsing the transform coeffi-
cients in order to achieve an improved coding efficiency vidgalighted in Sections 11.2.2
to 11.2.5. The AAC quantization procedure was discusseedi@& 11.2.6, while two other
tools provided for encoding the transform coefficients, agnthe BSAC and TWIVQ tech-
niques were detailed in Sections 11.2.8 and 11.2.9, rasphctMore specifically, the BSAC
coding technique provides finely-grained bitstream séthakin order to further reduce the
redundancy inherent in the quantized spectrum of the aigl@abkgenerated by the MPEG-4
codec. The TWINVQ codec [463] described in Section 11.2.9 foaad to be capable of
encoding both speech and music signals, which providestiattte option for low bit rate
audio coding.

In Section 11.3, which was dedicated to speech coding ttedd;]VXC and CELP codecs
were discussed. The HVXC codec was employed for encodingcbpsignals in the bit rate
range spanning from 2 to 4 kbit/s, while the CELP codec is @addiit rates between 4 and
24 kbit/s, with the additional capability of encoding spesinals at the sampling rates of 8
and 16 kHz.

In Section 11.5 turbo coded and space-time coded adaptivelhss fixed modulation
based OFDM assisted MPEG-4 audio systems have been iratestigrhe transmission pa-
rameters have been partially harmonised with the UMTS TDEe&{d91], which provides an
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attractive system design framework. More specifically, mployed the MPEG-4 TWINVQ
codec at the bit rates of 16, 32 and 64 kbit/s. We found thatipyl@ying space-time coding,
the channel quality variations have been significantly cedwand no additional benefits could
be gained by employing adaptive modulation. However, adaphodulation was found
beneficial when it was employed in a low-complexity one-$raitter, one-receiver scenario
when high channel quality variations were observed. Theespiane coded, two-transmitter,
one-receiver configuration was shown to outperform the entignal one-transmitter, one-
receiver scheme by about 4 dB in channel SNR terms over thayhilispersive COST207
TU channel.

In Section 11.7.6 we comparatively studied the performaricke MPEG-4 TwinVQ and
AMR-WB audio/speech codecs combined with a jointly optirdiseurce-coding, outer un-
equal protection NSC channel-coding, inner TCM and spaiiarsity aided STTC turbo
transceiver. The employment of TCM provided further erraotgction without expanding
the bandwidth of the system and by utilising STTC spatiabdiity was attained, which
rendered the error statistics experienced pseudo-randsmequired by the TCM scheme,
since it was designed for Gaussian channels inflicting rarhgldispersed channel errors. Fi-
nally, the performance of the STTC-TCM-2NSC scheme was reggthwith the advent of
an efficient iterative joint decoding structure. Both pregd twin-class STTC-TCM-2NSC
schemes perform approximately 0.5 dB better in terms of ¢éeiredE, /N, than the cor-
responding single-class STTC-NSC audio benchmarker sehiefhis relatively modest ad-
vantage of the twin-class protected transceiver was a qoesee of having a rather lim-
ited turbo-interleaver length imposed by the limited ttdbte audio delay. In the longer
interleaver of the less delay-limited videophone systelf»d6, 518] an approximately 2 dB
E, /Ny gain was achieved. For a longer-delay non-realtime audkaisting scheme a similiar
performance would be achieved to that of [516].
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