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Chapter 12
Multiple-Symbol Differential
Sphere Detection for Differentially
Modulated Cooperative OFDM
Systems

12.1 Introduction 1

Multiple-antenna-aided transmit diversity arrangements[596] constitute powerful techniques of miti-
gating the deleterious effects of fading, hence improving the end-to-end system performance, which
is usually achieved by multiple co-located antenna elements at the transmitter and/or receiver, as
discussed in Chapter 11. However, in cellular communication systems, it is often impractical for the
mobile to employ several antennas for the sake of achieving adiversity gain owing to its limited
size. Furthermore, owing to the limited separation of the antenna elements, they rarely experience
independent fading, which limits the achievable diversitygain and may be further compromised by
the detrimental effects of the shadow fading, imposing further signal correlation among the antennas
in their vicinity. Fortunately, as depicted in Figure 12.1,in multi-user wireless systems mobiles may
cooperatively share their antennas in order to achieve uplink transmit diversity by forming a Virtual
Antenna Array (VAA) in a distributed fashion. Thus, so-called cooperative diversity relying on the
cooperation among multiple terminals may be achieved [597,598].

On the other hand, in order to carry out classic coherent detection, channel estimation is required at
the receiver, which relies on using training pilot signals or tones and exploits the fact that in general the
consecutive CIR taps are correlated in both the time and frequency domains of the OFDM subchannels.
However, channel estimation for anM -transmitter,N -receiver MIMO system requires the estimation
of (M × N) CIRs, which imposes both an excessive complexity and a high pilot overhead, especially
in mobile environments associated with relatively rapidlyfluctuating channel conditions. Therefore, in
such situations, differential encoded transmissions combined with non-coherent detection and hence
requiring no CSI at the receiver become an attractive designalternative, leading to differential-
modulation-assisted cooperative communications [598]. Three different channel models corresponding

1This chapter is partially based onc©IEEE Wang & Hanzo 2007 [7]

MIMO-OFDM for LTE, Wi-Fi and WiMAX L. Hanzo, J. Akhtman, M. Jiang and L. Wang
c© 2010 John Wiley & Sons, Ltd
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380 Chapter 12. Multiple-Symbol Differential Sphere Detection

Base Station

Figure 12.1:Cooperative diversity exploiting cooperation among multiple terminals.

Table 12.1:Channel models considered: sampling frequencyfs = 10 MHz and the unit of the power
profile is decibels.

Channel models

Typical urban Parameter
No. of taps Ntaps = 6
Power profile σ = [−7.219 04 − 4.219 04 − 6.219 04 − 10.219 − 12.219 − 14.219]
Delay profile τ = [0 2 6 16 24 50]

Rural area Parameter
No. of taps Ntaps = 4
Power profile σ = [−2.407 88 − 4.407 88 − 12.4079 − 22.4079]
Delay profile τ = [0 2 4 6]

Hilly terrain Parameter
No. of taps Ntaps = 6
Power profile σ = [−4.053 25 − 6.053 25 − 8.053 25 − 11.0533 − 10.0533 − 16.0533]
Delay profile τ = [0 2 4 6 150 172]

to three distinct communication environments will be considered in this chapter, namely the Typical
Urban (TH), the Rural Area (RA) and the Hilly Terrain (HT) scenarios summarized in Table 12.1.

12.1.1 Differential Phase-Shift Keying and Detection
12.1.1.1 Conventional Differential Signalling and Detection

In this section, we briefly review the conventional differential encoding and detection process. LetMc

denote anMc-ary PSK constellation which is defined as the set{2πm/Mc; m = 0, 1, . . . , Mc − 1},
wherev[n] ∈ Mc represent the data to be transmitted over a slow-fading frequency-flat channel. The
differential signalling process commences by transmitting a single reference symbols[0], which is

Marked Proof Ref: 49531e May 5, 2011
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Figure 12.2:BER performance comparison between conventional coherentand differential detection in
an SISO system.

normally set to unity, followed by a differential encoding process, which can be expressed as

s[n] = s[n − 1]v[n], (12.1)

wheres[n − 1] ands[n] represent the symbols transmitted during the(n − 1)th andnth time slots,
respectively.

By representing the signals arriving at the receiver corresponding to the(n − 1)th and nth
transmitted symbols as

y[n − 1] = h[n − 1]s[n − 1] + w[n − 1], (12.2)

y[n] = [n]s[n] + w[n], (12.3)

respectively, and assuming a slow-fading channel, i.e.h[n − 1] = h[n], we arrive at

y[n] = h[n − 1]s[n − 1]v[n] + w[n] (12.4)

= y[n − 1]v[n] + w[n] − w[n − 1]v[n]
| {z }

w′[n]

, (12.5)

wherew[n−1] andw[n] denote the AWGN with a variance of2σ2
w added at the receiver during the two

consecutive time slots. Consequently, the differentiallyencoded datav[n] can be recovered in the same
manner as in the conventional coherent detection scheme in asingle-input, single-output context by
usingy[n−1] as the reference signal of the differential detector. This is achieved without any CSI at the
expense of a3 dB performance loss in comparison with its coherent counterpart caused by the doubled
noisew′[n] at the decision device, which has a variance of4σ2

w . This can be verified by the BER curves
of the single-antenna-aided OFDM system characterized in Figure 12.2 for two different throughputs,
i.e. for 1 bits per symbol and for2 bits per symbol, respectively. The other system parametersare
summarized in Table 12.2.
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382 Chapter 12. Multiple-Symbol Differential Sphere Detection

Table 12.2:Summary of system parameters for differential-modulation-aided OFDM system.

System parameters Choice

System OFDM
Subcarrier BW ∆f = 10 kHz
Number of subcarriers D = 1024
Modulation DPSK in time domain
Normalized Doppler freq. fd = 0.001
Channel model Typical urban, refer to Table 12.1

12.1.1.2 Effects of Time-Selective Channels on Differential Detection

Apart from the3 dB performance loss suffered by Conventional DifferentialDetection (CDD) in slow-
fading scenarios as discussed in Section 12.1.1, an error floor may be encountered by the CDD in fast-
fading channels, if DPSK modulation is carried out in the time direction, i.e. for the same subcarrier of
consecutive OFDM symbols, since the fading channel is deemed to be more correlated between the same
subcarrier of consecutive OFDM symbols than between adjacent subcarriers of a given OFDM symbol.
In other words, the assumption thath[n − 1] = h[n] no longer holds, leading to unrecoverable phase
information between consecutive transmitted DPSK symbolseven in the absence of noise. Furthermore,
all the channel models considered in Table 12.1 exhibit temporally Rayleigh-distributed fading for each
of theD subcarriers employed by the OFDM system with the autocorrelation function expressed as

ϕt
hh [κ] , E{h[n + κ]h∗[n]} (12.6)

= J0(2πfdκ), (12.7)

whereJ0(·) denotes the zeroth-order Bessel function of the first kind and fd is the normalized Doppler
frequency.

Figure 12.3(a) depicts the magnitude of the temporal correlation function for various normalized
Doppler frequenciesfd, while Figure 12.3(b) plots the corresponding BER curves ofthe DQPSK-
modulated CDD-aided OFDM system with the system parameter summarized in Table 12.2. Given
a Doppler frequency offd = 0.001, the BER curves decrease continuously as the SNR increases.
However, the BER curve tends to create an error floor whenfd becomes high, which is caused by the
relative mobility between the transmitter and the receiver. For example, with a relatively high Doppler
frequency offd = 0.03, the magnitude of the temporal correlation function of the typical urban channel
model of Table 12.1 decreases rapidly asκ increases. Therefore, the CDD, which is capable of achieving
a desirable performance in slow-fading channels, suffers from a considerable performance loss when
the transmit terminal is moving at a high speed relative to the receiver.

12.1.1.3 Effects of Frequency-Selective Channels on Differential Detection

Our discussions in Section 12.1.1.2 were focused on the CDD employing differentially encoded
modulation along the Time Domain (TD) – which is referred to here as T-DQPSK modulation – for
each of theD subcarriers of an OFDM system. In general, the time- and frequency-domain differential
encoding have their own merits. Specifically, the T-DQPSK-modulated OFDM system is advantageous
for employment in continuous transmissions, because the effective throughput remains high, since
the overhead constituted by the reference symbols[0] tends to zero in conjunction with a relatively
large transmission block/frame size, namely with an increasing transmission frame duration. However,
T-DQPSK-aided OFDM is less suitable for burst transmission, when the consecutive OFDM symbols
may experience fairly uncorrelated fading. Hence, employment of frequency-domain differentially
encoded modulation – which is referred to here as F-DPSK – is preferable for the above-mentioned
scenario. Before investigating the impact of the channel’sfrequency selectivity for the channel models
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Figure 12.3: Impact of mobility on the performance of CDD.

summarized in Table 12.1 on performance of the CDD, we reviewthe frequency-domain (FD)
autocorrelation function of OFDM havingD active subcarriers and a subcarrier frequency spacing of
∆f , which can be expressed as

ϕf
hh [µ] , E{h[k + µ]h∗[k]}, (12.8)

=

NtapsX

l−1

σ2
l e−j2πµ∆fτl , (12.9)

whereNtaps , σl andτl represent the number of paths, the elements of the power profile σ and the delay
profileτ of the channel models given by Table 12.1, respectively.

Accordingly, Figure 12.4(a) depicts the magnitude of the FDautocorrelation function for the three
different channel models of Table 12.1, namely the TU, RA andHT channel models, assuming that we
haveD = 1024 and∆f = 10 kHz. Note that the OFDM symbol duration is

Tf = DTs + Tg, (12.10)

whereTs = 1/(∆fD) is the OFDM symbol duration andTg denotes the guard interval. We observe
that the magnitude of the spectral correlation of the RA channel model decreases slowly asµ increases,
since the maximum path delayτmax is as small as6Ts. Thus, a moderately frequency-selective channel
is expected, resulting in a gracefully decreasing BER curve, as observed in Figure 12.4(b), where the
BER curves corresponding to the TU and HT channel models werealso plotted. The latter two BER
curves exhibit an error floor as the SNR increases, especially the one corresponding to the HT scenario.
This is not unexpected, since we observe a sharp decay in|ϕf

hh [µ]| during the interval(µ = 0, 1, . . . , 4)

and a ‘strong non-concave’ behaviour for|ϕf
hh [µ]|, as seen in Figure 12.4(a). This is caused by the large

maximum path delay ofτmax = 172Ts.

12.1.2 Chapter Contributions and Outline
As observed in Sections 12.1.1.2 and 12.1.1.3, significant channel-induced performance degradations
suffered by the CDD-aided direct-transmission-based OFDMsystem simply imply that the cooperative
diversity gains achieved by the cooperative system may erode as the relative mobile velocities of the
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Figure 12.4: Impact of frequency-selective channels on the performanceof CDD.

cooperating users with respect to both each other and the BS increase. The detrimental effects of
highly time-selective channels imposed on the T-DQPSK-modulated scenario were characterized in
Figure 12.3(b), while those of heavily frequency-selective channels on the F-DPSK-modulated system
were quantified in Figure 12.4(b). In order to eliminate thisperformance erosion and still achieve full
cooperative diversity in conjunction with differential detection in wideband OFDM-based cooperative
systems, in Section 12.2 we will invoke the Multiple-SymbolDifferential Sphere Detection (MSDSD)
technique, which was proposed by Lutzet al.in [599] in order to cope with fast-fading channels in SISO
narrowband scenarios. We will demonstrate in Section 12.3 that, although a simple MSDSD scheme
may be implemented at the relay, more powerful detection schemes are required at the BS of both
the DAF- and DDF-aided cooperative systems in order to achieve a desirable end-to-end performance.
Hence, the novel contributions of this chapter are as follows:

• A generalized equivalent multiple-symbol-based system model is constructed for the differen-
tially encoded cooperative system using either the Differential Amplify-and-Forward (DAF)
or Differential Decode-and-Forward (DDF) scheme.

• With the aid of the multi-layer search tree mechanism proposed for the SD in Chapter 11 in the
context of the SP-modulated MIMO system, the MSDSD is specifically designed for both the
DAF- and DDF-aided cooperative systems based on the above-mentioned generalized equivalent
multiple-symbol system model. Our design objective is to retain the maximum achievable
diversity gains at high mobile velocities, e.g. when T-DQPSK is employed, while imposing a
low complexity.

The remainder of this chapter is organized as follows. The principle of the single-path MSDSD,
which was proposed for employment in SISO systems, is reviewed in Section 12.2, where we will
demonstrate that the MSDSD is capable of significantly mitigating the channel-induced error floor for
both T-DQPSK- and F-DPSK-modulated OFDM systems, providedthat the second-order statistics of
the fading and noise are known at the receiver. Given the duality of the time and frequency dimensions,
we will only consider the T-DQPSK-modulated system in Section 12.3, where we focus our attention
on the multi-path MSDSD design, which is detailed for both the DAF- and DDF-aided cooperative
cellular UL. The construction of the generalized equivalent multiple-symbol cooperative system model
is detailed in Section 12.3.3.1. Finally, we provide our concluding remarks in Section 12.4 based on the
simulation results of Section 12.3.4.
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MSDDMSDD

Figure 12.5:Differential detection classification.

12.2 The Principle of Single-Path MSDSD [599]
Differential detection schemes may be broadly divided intotwo categories, namely CDD and Multiple-
Symbol Differential Detection (MSDD), as seen in Figure 12.5. Since a data symbol is mapped
to the phase difference between the successive transmittedPSK symbols, CDD estimates the data
symbol by directly calculating the phase difference of the two successive received symbols. In contrast
to CDD having an observation window size ofNwind = 2, the MSDD collectsNwind > 2
consecutively received symbols for joint detection of the(Nwind − 1) data symbols. This family
may be further divided into two subgroups, namely the optimum maximum-likelihood (ML)-MSDD
and suboptimum MSDD schemes, as seen in Figure 12.5. The ML-MSDD is the optimum scheme in
terms of performance, but it exhibits a potentially excessive computational complexity in conjunction
with a large observation window sizeNwind . One of the suboptimum approaches that may be
employed to achieve a low-complexity near-ML-MSDD is the linear-prediction-based Decision-
Feedback Differential Detection (DFDD). Recently, the SD algorithm [562] was also used to resolve the
complexity problem imposed by the ML-MSDD without sacrificing the achievable performance [599–
602], leading to the so-called MSDSD arrangement, which will be introduced in the forthcoming
sections.

12.2.1 ML Metric for MSDD
The basic idea behind ML-MSDD is the exploitation of the correlation between the phase distortions
experienced by the consecutiveNwind transmitted DPSK symbols [603]. In other words, the receiver
makes a decision about a block of(Nwind − 1) consecutive symbols based onNwind received symbols,
enabling the detector to exploit the statistics of the fading channels. Ideally, the error floor encountered
when performing CDD as observed in Figure 12.3 and Figure 12.4 can be essentially eliminated,
provided that the value ofNwind is sufficiently high.

More explicitly, the MSDD at the receiver jointly processesthe ith received symbol vector
consisting ofNwind consecutively received symbols

y[iNwind
] , [y[(Nwind − 1)i − (Nwind − 1)], . . . , y[(Nwind − 1)i]]T , (12.11)

whereiNwind
is the symbol vector index, in order to generate the ML estimate vector̂s[iNwind

] of the
correspondingNwind transmitted symbols

s[iNwind
] , [s[(Nwind − 1)i − (Nwind − 1)], . . . , s[(Nwind − 1)i]]T . (12.12)
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386 Chapter 12. Multiple-Symbol Differential Sphere Detection

Then, when using differential decoding by carrying out the inverse of the differential encoding process
of Equation (12.1), the estimated vectorv̂[iNwind

] of the corresponding(Nwind − 1) differentially
encoded data symbols

v[iNwind
] , [v[(Nwind − 1)i − (Nwind − 2)], . . . , v[(Nwind − 1)i]]T (12.13)

can be attained. Note that, due to differential encoding, consecutive blocksy[iNwind
] overlap by one

scalar received symbol [604]. For the sake of representational simplicity, we omit the symbol block
indexiNwind

without any loss of generality.
Under the assumption that the fading is a complex-valued zero-mean Gaussian process with

a variance ofσ2
h and that the channel noise has a variance of2σ2

w, the PDF of the received
symbol vectory = [y0, y1, . . . , yNwind−1]

T conditioned on the transmitted symbol vectors =
[s0, s1, . . . , sNwind−1]

T spanningNwind symbol periods is expressed as [599]

p(y|s) =
exp(−Tr{yHΨ−1y})

(πNwind detΨ)
, (12.14)

where

Ψ = E{yy
H|s} (12.15)

denotes the conditional autocorrelation matrix of the Rayleigh fading channel. Then, the ML solution
which maximizes the probability of Equation (12.14) can be obtained by exhaustively searching the
entire transmitted symbol vector space. Thus, the ML metricof the MSDD can be expressed as [604]

ŝML = arg max
š∈M

Nwind
c

p(y|̌s) (12.16)

= arg min
š∈M

Nwind
c

Tr{yHΨ−1
y}. (12.17)

12.2.2 Metric Transformation
In order to elaborate further on the ML metric of Equation (12.16), we extended the conditional
autocorrelation matrixΨ as [599]:

Ψ = E{yy
H |s}, (12.18)

= diag(s)E{hh
H}diag(sH) + E{nn

H}, (12.19)

= diag(s)(E{hh
H} + 2σ2

wINwind
)diag(sH), (12.20)

= diag(s) C diag(sH), (12.21)

whereE{hhH} is the channel’s covariance matrix in either the time or the frequency domain, which
is determined by the specific domain of the differential encoding. More explicitly, the elements of
the covariance matrixE{hhH} can be computed by Equation (12.7), when differential encoding at
the transmitter is carried out along the TD. Otherwise, we employ Equation (12.9) to obtain the
covariance matrix, when differential encoding is employedin the FD. Furthermore, in the context of
Equation (12.21) we define

C , (E{hh
H} + 2σ2

wINwind
) (12.22)

in order to simplify Equation (12.20).
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12.2.3. Complexity Reduction Using SD 387

Since we havediag(s)−1 = diag(s)H = diag(s∗), the ML decision rule of Equation (12.17) can
be reformulated as

ŝML = arg min
s∈M

Nwind
c

{yHΨ−1
y} (12.23)

= arg min
s∈M

Nwind
c

{yHdiag(s) C
−1 diag(s)H

y} (12.24)

= arg min
s∈M

Nwind
c

{s diag(y)H
C

−1diag(y)s∗} (12.25)

= arg min
s∈M

Nwind
c

{s diag(y)H
F

H
F diag(y)s∗}, (12.26)

whereF is an upper-triangular matrix obtained using the Cholesky factorization of the inverse matrix
C−1, i.e. we have

C
−1 = F

H
F. (12.27)

Then, by further defining an upper-triangular matrix as

U , (F diag(y))∗, (12.28)

we finally arrive at [599]
ŝML = arg min

s∈M
Nwind
c

{‖Us‖2}, (12.29)

which completes the process of transforming the ML-MSDD metric of Equation (12.17) to ashortest-
vectorproblem [599].

12.2.3 Complexity Reduction Using SD
While the performance of the MSDD improves steadily asNwind is increased, the drawback is its
potentially excessive computational complexity, which increases exponentially withNwind . On the
other hand, SD algorithms [562,566,605] are well known for their efficiency when solving the so-called
shortest-vector problem in the context of multi-user, multi-stream detection in MIMO systems. Thus,
due to the upper-triangular structure of theU matrix, the traditional SD algorithm can be employed to
solve the shortest-vector problem as indicated by Equation(12.29). Consequently, the ML solution of
the ML-MSDD metric of Equation (12.17) can be obtained on a component-by-component basis at a
significantly lower complexity. Note that all the SD algorithms discussed in Chapter 9 can be employed
to solve the shortest-vector problem of Equation (12.29).

12.2.4 Simulation Results
Monte Carlo simulations are provided in this section in order to characterize the achievable performance
and the complexity imposed by the MSDSD for both TD and FD differentially encoded OFDM systems.
The simulation parameters are summarized in Table 12.3.

12.2.4.1 Time-Differential-Encoded OFDM System

Let us now consider the application of the MSDSD in the TD differentially encoded OFDM system
for three different normalized Doppler frequencies in the presence of the typical urban channel given
by Table 12.1. The T-DQPSK modulation scheme is employed at the transmitter, while the MSDSD
employing three different observation window sizesNwind is used at the receiver, namelyNwind =
2, 6, 9. Note that, as mentioned in Section 12.1.1, when we haveNwind = 2 the MSDSD actually
degenerates to the CDD. Additionally, since T-DQPSK is employed, a relatively short transmission
frame length of101 OFDM symbols is utilized in order to reduce the detection delay imposed by
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Table 12.3:Simulation parameters for time-differential-modulation-aided OFDM system.

System parameters Choice

System OFDM
Subcarrier BW ∆f = 10 kHz
Number of subcarriers D = 1024
Modulation T-DQPSK/F-DQPSK
Frame length 101 OFDM symbols
Normalized Doppler freq. fd = 0.001, 0.01, 0.03
Channel model Typical urban if not specified
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Figure 12.6:The application of MSDSD in the time-differential-modulated OFDM system.

the MSDSD. Figure 12.6(a) depicts the BER performance of theMSDSD for normalized Doppler
frequenciesfd = 0.03, 0.01, 0.001, where we observe that for the slow-fading channel associated with
fd = 0.001, there is no need to employ an observation window size of morethanNwind = 2, since the
CDD does not suffer from an error floor. In other words, the MSDSD is unable to improve the CDD’s
performance further by increasingNwind . However, when the channel becomes more uncorrelated,
i.e. when we havefd = 0.03 or 0.01, the BER curve is shifted downwards by employing anNwind

value larger than2, approaching that observed forfd = 0.001, at the expense of imposing a higher
computational complexity. The complexity imposed by the MSDSD versus the SNR is plotted in
Figure 12.6(b), where the complexity curves correspondingto Nwind = 9 are evidently above those
corresponding toNwind = 6. Moreover, the complexity imposed by the MSDSD decreases steadily as
the SNR increases and finally levels out in the high-SNR range. This is not unexpected, since under the
assumption of having a reduced noise contamination, it is more likely that the ML solution point̂sML

is located near the search centre (the origin in this case) ofthe SD used for finding the MSDD solution.
As a result, the SD’s search process may converge much more rapidly, imposing a reduced complexity.
Again, for more details about the characteristics of SDs, refer to Chapter 9. Furthermore, we can also
observe from Figure 12.6(b) that the Doppler frequency has acrucial effect not only on the performance
achieved by the MSDSD, but also on its complexity.
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Given a Doppler frequency offd = 0.01, let us now investigate the complexity of the MSDSD
from a different angle by plotting the complexity versusNwind in Figure 12.7, where complexity curves
are drawn for two different SNRs. Although both of the curvesexhibit an increase upon increasing the
value ofNwind , the one corresponding to the relatively low SNR of10 dB rises more sharply than the
other one recorded for an SNR of35 dB.

12.2.4.2 Frequency-Differential-Encoded OFDM System

As discussed in Section 12.1.1.3 for the scenario of burst transmissions or detection-delay-sensitive
communications, F-DPSK is preferable to its TD counterpart. However, the channels experienced by the
OFDM modem may exhibit a moderate time but a significant frequency selectivity, as exemplified by the
TU and HT channel models given in Table 12.1. Therefore, the BER curves corresponding to the TU and
HT channel models exhibit an error floor when using the CDD associated withNwind = 2, as observed
in Figure 12.8, due to the channel’s frequency selectivity.Other simulation parameters are summarized
in Table 12.3. Similar to the results obtained in the T-DPSK scenario, the error floor can be eliminated
with the aid of the MSDSD, where the observation window size was Nwind = 6. Remarkably, a
significant performance improvement is achieved by the MSDSD for the severely frequency-selective
HT environment as seen in Figure 12.8. The BER curve associated with the CDD levels out as soon as
the SNR increases beyond20 dB, while the MSDSD usingNwind = 6 completely removes the error
floor, resulting in a steadily decreasing BER curve as the SNRincreases.

12.3 Multi-path MSDSD Design for Cooperative
Communication

12.3.1 System Model
After the brief review on the principle of the MSDSD designedfor single-path channels in Section 12.2,
we continue by specifically designing an MSDSD scheme for thecooperative system discussed in
Section 12.1. As depicted in Figure 12.9, we consider aU -user cooperation-aided system, where
signal transmission involves two transmission phases, namely the broadcast phase and the relay phase,
which are also referred to as phase I and II. A user who directly sends his/her own information to the
destination is regarded as asourcenode, while the other users who assist in forwarding the information
received from the source node are considered asrelaynodes. In both phases, any of the well-established
multiple-access schemes can be employed by the users to guarantee an orthogonal transmission among
them, such as Time-Division Multiple Access (TDMA), Frequency-Division Multiple Access (FDMA)
or Code-Division Multiple Access (CDMA). In this discussion, TDMA is considered for the sake
of simplicity. Furthermore, due to the symmetry of channel allocation among users, as indicated in
Figure 12.9, we focus our attention on the information transmission of source terminalTS seen in
Figure 12.10, which potentially employs(U − 1) relay terminalsTR1

, TR2
, . . . , TRU−1

in order to
achieve cooperative diversity by forming a VAA. Without loss of generality, we simply assume the
employment of a single antenna for each of the collaboratingMSs and that ofN receive antennas for
the BS. Additionally, a unitary total powerP shared by the collaborating MSs for transmitting a symbol
is assumed.

Owing to the potential transmission inefficiency and implementational difficulty imposed by
the channel estimation in cooperation-aided systems, differential encoding and detection without
acquisition of the CSI is preferable to the employment of substantially more complex coherent
transmission techniques, as we discussed in Section 12.1. Hence, we assume that in phase I, the
source broadcasts its differentially encoded signals, while the destination as well as the relay terminals
are also capable of receiving the signal transmitted by the source. In the forthcoming phase II, we
consider two possible cooperation protocols which can be employed by the relay nodes: the relay
node may either directly forward the received signal to the destination after signal amplification (the
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Figure 12.10:Cooperative communication schematic of multiple-relay nodes. c©IEEE Wang & Hanzo
2007 [7]

Amplify-and-Forward (AF) scheme) or differentially decode and re-encode the received signal before
its retransmission (the Decode-and-Forward (DF) scheme).

Recall from Section 12.1.1.1 that the information is conveyed in the difference of the phases
of two consecutive PSK symbols for differentially encoded transmission. In the context of the user
cooperation-aided system of Figure 12.10, the source terminal TS broadcasts thelth differentially
encoded framesl during phase I, which consists ofLf DMPSK symbolss[n] (n = 1, 2, . . . , Lf )
given by Equation (12.1). According to Equation (12.1), thedifferential encoding process of the source
node may be expressed as

ss[n] = ss[n − 1]vs[n], (12.30)

wherevsd [n] ∈ Mc = {ej2πm/Mc ; m = 0, 1, . . . , Mc − 1} is the information symbol obtained after
bit-to-symbol mapping, andssd [n] ∈ Mc = {ej2πm/Mc ; m = 0, 1, . . . , Mc − 1} represents the
differentially encoded symbols during thenth time slot. We assume a total power of unity, i.e.P = 1,
for transmitting a DMPSK symbol of the source over the entireuser cooperation period and introduce
the broadcast transmit power ratioη which is equal to the transmit powerPs employed by the source.
Hence, during the forthcoming phase II, the total power consumed by all the(U − 1) relay nodes
used for transmitting the signal received from the source is

PU−1
u=1 Pru = 1 − η, wherePru is the

power consumed by the relay terminalTRu for conveying the signal of the source node. To mitigate the
impairments imposed by the time-selective channels on the T-DPSK-modulated transmission, frame-
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392 Chapter 12. Multiple-Symbol Differential Sphere Detection

based rather than symbol-based user cooperation is carriedout, which is achieved at the expense of
both a higher detection delay and increased memory requirements.

Furthermore, according to the cooperative strategy of Figure 12.9, where each of the(U − 1)
spatially dispersed relay nodes helps forward the signal from the source node to the destination node
in (U − 1) successive time slots, we construct asingle-symbol system modelfor the source node’snth
transmit symbol in the context of the TDMA-based user-cooperation-aided system of Figure 12.10 as

Yn = PSnHn + Wn, (12.31)

where the diagonal matrixP is introduced to describe the transmit power allocation among the
collaborating MSs and is defined as

P , diag([
√

Ps

p

Pr1
. . .

q

PrU−1
]). (12.32)

Additionally, in Equation (12.31)Sn andYn represent thetransmitted user-cooperation-based signal
matrix and the received signal matrix at the destination, respectively, during both phase I and phase II.
Additionally,Hn andWn denote the channel matrix and the AWGN matrix, respectively. Upon further
elaborating of Equation (12.31), we get

2

6
6
6
4

ysd1
[n] · · · ysdN

[n]
yr1d1

[n + 1 · Lf ] · · · yr1dN
[n + 1 · Lf ]

... · · ·
...

yrU−1d1
[n + (U − 1)Lf ] · · · yrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

U×N

= P

2

6
6
6
4

ss[n] 0 · · · 0
0 sr1

[n + 1 · Lf ] · · · 0
...

...
. . .

...
0 0 · · · srU−1

[n + (U − 1)Lf ]

3

7
7
7
5

U×U

×

2

6
6
6
4

hsd1
[n] · · · hsdN

[n]
hr1d1

[n + 1 · Lf ] · · · hr1dN
[n + 1 · Lf ]

... · · ·
...

hrU−1d1
[n + (U − 1)Lf ] · · · hrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

U×N

+

2

6
6
6
4

wsd1
[n] · · · wsdN

[n]
wr1d1

[n + 1 · Lf ] · · · wr1dN
[n + 1 · Lf ]

... · · ·
...

wrU−1d1
[n + (U − 1)Lf ] · · · wrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

U×N

, (12.33)

where the rows and columns of the transmitted user-cooperation-based signal matrixSn denote the
spatial and temporal dimensions, respectively. Moreover,since the source and multiple relay terminals
are assumed to be far apart, the elements of the channel matrix Hn, corresponding to the CIRs between
the source and the destination nodes as well as those betweenthe relay node and the destination node,
are mutually uncorrelated, but each of them may be correlated along the TD according to the time-
selective characteristics of the channel. Additionally, the elements of the AWGN matrix are modelled as
independent complex-valued Gaussian random variables with zero mean and a variance ofN0 = 2σ2

w .
More specifically, since we have the transmitted symbolss[n] ∈ Mc = {ej2πm/Mc ; ms =

0, 1, . . . , Mc − 1} at the source node, the(U × U)-element transmitted signal matrixPSn in the
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12.3.2. Differentially Encoded Cooperative Communication Using CDD 393

general system model of Equation (12.33) can be reformattedfor the DAF-aided cooperative system as

PSn =

2

6
6
6
4

√
Ps · ej2πms/Mc 0 · · · 0

0 fAMr1
ysr1

[n] · · · 0
...

...
. . .

...
0 0 · · · fAMrU−1

ysrU−1
[n]

3

7
7
7
5

, (12.34)

where fAMru
is the signal gain employed by theuth relay node to make sure that the average

transmitted power of theuth relay isPru and

ysru [n]

=
√

Ps · ss[n]hsru [n] + wsru [n] (12.35)

=
√

Ps · ej2πms/Mchsru [n] + wsru [n] (ms = 0, 1, . . . , Mc − 1) (12.36)

represents the signal received at theuth relay node during the broadcast phase I.
As for the DDF-aided user cooperation system, where the relay node differentially detects and re-

encodes the signal received from the source node before forwarding it to the destination, the(U × U)-
element transmitted signal matrixPSn in the general system model of Equation (12.33) can be rewritten
as follows under the assumption that the output of the differentially detected relay is error-free:

PSn =

2

6
6
6
4

√
Ps · ej2πms/Mc 0 · · · 0

0
p

Pr1
· ej2πms/Mc · · · 0

...
...

. . .
...

0 0 · · ·
p

PrU−1
· ej2πms/Mc

3

7
7
7
5

. (12.37)

12.3.2 Differentially Encoded Cooperative CommunicationUsing CDD
In this section, for the sake of simplicity, we consider two differential-modulation-based two-user
cooperative schemes, namely, the DAF and DDF. Both these schemes are amenable to the CDD in
fading channels after a linear signal combination process,which will be discussed in our forthcoming
discourse.

12.3.2.1 Signal Combining at the Destination for DAF Relaying

For the DAF scheme, the(U − 1) relay nodes of Figure 12.10 amplify the signal received fromthe
source node and forward it to the destination node in a presetorder over(U − 1) successive time slots
during phase II. In order to ensure that the average transmitpower of theuth relay node remainsPru ,
the corresponding amplification factorfAMru

in Equation (12.34) employed by theuth relay node can
be specified as [606]

fAMru
=

s

Pru

Psσ2
sru

+ N0
, (12.38)

whereσ2
sru

is the variance of the channel’s envelope spanning between the source and theuth relay
node, which can be obtained by long-term averaging of the received signals. Therefore, the signal
received at the destination from theuth relay nodeyrud[n+uLf ] in Equation (12.33) can be represented
as follows [606]:

yrud[n + uLf ] = fAMru
ysru [n]hrud[n + uLf ] + wrud[n + uLf ], (12.39)

whereysru [n] is the signal received from the source node at theuth relay node during the broadcast
phase I, which was given by Equation (12.35).
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394 Chapter 12. Multiple-Symbol Differential Sphere Detection

The destination BS linearly combines the signal at each of theN receive antennas received from the
source through the direct link during the broadcast, namelyphase I and those at each receive antenna
received from all the relay nodes during phase II, followed by the CDD process operating without
acquiring any CSI. Based on the multi-channel differentialdetection principle of [475], we combine the
multi-path signal of theU -user cooperation system of Figure 12.10 prior to the CDD process as

y =
NX

i=1

»

a0(ysdi
[n − 1])∗ysdi

[n] +
U−1X

u=1

au(yrudi
[n + uLf − 1])∗yrudi

[n + uLf ]

–

, (12.40)

whereLf is the length of the frame, while the coefficientsa0 andau (u = 1, 2, . . .) are respectively
given by

a0 =
1

N0
, (12.41)

au =
Psσ

2
sru

+ N0

N0(Psσ2
sru

+ Pruσ2
rud + N0)

, (12.42)

whereσ2
sru

andσ2
rud are the variances of the link between the source and relay nodes as well as of the

link between the relay node and the BS, respectively. By assuming that the CIRshsru as well ashrud

are almost constant over two successive symbol periods, thedestination node carries out the CDD based
on the combined signaly of Equation (12.40) as

ej2πm̂/Mc = arg max
m̌=0,1,...,Mc−1

ℜ{e−j2πm̌/Mcy}, (12.43)

whereℜ{·} denotes the real component of a complex number.

12.3.2.2 Signal Combining at Destination for DDF Relaying

For the DDF-aidedU -user cooperation system of Figure 12.10, each relay node differentially decodes
and re-encodes the signal received from the source node, before forwarding it to the BS. Similarly,
based on the multi-channel differential detection techniques of [475, 607], the combined signal prior
to differential detection by the DDF scheme can be expressedin exactly the same form as that of
Equation (12.40) for the DAF scheme, which is repeated here for convenience:

y =
NX

i=1

»

a0(ysdi
[n − 1])∗ysdi

[n] +

U−1X

u=1

au(yrudi
[n + uLf − 1])∗yrudi

[n + uLf ]

–

, (12.44)

noting that different diversity combining weights ofa0 andau (u = 1, 2, . . . , U − 1) are used. Note
also that the choice of diversity combining weights may affect the achievable system performance. For
example, when the normalized total power ofP = 1 used for transmitting a symbol during the entire
user-cooperation-aided process is equally divided among the source and relay nodes, i.e. when we have
Ps = Pru = 1/U (u = 1, 2, . . . , U − 1), the SNR of the combiner output is maximized by opting
for [607]

a0 = au =
1

N0
, (12.45)

provided that the corresponding channel variances are identical. Although the choice of the diversity
combining weights is not optimal in general, it is optimal for the case when the SNR of the source–
destination link and those of the multiple relay–destination links are the same. Again, by assuming that
the CIRs tapshsru as well ashrud are constant during two successive symbol periods, the CDD process
of Equation (12.43) can be carried out by the destination after combining the multi-path signals.
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Figure 12.11: BER performance of the DAF-aided DQPSK-modulated two-usercooperative OFDM
system in Rayleigh fading channels at different normalizedDoppler frequencies. The system parameters
were summarized in Table 12.4.

12.3.2.3 Simulation Results

Figure 12.11 depicts the BER performance versusP/N0 for both the single-user non-cooperative
system and the two-user DAF-aided cooperative system, using the simulation parameters summarized
in Table 12.4. Note that we consider a scenario where the total power P used for transmitting a
differentially encoded symbol during an entire user cooperation process is equally shared between
the source and relay nodes, and the SNRs at the receiver of therelay and destination nodes are
identical. Additionally, in order to carry out a fair comparison between the non-cooperative and
cooperative systems, we assume that the power consumed by the single-user non-cooperative system
when transmitting a single T-DQPSK symbol is also equal toP = 1, which is identical to that consumed
by its user-cooperation-aided counterpart. As observed from Figure 12.11, in the presence of the slowly
fading TU channel of Table 12.1 associated withfd = 0.001, the DDF-aided two-user cooperative
system is capable of achieving the maximum attainable spatial diversity order of two, resulting in a
significant performance gain of10 dB, given a target BER of10−4. This high gain is not unexpected,
since it is unlikely that both the direct and relay links suffer from a deep fade. However, since the
T-DQPSK modulation scheme is employed, the performance achieved by the CDD at the destination
node degrades significantly as the normalized Doppler frequencyfd becomes higher. This is due to,
for example, the relative mobility of the source and relay nodes with respect to the BS. For the sake
of simplicity, here we assume the same normalized Doppler frequency exhibited by all the three links
of the two-user cooperative system, namely the source–relay, relay–destination and source–destination
links. As shown in Figure 12.11, an error floor is formed by theBER curves corresponding to the
more time-selective scenarios associated with an increased normalized Doppler frequencyfd ranging
from 0.001 to 0.03, which is an undesirable situation encountered also by the classic single-user non-
cooperative benchmark system. However, the lowest achievable end-to-end BER of10−3 exhibited by
the CDD operating with the aid of the DAF-aided cooperation scheme is still lower than the BER of
10−2 achieved by the non-cooperative system under the assumption of fd = 0.03.
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Table 12.4: Summary of system parameters for a T-DQPSK-modulated two-user cooperative OFDM
system.

System parameters Choice

System Two-user cooperative OFDM
Number of relay nodes 1
Subcarrier BW ∆f = 10 kHz
Number of subcarriers D = 1024
Modulation T-DQPSK
Frame lengthLf 101
CRC CCITT-6
Normalized Doppler freq. fd = 0.03, 0.01, 0.001
Channel model Typical urban, refer to Table 12.1
Channel variances σ2

sd
= σ2

sr = σ2
rd

= 1
Power allocation Ps = Pr1

= 0.5P = 0.5
SNR at relay and destination Ps/N0 = Pr1

/N0

In comparison with the DAF-aided cooperative system, wherethe relay node directly forwards the
amplified signal to the destination, the differential decoding and re-encoding of the DDF-aided system
are carried out by the relay node before forwarding, as discussed in Section 12.3.2.2. The simulation
parameters are summarized in Table 12.4, where we can see that a Cyclic Redundancy Check (CRC)
code is employed by the relay node in order to determine whether the current decoded signal is correct or
not and only the error-free decoded signal is forwarded to the destination. Otherwise, the relay remains
silent during phase II. Figure 12.12 plots the BER curves of the DDF-aided two-user cooperative system
using the CDD at both the relay and destination nodes in contrast to those of its non-cooperative
counterpart. Again, the DDF-aided cooperative scheme is capable of achieving the maximum attainable
diversity order of two, leading to a significant performancegain for transmission over a slow-fading
channel associated withfd = 0.001. Furthermore, observe by comparing Figure 12.12 that a similarly
negative impact is imposed on the end-to-end BER performance by the relative mobility of the source,
relay and destination nodes for the DDF scheme as that imposed for the DAF scheme. Moreover, also
note in Figure 12.12 that although the DDF-aided cooperative system outperforms its non-cooperative
counterpart at the three different values of the normalizedDoppler frequency considered, the achievable
performance gain becomes more negligible asfd increases. Specifically, only a slightly lower error floor
is exhibited in Figure 12.12 by the DDF-aided system associated withfd = 0.03 than that presented by
the classic single-user non-cooperative arrangement. In addition, as observed from both Figure 12.11
and Figure 12.12, both the DAF- and DDF-aided cooperative systems exhibit a worse BER performance
than the classic non-cooperative one in the relatively low-SNR range spanning from0 to 15 dB, which
can also be observed for the co-located multiple-transmit-antenna-assisted system. This trend is not
unexpected, since the effective SNR experienced at the receiver is halved for the two-transmit-antenna-
aided system, and the benefit of diversity is overwhelmed by the deleterious effects of the noise when
the SNR is low.

Let us now investigate the benefit of the CRC-based error-detection capability of the relay node on
the end-to-end BER performance of a DDF-aided two-user cooperative system in Figure 12.13, where
the BER curves corresponding to different CRC codes are plotted in contrast to those of the so-called
fixed-relay-based cooperative system as well as to that of the single-user non-cooperative one. Note that,
as summarized in Table 12.4, the frame lengthLf employed is101 DQPSK symbols, whereas CCITT-
6 was used by the relay node similarly to the previously simulated DDF-aided cooperative system
of Figure 12.12, which exhibits a desirable error-detection capability for this relatively short frame
length, since a full diversity order of two can be achieved. To improve the achievable transmission
efficiency, a CRC code using as few parity bits as possible is preferable, such as CCITT-4. However,
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Figure 12.12:BER performance of the DDF-aided DQPSK-modulated cooperative system in Rayleigh
fading channels at different normalized Doppler frequencies. The system parameters were summarized
in Table 12.4.

as observed in Figure 12.13, the achievable BER performanceof the DDF-aided cooperative system
gradually degrades as the SNR increases, leading to an approximately4 dB performance gain reduction
at a target BER of10−5 in comparison with the system employing the CCITT-6. Another extreme
example worth considering is a fixed-relay-based cooperative system, where the relay forwards the
re-encoded differential signal to the destination withoutchecking whether the differentially decoded
bits are correct or not. Hence, the achievable transmissionefficiency is improved by sacrificing the
maximum achievable diversity gain. Specifically, without the aid of the CRC, no spatial diversity gain
can be achieved, although an additional transmit antenna provided by the relay node further assists the
source by forwarding the signal to the BS. The reason for thistrend is that without CRC checking the
original diversity gain is eroded by the flawed information delivered by the relay node, which is further
combined with the signal received via the direct link at the destination. Hence, a flexible compromise
between maintaining a high transmission efficiency and the maximum achievable diversity gain can be
struck by employing an appropriate CRC code.

In comparison with the classic co-located multiple-transmit-antenna-assisted system, the perfor-
mance of the user-cooperation-aided system is affected both by the channel quality of the source–
destination and relay–destination links and by that of the source–relay link. This statement is true
for both the DAF- and DDF-aided cooperative systems as evidenced by our forthcoming discussions.
Figure 12.14 compares the BER performance achieved by the two-user cooperative system employing
either the DAF or the DDF scheme in two different scenarios, namely for a noisy source–relay link,
as assumed in the scenarios characterized in Figures 12.12 and 12.13, and for a perfect noise-free
source–relay link. In other words, the relay is assumed to have perfect knowledge of the source node’s
transmitted signal in the latter scenario, which can also beregarded as the conventional co-located
multiple-transmit-antenna-aided system, if the DDF scheme is employed. Additionally, recall from
Figures 12.11 and 12.12 that the maximum diversity order of two can indeed be achieved by the
T-DQPSK-modulated two-user cooperative system using the CDD when a quasi-static scenario of a
normalized Doppler frequencyfd = 0.001 is assumed. Although the maximum achievable diversity
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Figure 12.13:Benefits of the CRC-based error-detection capability at therelay node on the end-to-end
BER performance of a DDF-aided DQPSK-modulated cooperative system. The system parameters were
summarized in Table 12.4.

gain cannot be increased by having a perfect source–relay link, observe in Figure 12.14 that the system’s
BER performance was indeed improved. To be more specific, a performance gain as high as5 dB was
attained in Figure 12.14 for the system using the DDF scheme by having a perfect source–relay link,
whereas only a negligible performance gain was attained in Figure 12.14 by its DAF-aided counterpart.
Furthermore, by comparing the performance achieved by the DAF and DDF schemes in Figure 12.14,
we observe that the latter is slightly outperformed by the former if the transmissions between the source
and relay nodes are carried out over a noisy link having an SNRat the relay node which is equal to that
measured at the destination node. However, it is expected that the latter will outperform the former as
a benefit of having a better-quality source–relay link, as indicated by the extreme example of having
a noise-free source–relay link, which was characterized inFigure 12.14. Therefore, when the source–
relay link is of poor quality, it is preferable to employ the DAF scheme, which outperforms the DDF
scheme despite its lower complexity, since there is no need to carry out any differential decoding and
re-encoding.

12.3.3 Multi-path MSDSD Design for Cooperative Communication
In order to mitigate the potential negative impact induced by strongly time-selective or frequency-
selective channels on the conventional T-DQPSK or F-DQPSK scenarios of Section 12.1.1, the single-
path MSDSD introduced in Section 12.2 constitutes an attractive scheme for employment by the relay
nodes, when differential decoding is carried out at relay nodes using the DF protocol. Figure 12.15
characterizes the achievable performance improvements ofthe DDF-aided two-user cooperative system
attained by the single-path MSDSD scheme at the relay node intime-selective Rayleigh fading channels
at different normalized Doppler frequencies. When employing the MSDSD scheme usingNwind = 6 at
the relay node, observe in Figure 12.15 that the error floors encountered in time-selective channels
corresponding tofd = 0.01 and fd = 0.03 are significantly mitigated, resulting in a substantial
performance gain. For example, given a target BER of10−4, a performance gain in excess of5 dB can be
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Figure 12.14: Impact of the source–relay link’s quality on the end-to-endBER performance of
a T-DQPSK-modulated two-user cooperative system. The system parameters were summarized in
Table 12.4.

achieved forfd = 0.01 as seen in Figure 12.15. However, since the end-to-end performance of the user
cooperative system of Figure 12.10 is determined by the robustness of the differential detection schemes
employed at both the relay and destination nodes, the single-path MSDSD-aided relay terminals alone
are unable to guarantee a desirable end-to-end performance. Hence, although a significant performance
gain can be attained by improving the detection capability at the relay node, there is still a substantial
performance gap between the BER curve obtained atfd = 0.01 or fd = 0.03 and that corresponding
to fd = 0.001. The maximum diversity order of two is not achieved atfd = 0.03 or fd = 0.01,
as indicated by the slope of the BER curve seen in Figure 12.15. Hence, for further improving the
performance of the DDF-aided cooperative system or that of the DAF-aided one, a powerful differential
detector has to be applied at the destination node, which is robust to the impairments imposed by
time-selective channels. Unfortunately, the single-pathMSDSD scheme cannot be directly employed
by the destination node in order jointly to decode differentially the multi-path signals received from
the source and relay nodes. Thus, a potential channel-induced performance degradation may still occur
when carrying out conventional differential detection of signals received over the multi-path channel,
which is discussed in Section 12.3.2. In the forthcoming sections, based on the principle of the single-
path MSDSD, we will propose an MSDSD scheme specifically designed for user-cooperation-aided
communication systems, which is capable of jointly detecting differentially the multi-path signals
delivered by the source and relay nodes.

12.3.3.1 Derivation of the Metric for Optimum Detection

12.3.3.1.1 Equivalent System Model for the DDF-Aided Cooperative Systems

Following on from the principle of the single-path MSDSD discussed in Section 12.2, the receiver
operating without knowledge of the CSI at the destination node collectsNwind consecutive user-
cooperation-based space–time symbolsSn (n = 0, 1, . . . , Nwind − 1). These samples are then used
jointly to detect a block of(Nwind − 1) consecutive symbolsvs[n] (n = 0, 1, . . . , Nwind − 2),
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Figure 12.15:BER performance of DDF-aided DQPSK-modulated cooperativesystem using MSDSD-
aided relays in Rayleigh fading channels.

which were differentially encoded by the source during phase I by exploiting the correlation between
the phase distortions experienced by the adjacent samplesSn (n = 0, 1, . . . , Nwind − 1). The nth
user-cooperation-based space–time symbolSn was defined specifically for the DDF-aided cooperative
system in Equation (12.37), which is rewritten here as

Sn =

2

6
6
6
4

ej2πms/Mc 0 · · · 0

0 ej2πms/Mc · · · 0
...

...
. . .

...
0 0 · · · ej2πms/Mc

3

7
7
7
5

, (12.46)

where we havems = 0, 1, . . . , Mc − 1. Since the total power used for transmitting a single symbolSn

during the entire user-cooperation process is normalized,we have

Ps +
U−1X

u=1

Pru = 1, (12.47)

where U is the number of users in the user-cooperation-aided systemof Figure 12.10. Moreover,
with the aid of Equations (12.33) and (12.37), we can rewritethe generalized single-symbol-based
cooperative system model of Equation (12.31) for the DDF-aided cooperative transmission, resulting in
theequivalent single-symbol-based system modelas follows:

Yn = PSnHn + Wn (12.48)

= SnPHn + Wn (12.49)

= S̃nH̃n + W̃n, (12.50)
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where the equivalent user-cooperation transmitted signal’s unitary matrixS̃n is represented by

S̃n = Sn =

2

6
6
6
4

ej2πms/Mc 0 · · · 0

0 ej2πms/Mc · · · 0
...

...
. . .

...
0 0 · · · ej2πms/Mc

3

7
7
7
5

, ms = 0, 1, . . . , Mc − 1, (12.51)

and the equivalent channel matrix̃Hn can be expressed as

H̃n = PHn (12.52)

=

2

6
6
6
4

√
Ps · hsd1

[n] · · ·
√

Ps · hsdN
[n]

p
Pr1

· hr1d1
[n + 1 · Lf ] · · ·

p
Pr1

· hr1dN
[n + 1 · Lf ]

... · · ·
...

p
PrU−1d · hrU−1d1

[n + (U − 1)Lf ] · · ·
p

PrU−1d · hrU−1dN
[n + (U − 1)Lf ]

3

7
7
7
5

.

(12.53)

In addition, according to Equation (12.33) the received signal matrixYn and the equivalent noise matrix
W̃n may be written as

Yn =

2

6
6
6
4

ysd1
[n] · · · ysdN

[n]
yr1d1

[n + 1 · Lf ] · · · yr1dN
[n + 1 · Lf ]

... · · ·
...

yrU−1d1
[n + (U − 1)Lf ] · · · yrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

(12.54)

and

W̃n = Wn =

2

6
6
6
4

wsd1
[n] · · · wsdN

[n]
wr1d1

[n + 1 · Lf ] · · · wr1dN
[n + 1 · Lf ]

... · · ·
...

wrU−1d1
[n + (U − 1)Lf ] · · · wrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

, (12.55)

respectively.

12.3.3.1.2 Equivalent System Model for the DAF-Aided Cooperative System

Similarly, with the aid of Equations (12.33), (12.34) as well as (12.35) and following a number
of straightforward manipulations left out here for compactness, we arrive at theequivalent single-
symbol system modelfor the DAF-aided cooperation system based on the generalized single-symbol
cooperative system model of Equation (12.31) as follows:

Yn = S̃nH̃n + W̃n, (12.56)

where the received signal matrixYn at the BS is expressed identically to that of the DDF-aided
system as

Yn =

2

6
6
6
4

ysd1
[n] · · · ysdN

[n]
yr1d1

[n + 1 · Lf ] · · · yr1dN
[n + 1 · Lf ]

... · · ·
...

yrU−1d1
[n + (U − 1)Lf ] · · · yrU−1dN

[n + (U − 1)Lf ]

3

7
7
7
5

, (12.57)
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and the equivalent user-cooperation transmitted signal matrix S̃n can be written as

S̃n =

2

6
6
6
4

ej2πms/Mc 0 · · · 0

0 ej2πms/Mc · · · 0
...

...
. . .

...
0 0 · · · ej2πms/Mc

3

7
7
7
5

, ms = 0, 1, . . . , Mc − 1, (12.58)

which is identical to the transmitted signal matrix given inEquation (12.51) for the DDF-aided system.
However, the resultant equivalent channel matrixH̃n of the DAF-aided system is different from that
obtained for its DDF-aided counterpart of Equation (12.52), which is expressed as

H̃n = [h̃1 h̃2 . . . h̃N ], (12.59)

where theith column vector̃hi may be written as

hi =

2

6
6
6
6
6
6
6
4

√
Ps · hsdi

[n]
r

Pr1

σ2
sr1

+(N0/Ps)
hsr1

[n]hr1di
[n + 1 · Lf ]

...
r

PrU−1

σ2
srU−1

+(N0/Ps)
hsrU−1

[n]hrU−1di
[n + (U − 1) · Lf ]

3

7
7
7
7
7
7
7
5

. (12.60)

Moreover, the resultant equivalent noise term̃Wn can be represented as

W̃n = [w̃1 w̃2 . . . w̃N ], (12.61)

where theith column vector̃wi may be expressed as

w̃i =

2

6
6
6
6
6
6
6
4

wsd [n]
r

Pr1

Psσ2
sr1

+N0
wsr1

[n]hr1di
[n + 1 · Lf ] + wr1di

[n + 1 · Lf ]

...
r

PrU−1

Psσ2
srU−1

+N0
wsrU−1

[n]hrU−1di
[n + (U − 1) · Lf ] + wrU−1di

[n + (U − 1) · Lf ]

3

7
7
7
7
7
7
7
5

.

(12.62)

12.3.3.1.3 Optimum Detection Metric

Then, based on Equation (12.50) and Equation (12.56), we canconstruct the general input–output
relation of the channel for multiple differential symbol transmissions for both DAF- and DDF-aided
user-cooperative systems, where we have theequivalent multiple-symbol-based system modelas

Y = S̃dH̃ + W̃. (12.63)

Note that ifA represents a matrix, thenA is a block matrix,Ad denotes a diagonal matrix, andAd

represents a block diagonal matrix. The block matrixY hosting the received signal, which contains
signals received duringNwind successive user-cooperation-based symbol durations corresponding to
Nwind consecutively transmitted differential symbolsss[n] (n = 0, 1, . . . , Nwind − 1) of the source
node, is defined as

Y = [YT
n Y

T
n+1 . . .YT

n+Nwind−1]
T , (12.64)

and the block matrixH̃ representing the channel as well as the block matrixW̃ of the AWGN are
defined likewise by vertically concatenatingNwind matricesH̃n (n = 0, 1, . . . , Nwind − 1) andW̃n
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(n = 0, 1, . . . , Nwind − 1), respectively. Therefore, we can representH̃ as

H̃ = [H̃T
n H̃

T
n+1 . . . H̃T

n+Nwind−1]
T , (12.65)

and express̃W as

W̃ = [W̃T
n W̃

T
n+1 . . .W̃T

n+Nwind−1]
T . (12.66)

Furthermore, the diagonal block matrix of the transmitted signal is constructed as

S̃d = diag(S̃n, S̃n+1, . . . , S̃n+Nwind−1) (12.67)

=

2

6
6
6
4

S̃n 0 · · · 0

0 S̃n+1 · · · 0
...

...
. . .

...
0 0 · · · S̃n+Nwind−1

3

7
7
7
5

, (12.68)

whereS̃n (n = 0, 1, . . . , Nwind − 1) was given by Equation (12.51) or Equation (12.58).
Note that all the elements iñHn andW̃n of (12.52) and (12.55) possess a standard Gaussian

distribution for the DDF-aided cooperative system, whereas most terms inH̃n andW̃n of (12.59)
and (12.61) do not for its DAF-aided counterpart. However, our informal simulation-based investiga-
tions suggest that the resultant noise processes are near-Gaussian distributed in the DAF-aided scenario.
As a result, the PDF of the corresponding received signal in (12.63) is also near-Gaussian, especially for
low SNRs, as seen in Figure 12.16. Hence, under the simplifying assumption that theequivalentfading
and noise are zero-mean complex-Gaussian processes in the DAF-aided cooperative system, the PDF of
the non-coherent receiver’s outputY at the BS for both the DAF- and DDF-aided cooperative systems
can be obtained based on its counterpart of Equation (12.14)derived for the single-transmit-antenna
scenario in Section 12.2 as

Pr(Y|S̃d) =
exp(−Tr{YHΨ−1Y})

(πUNwind det(Ψ))N
, (12.69)

where the conditional autocorrelation matrix is given by

Ψ = E{YY
H |S̃d}, (12.70)

= S̃dE{H̃H̃
H}S̃d

H
+ E{W̃W̃

H}. (12.71)

Specifically, for the DDF-aided cooperative system having an equivalent channel matrix̃Hn given
by Equation (12.52) and a noise matrix given by Equation (12.55), the channel’s autocorrelation matrix

E{H̃H̃
H} formulated in Equation (12.71) can be further extended as

E{H̃H̃
H} = E

8

><

>:

2

6
4

H̃n

...
H̃n+Nwind−1

3

7
5

ˆ
H̃∗

n . . . H̃∗
n+Nwind−1

˜

9

>=

>;

(12.72)

= N

2

6
6
6
4

ΓDF (0) ΓDF (1) · · · ΓDF (Nwind − 1)
ΓDF (−1) ΓDF (0) · · · ΓDF (Nwind − 2)

...
...

. . .
...

ΓDF (1 − Nwind ) ΓDF (2 − Nwind ) · · · ΓDF (0)

3

7
7
7
5

, (12.73)
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Figure 12.16:PDF of the received signalY of Equation (12.64) in the DAF-aided cooperative system.
c©IEEE Wang & Hanzo 2007 [7]

by defining

ΓDF (κ) ,

2

6
6
6
4

ϕt
sd [κ] 0 · · · 0
0 ϕt

r1d[κ] · · · 0
...

...
. . .

...
0 0 · · · ϕt

rU−1d[κ]

3

7
7
7
5

P
2 (12.74)

=

2

6
6
6
4

Psϕ
t
sd [κ] 0 · · · 0
0 Pr1

ϕt
r1d[κ] · · · 0

...
...

. . .
...

0 0 · · · PrU−1
ϕt

rU−1d[κ]

3

7
7
7
5

, (12.75)

whereP is the transmit power allocation matrix given by Equation (12.32), whileϕt
sd [κ] andϕt

rud[κ]
respectively represent the channel’s autocorrelation function for the direct link and relay–destination
link between theuth relay node and the destination BS. Under the assumption ofRayleigh fading
channels, the channel’s autocorrelation function can be expressed as

ϕt[κ] , E{h[n + κ]h∗[n]} (12.76)

= J0(2πfdκ), (12.77)

with J0(·) denoting the zeroth-order Bessel function of the first kind and as usualfd representing
the normalized Doppler frequency. Furthermore, under the assumption of an identical noise variance

observed at each terminal,E{W̃W̃
H} of the DDF-aided system can be expressed with the aid of the

equivalent noise matrix given by Equation (12.55) as

E{W̃W̃
H} = N0NIUNwind

, (12.78)

whereN and N0 respectively denote the number of receive antennas employed at the BS and the
Gaussian noise variance, whileIUNwind

is a(UN wind × UN wind )-element identity matrix.
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On the other hand, when considering the DAF-aided user-cooperative system having an equivalent
channel matrixH̃n given by Equation (12.59) and a noise matrix given by Equation (12.61), the

channel’s autocorrelation matrixE{H̃H̃
H} can be expressed as

E{H̃H̃
H} = E

8

><

>:

2

6
4

H̃n

...
H̃n+Nwind−1

3

7
5

ˆ
H̃∗

n . . . H̃∗
n+Nwind−1

˜

9

>=

>;

(12.79)

= N

2

6
6
6
4

ΓAF (0) ΓAF (1) · · · ΓAF (Nwind − 1)
ΓAF (−1) ΓAF (0) · · · ΓAF (Nwind − 2)

...
...

. . .
...

ΓAF (1 − Nwind ) ΓAF (2 − Nwind ) · · · ΓAF (0)

3

7
7
7
5

, (12.80)

where

ΓAF (κ) ,

2

6
6
6
4

ϕt
sd [κ] 0 · · · 0
0 ϕt

sr1
[κ]ϕt

r1d[κ] · · · 0
...

...
. . .

...
0 0 · · · ϕt

srU−1
[κ]ϕt

rU−1d[κ]

3

7
7
7
5

P
2
F

2
AM (12.81)

=

2

6
6
6
6
6
6
4

Psϕ
t
sd [κ] 0 · · · 0

0
Pr1

ϕt
sr1

[κ]ϕt
r1d[κ]

σ2
sr1

+(N0/Ps)
· · · 0

...
...

. . .
...

0 0 · · ·
PrU−1

ϕt
srU−1

[κ]ϕt
rU−1d[κ]

σ2
srU−1

+(N0/Ps)

3

7
7
7
7
7
7
5

(12.82)

with the diagonal matrixFAM is defined as

FAM =

2

6
6
6
4

1 0 · · · 0
0 fAMr1

· · · 0
...

...
. . .

...
0 0 · · · fAMrU−1

3

7
7
7
5

, (12.83)

which contains all the signal gain factorsfAMru
(u = 1, 2, . . . , Nwind − 1) of Equation (12.38)

employed by the(U − 1) relay nodes, respectively, in theU -user-cooperation-aided communication
system of Figure 12.10. Moreover, with the aid of the equivalent noise matrix given by Equation (12.61)

for the DAF-aided system, we can expressE{W̃W̃
H} as

E{W̃W̃
H} = NINwind

⊗

2

6
6
6
6
6
6
6
6
4

N0 0 · · · 0

0

„
Pr1

σ2
r1d

Psσ2
sr1

+ N0
+ 1

«

N0 · · · 0

...
...

. . .
...

0 0 · · ·
„

PrU−1
σ2

rU−1d

Psσ2
srU−1

+ N0
+ 1

«

N0

3

7
7
7
7
7
7
7
7
5

,

(12.84)
whereN represents the number of receive antennas employed at the BS, while INwind

denotes an
(Nwind ×Nwind )-element identity matrix. Note that⊗ denotes the Kronecker product. Hence, the noise

autocorrelation matricesE{W̃W̃
H}, which were given by Equations (12.78) and (12.84) for the DDF-
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406 Chapter 12. Multiple-Symbol Differential Sphere Detection

and DAF-aided systems, respectively, are diagonal due to the temporally and spatially uncorrelated
nature of the AWGN.

Although the basic idea behind the ML detector is that of maximizing the a posteriori probability of
the received signal block matrixY, this problem can be readily shown to be equivalent to maximizing
the a priori probability of Equation (12.69) with the aid of Bayes’ theorem [548]. Thus, based on the
ML detection rule, an exhaustive search has to be carried outover the entire transmitted signal vector
space in order to find the specific solution which maximizes the a priori probability of Equation (12.69).
Thus, the ML metric of the multi-path MSDD can be expressed as

ŜML = arg max
S̃d→s̃∈M

Nwind
c

Pr(Y|S̃d) (12.85)

= arg min
S̃d→s̃∈M

Nwind
c

Tr{YHΨ−1
Y}, (12.86)

wheres is a column vector hosting all the diagonal elements of the diagonal matrixS̃d. Note that
althoughs hasUN wind elements, each of which is chosen from an identical constellation set ofMc, we
haves ∈ MNwind

c instead ofs ∈ MUNwind
c , since all theU diagonal elements of our derived equivalent

U -user-cooperation transmitted signalS̃n of Equation (12.51) or (12.58) have the same symbol value
as that of thenth signal transmitted from the source in the broadcast phaseI. More specifically,̃s may
be expressed as

s̃ = [s̃1 s̃2 . . . s̃U
| {z }

s̃1

. . . s̃(n−1)U+1 . . . s̃nU
| {z }

s̃n

. . . s̃Nwind U+1 . . . s̃Nwind U
| {z }

s̃Nwind

]T , (12.87)

where the subvector̃sn is a column vector containing all the diagonal elements of the matrixS̃n.

12.3.3.2 Transformation of the ML Metric

Again, in a user-cooperation-aided system, the noise contributions imposed at the relay and destination
nodes are both temporally and spatially uncorrelated, thuswe have diagonal noise autocorrelation
matrices for both the DDF-aided and DAF-aided systems, as observed in Equations (12.78) and (12.84),
respectively. Additionally, the equivalent transmitted signal matrix S̃d of the user-cooperation-aided
system as constructed in either Equation (12.51) or Equation (12.58) for the above-mentioned two
systems is a unitary matrix, hence we have

S̃d
−1

= S̃d
H

. (12.88)

Then, we can further extend Equation (12.71) as

Ψ = S̃dE{H̃H̃
H}S̃d

H
+ E{W̃W̃

H} (12.89)

= S̃d(E{H̃H̃
H} + E{W̃W̃

H})S̃d
H

(12.90)

= S̃dCS̃d
H

, (12.91)

where we have
C , E{H̃H̃

H} + E{W̃W̃
H}, (12.92)

which is defined as the(UN wind × UN wind )-elementchannel-noise autocorrelationmatrix. Now, the
ML metric of Equation (12.86) generated for the multi-path MSDD can be reformulated by substituting
Equation (12.91) characterizingΨ into Equation (12.86) as

ŜML = arg min
S̃d→s̃∈M

Nwind
c

Tr{YHΨ−1
Y} (12.93)

= arg min
S̃d→s̃∈M

Nwind
c

Tr{YH(S̃dCS̃d
H

)−1
Y}. (12.94)
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12.3.3. Multi-path MSDSD Design for Cooperative Communication 407

Furthermore, since thẽSd is unitary, we get

ŜML = arg min
S̃d→s̃∈M

Nwind
c

Tr{YH
S̃dC

−1
S̃d

H
Y}. (12.95)

Now we define two matrix transformation operators, namelyFy(·) andFs(·), for the received
signal matrixY of Equation (12.54) or (12.57) and the transmitted signal matrix S̃d of Equation (12.51)
or (12.58), respectively, in the scenario of a differentially modulatedU -user cooperative system
employingN receive antennas at the BS and jointly detecting differentially Nwind received symbols.
Specifically, the operatorFy(·) is defined as follows:

Fy(Y) ,

2

6
6
6
4

−→y 1 0 · · · 0

0 −→y 2 · · · 0

...
...

. . .
...

0 0 · · · −→y UNwind

3

7
7
7
5

, (12.96)

where−→y i is theith row of the matrixY and the resultant matrix is a(UN wind × UNN wind )-element
matrix. On the other hand, the operatorFs(·), which is applied to the diagonal transmitted signal matrix
Sd, is defined as

Fs(S̃d) ,

2

6
6
6
4

s̃1IN

s̃2IN

...
s̃UNwind

IN

3

7
7
7
5

, (12.97)

wheres̃i is theith element of the column vectors̃ of Equation (12.87) hosting all theUN wind diagonal
elements of the diagonal matrix̃Sd. Thus, the resultant matrix is of(UNN wind × N) dimension.

Consequently, we exploit the transformation operatorsFy(·) defined in Equation (12.96) andFs(·)
defined in Equation (12.97), which allow us further to reformulate the ML solution expression of
Equation (12.95) as

ŜML = arg min
S̃d→s̃∈M

Nwind
c

Tr{YH
S̃dC

−1
S̃d

H
Y} (12.98)

= arg min
SF→s̃∈M

Nwind
c

Tr{ST
FY

H
FC

−1
YFS

∗
F}, (12.99)

where we have
YF = Fy(Y) (12.100)

and

SF = Fs(S̃d) =

2

6
6
6
4

s̃1IN

s̃2IN

...
s̃UNwind

IN

3

7
7
7
5

=

2

6
6
6
4

SF 1

SF 2
...

SFNwind

3

7
7
7
5

, (12.101)

where the(UN × N)-dimensional matrixSF i
represents theith submatrix of the block matrixSF ,

which may be expressed as

SF i
=

2

6
6
6
4

s̃U(i−1)+1IN

s̃U(i−1)+2IN

...
s̃UiIN

3

7
7
7
5

UN×N

, (12.102)

where all the non-zero elements have an identical symbol value, which corresponds to theith symbol
transmitted from the source during the broadcast phase I.
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408 Chapter 12. Multiple-Symbol Differential Sphere Detection

12.3.3.3 Channel-Noise Autocorrelation Matrix Triangularization

Let us now generate the(UNwind × UN wind )-element upper-triangular matrixF, which satisfies
FHF = C−1 with the aid of Cholesky factorization. Then we arrive at

ŜML = arg min
SF→s̃∈M

Nwind
c

Tr{SF
T
YF

H
F

H
FYFSF

∗}. (12.103)

Then, by further defining a(UN wind × UNN wind )-element matrixU as

U , (FYF)∗ (12.104)

=

2

6
6
6
4

U1,1 U1,2 · · · U1,Nwind

0 U2,2 · · · U2,Nwind

...
...

. . .
...

0 0 · · · UNwind ,Nwind

3

7
7
7
5

, (12.105)

where we have

Ui,j ,

2

6
6
6
4

uU(i−1)+1,UN (j−1)+1 uU(i−1)+1,UN (j−1)+2 · · · uU(i−1)+1,UNj

uU(i−1)+2,UN (j−1)+1 uU(i−1)+2,UN (j−1)+2 · · · uU(i−1)+2,UNj

...
...

. . .
...

uUi,UN (j−1)+1 uUi,UN(j−1)+2 · · · uUi,UNj

3

7
7
7
5

U×UN

, (12.106)

we finally arrive at
ŜML = arg min

SF→s̃∈M
Nwind
c

‖USF‖2, (12.107)

which completes the process of transforming the multi-pathML-MSDD metric of Equation (12.86) to
a shortest-vectorproblem.

12.3.3.4 Multi-dimensional Tree-Search-Aided MSDSD Algorithm

Although the problem of finding an optimum solution for the ML-MSDD has been transformed into the
so-calledshortest-vectorproblem of Equation (12.107), the multi-path ML-MSDD designed for user-
cooperation-aided systems may impose a potentially excessive computational complexity when aiming
at finding the solution which minimizes Equation (12.107), especially when a high-order differential
modulation scheme and/or a high observation window sizeNwind are employed. Fortunately, in light of
the SD algorithms discussed in Chapter 9, the computationalcomplexity imposed may be significantly
reduced by carrying out a tree search within a reduced-size hypersphere confined by either the search
radiusC for the depth-first SD or the maximum number of candidatesK retained at each search tree
level for the breadth-first SD. In our following discourse, we consider the depth-first SD algorithm as
an example and demonstrate how to reduce the complexity imposed by the ML-MSSD.

In order to search for the ML solution of Equation (12.107) ina confined hypersphere, an initial
search radiusC is introduced. Thus, we obtain the metric relevant for the multi-path MSDSD scheme as

ŜML = arg min
SF→s̃∈M

Nwind
c

‖Us̃‖2 ≤ C2 (12.108)

= arg min
SF→s̃∈M

Nwind
c

‚
‚
‚
‚
‚
‚
‚
‚
‚

2

6
6
6
4

U1,1 U1,2 · · · U1,Nwind

0 U2,2 · · · U2,Nwind

...
...

. . .
...

0 0 · · · UNwind ,Nwind

3

7
7
7
5

2

6
6
6
4

SF 1

SF 2
...

SFNwind

3

7
7
7
5

‚
‚
‚
‚
‚
‚
‚
‚
‚

2

≤ C2 (12.109)

= arg min
SF→s̃∈M

Nwind
c

‚
‚
‚
‚

NwindX

n=1

„NwindX

m=n

Un,mSFm

«‚
‚
‚
‚

2

≤ C2. (12.110)
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12.3.4. Simulation Results 409

Since the tree search is carried out commencing fromn = Nwind to n = 1, the accumulated PED
between the candidateSF and the origin can be expressed as

Dn =

‚
‚
‚
‚Un,nSFn

+

NwindX

m=n+1

Un,mSFm

‚
‚
‚
‚

2

| {z }

δn

+

‚
‚
‚
‚

NwindX

l=n+1

„NwindX

m=l

Ul,mSFm

«‚
‚
‚
‚

2

| {z }

Dn+1

≤ C2. (12.111)

Furthermore, due to the employment of a differential modulation scheme, the information is encoded
as the phase difference between the consecutively transmitted symbols. Hence, in light of the multi-
layer tree search proposed for the SD in Section 11.3.2.3, the MSDSD scheme can start the search from
n = (Nwind − 1) by choosing a trial submatrix forSFNwind−1

satisfying

DNwind−1 ≤ C2 (12.112)

from the legitimate candidate pool, after simply assuming that theNwind th symbol transmitted by the
source isss = 1. That is, according to Equation (12.102) we have

SFNwind
= [IN IN . . . IN ]T

| {z }

U identity submatrices

. (12.113)

Given the trial submatrixSFNwind−1
satisfying Equation (12.112), the search continues and a candidate

matrix is selected forSFNwind−2
based on the criterion that the value of the resultant PED computed

using Equation (12.111) does not exceed the squared radius,i.e.

DNwind−2 ≤ C2. (12.114)

This recursive process will continue untiln reaches1, i.e. when we choose a trial value fors̃1

within the computed range. Then the search radiusC is updated by calculating the Euclidean distance
between the newly obtained signal pointSF and the origin and a new search is carried out within
a reduced compound confined by the newly obtained search radius. The search then proceeds in
the same way, until no more legitimate signal points can be found in the increasingly reduced
search area. Consequently, the last legitimate signal point SF found this way is regarded as the ML
solution of Equation (12.107). Therefore, in comparison with the multi-path ML-MSDD algorithm
of Equation (12.107), the MSDSD algorithm may achieve a significant computational complexity
reduction, as does its single-path counterpart, as observed in Section 12.2. For more details on the
principle of SD algorithms refer to Chapter 9 and on the idea of multi-layer tree search to Chapter 11.

12.3.4 Simulation Results
12.3.4.1 Performance of the MSDSD-Aided DAF-User-Cooperation System

As discussed in Section 12.3.2.3, the relative mobility among users imposes a performance degradation
on the user-cooperation-aided system. Thus, the multi-path MSDSD scheme proposed in Section 12.3.3,
which relies on the exploitation of the correlation betweenthe phase distortions experienced by the
Nwind consecutive transmitted DPSK symbols, is employed in orderto mitigate the channel-induced
error floor encountered by the CDD characterized in Figure 12.17. The system parameters used in our
simulations are summarized in Table 12.5.

Figure 12.17 depicts the BER performance improvement achieved by the MSDSD employed at
the destination node for the DAF-aided two-user cooperative system in the presence of three different
normalized Doppler frequencies, namelyfd = 0.03, 0.01 and 0.001. With the aid of the MSDSD
employingNwind = 6 at the destination node, both the error floors experienced inRayleigh channels
having normalized frequencies offd = 0.03 and 0.01 are significantly mitigated. Specifically, the
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Figure 12.17:BER performance improvement achieved by the MSDSD employing Nwind = 6 for the
DAF-aided T-DQPSK-modulated cooperative system in time-selective Rayleigh fading channels. All
other system parameters are summarized in Table 12.5.

Table 12.5: Summary of system parameters used for the T-DQPSK-modulated two-user cooperative
OFDM system.

System parameters Choice

System Two-user cooperative OFDM
Number of relay nodes 1
Subcarrier BW ∆f = 10 kHz
Number of subcarriers D = 1024

Modulation T-DQPSK
Frame lengthLf 101
CRC CCITT-6
Normalized If it is not specified,

Doppler frequency fd,sd = fd,sr = fd,rd = fd

Channel model Typical urban, refer to Table 12.1
Channel variances σ2

sd
= σ2

sr = σ2
rd

= 1

Power allocation Ps = Pr1
= 0.5P = 0.5

SNR at relay and destination Ps/N0 = Pr1
/N0

BER curve corresponding to the normalized Doppler frequency fd = 0.01 almost coincides with that
associated withfd = 0.001, indicating a performance gain of about10 dB over the system dispensing
with the MSDSD. Remarkably, in the scenario of a fast-fadingchannel havingfd = 0.03, the BER
curve obtained when the CDD is employed at the destination node levels out just below10−3, as the
SNR increases. By contrast, with the aid of the MSDSD the resultant BER curve decreases steadily,
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Figure 12.18:BER performance improvement achieved by the MSDSD scheme employing Nwind =
11 for the DAF-aided T-DQPSK-modulated cooperative system intime-selective Rayleigh fading
channels. All other system parameters are summarized in Table 12.5.

suffering a modest performance loss of only about4 dB at the target BER of10−5 in comparison with
the curve associated withfd = 0.001. Hence, the more time selective the channel, the more significant
the performance improvement achieved by the proposed MSDSDscheme.

For further reducing the detrimental impact induced by the time-selective channel on the DAF-
aided user-cooperative system, an observation window sizeof Ncand = 11 is employed by the MSDSD
arrangement at the destination node at the expense of a higher detection complexity. As seen in
Figure 12.18, the MSDSD usingNwind = 11 is capable of eliminating the error floor encountered
by the system employing the CDD, even when the channel is severely time selective, i.e. forfd = 0.03.
In other words, the BER curve corresponding to the MSDSD-aided system in Figure 12.18 and obtained
for fd = 0.03 coincides with that of its CDD-aided counterpart recorded for fd = 0.001. Furthermore,
the MSDSD-aided system withNwind = 11 in a fast-fading channel associated withfd = 0.01 is able
to outperform the system employingNwind = 2, even if the latter is operating in a slow-fading channel
havingfd = 0.001. Therefore, even in the presence of a severely time-selective channel, the DAF-aided
user-cooperative system employing the MSDSD is capable of achieving an attractive performance by
jointly detecting differentially a sufficiently high number of consecutively received user-cooperation-
based joint symbolsSn (n = 0, 1, . . . , Nwind − 1) of Equation (12.58) by exploiting knowledge of the

equivalent channel autocorrelation matrixE{H̃H̃
H} of Equation (12.79), which characterizes the CIR

statistics of both the direct and relay links.
All the previously described simulations were carried out under the assumption that an identical

normalized Doppler frequency is exhibited by each link of the user-cooperation system, i.e. that we have
fd,sd = fd,sr = fd,rd = fd. However, a more realistic scenario is the one where the relative speeds of
all the cooperative users as well as of the destination terminal are different from each other, leading to
a different Doppler frequency for each link. Thus, in order to investigate the impact of different relative
speeds among all the nodes on the attainable end-to-end performance of the DAF-aided system, Monte
Carlo simulations were carried out for the three different scenarios summarized in Table 12.6. In all the
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Table 12.6:Normalized Doppler frequency of three different scenarios.

fd,sd fd,sr fd,rd

Scenario I (S moves, R&D relatively immobile) 0.03 0.03 0.001
Scenario II (R moves, S&D relatively immobile) 0.001 0.03 0.03
Scenario III (D moves, S&R relatively immobile) 0.03 0.001 0.03

three situations, only one of the three nodes in the two-usercooperation-aided system is supposed to
move relative to the other two nodes at a speed resulting in a normalized Doppler frequency of0.03,
while the latter two remain stationary relative to each other, yielding a normalized Doppler frequency
of 0.001.

In Figure 12.19 the BER curves corresponding to the three different scenarios of Table 12.6 are
bounded by the two dashed–dotted BER curves having no legends, which were obtained by assuming
an identical normalized Doppler frequency offd = 0.03 andfd = 0.001 for each link in the user-
cooperation-aided system, respectively. This is not unexpected, since the two above-mentioned BER
bounds correspond to the least and most desirable time-selective channel conditions considered in
this chapter, respectively. The channel quality of the direct link characterized in terms of its grade of
time selectivity predetermines the achievable performance of the DAF-aided user-cooperation-assisted
system employing the MSDSD. Hence, it is observed in Figure 12.19 that the system is capable of
attaining a better BER performance in Scenario II (fd,sd = 0.001) than in the other two scenarios
(fd,sd = 0.03). However, as seen in Figure 12.19, due to the high speed of the relay node observed in
Scenario II relative to the source and destination nodes, the MSDSD employingNwind = 6 remains
unable to eliminate completely the impairments induced by the time-selective channel, unless a higher
Nwind value is employed. Therefore, a modest performance degradation occurs in comparison with the
fd = 0.001 scenario. On the other hand, the MSDSD-aided system exhibits a similar performance in
Scenario I and Scenario III, since the source–relay and relay–destination links are symmetric and thus
they are exchangeable in the context of the DAF scheme, as observed in Equation (12.81).

12.3.4.2 Performance of the MSDSD-Aided DDF User-Cooperation System

Despite the fact that the performance degradation experienced by the conventional DDF-aided user-
cooperation system employing the CDD in severely time-selective channels can be mitigated by
utilizing the single-path MSDSD at the relay node, a significant performance loss remains unavoidable
due to the absence of a detection technique at the destination node, which is robust to the time-selective
channel, as previously seen in Figure 12.15. Fortunately, the multi-path-based MSDSD designed for
the user-cooperation-aided system devised in Section 12.3.3 can be employed at the destination node in
order to mitigate further the channel-induced performancedegradation of the DDF-aided system.

Figure 12.20 demonstrates a significant performance improvement attained by the multi-path-based
MSDSD design employingNwind = 6 at the destination node of the DDF-aided two-user cooperative
system over its counterpart dispensing with MSDSD at the destination at bothfd = 0.03 andfd =
0.001 for each link, respectively. The more severely time selective the channel, the higher the end-to-
end performance gain that can be achieved by the MSDSD-assisted DDF-aided system. Specifically, for
a given target BER of10−3, a performance gain as high as9 dB is achieved atfd = 0.03, whereas only
negligible performance improvement is attained atfd = 0.01. On the other hand, by comparing the
simulation results of Figure 12.17 and Figure 12.20, we observe that the performance gains achieved
by the MSDSD employed at the destination node of the DDF-aided system is significantly lower than
those recorded for its DAF-aided counterpart. Even thoughNwind = 11 is employed, there is still a
conspicuous gap between the BER curves corresponding to high values offd and the one obtained
at fd = 0.001 in the context of the DDF-aided system, as shown in Figure 12.21. This trend is not
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Figure 12.19: The impact of the relative mobility among the source, relay and destination nodes on
the BER performance of the DAF-aided T-DQPSK-modulated cooperative system employing MSDSD
at the destination node in Rayleigh fading channels. All other system parameters are summarized in
Tables 12.5 and 12.6.

unexpected owing to the fact that the design of the multi-path MSDSD used in the DDF-aided user-
cooperation-assisted system is carried out under the assumption of an idealized perfect reception-and-
forward process at the relay node, while actually the relay will keep silent when it fails to detect the
received signal correctly, as detected by the CRC check. In other words, the MSDSD employed at the
destination simply assumes that the relay node has knowledge of the signal transmitted by the source
node as implied by the system model of Equation (12.37) describing the DDF-aided system, operating
without realizing that sometimes only noise is presented tothe receive antenna during the relay phase II.

In comparison with its DAF-aided counterpart, the end-to-end performance of the DDF-aided
system is jointly determined by the robustness of the differential detection technique to time-selective
channels at the destination node, as well as by that at the relay node. Previously, we employed the
same observation window sizeNwind for the MSDSDs used at both the relay and destination nodes.
However, in reality there exist situations where the affordable overall system complexity is limited and
hence a low value ofNwind has to be used at both the relay and destination nodes. Thus, it is beneficial
to characterize the importance of the detection technique employed at the relay and destination nodes
to determine the system’s required complexity. Figure 12.22 plots the BER curve of the DDF-aided
two-user cooperative system forNwind = 6 at the relay node and forNwind = 2 at the destination node
versus that generated by reversing theNwind allocation, i.e. by havingNwind = 2 andNwind = 6 at the
relay and destination nodes, respectively. Observe in Figure 12.22 that the system having a more robust
differential detector at the relay node slightly outperforms the other in the high-SNR range at both
fd = 0.03 andfd = 0.01. This is because a less robust detection scheme employed at the relay node
may erode the benefits of relaying in the DDF-aided user-cooperation-assisted system. Naturally, this
degrades the achievable performance of the MSDSD at the destination, which carries out the detection
based on the assumption of a reliable relayed signal. Hence,in the context of the DDF-aided user-
cooperation-assisted system employing the MSDSD, a highercomplexity should be invested at the
relay node in the interest of achieving an enhanced end-to-end performance.
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Figure 12.20: BER performance improvement achieved by the multi-path-based MSDSD scheme
employingNwind = 6 at the destination node of the DDF-aided T-DQPSK-modulatedcooperative
system in Rayleigh fading channels. All other system parameters are summarized in Table 12.5.
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Figure 12.21: BER performance improvement achieved by the multi-path MSDSD employing
Nwind = 11 at the destination node of the DDF-aided T-DQPSK-modulatedcooperative system in
Rayleigh fading channels. All other system parameters are summarized in Table 12.5.
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Figure 12.22:BER performance of the DDF-aided T-DQPSK-modulated cooperative system employing
MSDSD in conjunction with different detection-complexityallocations in Rayleigh fading channels. All
other system parameters are summarized in Table 12.5.

Let us now investigate the effect of the relative mobility ofthe source, relay and destination nodes
on the achievable BER performance of the DDF-aided two-usercooperative system by considering
the BER curves corresponding to the three scenarios of Table12.6, in Figure 12.23. Based on our
previous discussions, we understand that the performancesof the detection schemes employed at both
the relay and destination nodes are equally important factors in determining the achievable end-to-end
system performance, which are mainly affected by the Doppler frequency characteristics of both the
source–relay link and the source–destination link in the DDF-aided user-cooperation-assisted system.
In Scenario I of Table 12.6 the system exhibits the worst BER performance, which is roughly the same
as thefd = 0.03 performance bound, since the benefits brought about by a high-quality, near-stationary
relay–destination link may be eroded by a low-quality, high-Doppler source–relay link dominating the
achievable performance of the MSDSD scheme at the relay node, which in turn substantially degrades
the achievable end-to-end system performance. In ScenarioII of Table 12.6, we assumed that the source
and destination nodes experience a low Doppler frequency inthe direct link (fd,sd = 0.001), which is
one of the two above-mentioned dominant links in the DDF-aided system. Thus, for a given target BER
of 10−4, the system achieves a performance gain as high as5 dB in Scenario II over that attained
in the benchmark scenario having an identical Doppler frequency of fd = 0.03 for each link, as
observed in Figure 12.23. Moreover, the achievable performance gain can be almost doubled if the
system is operating in Scenario III, where in turn the other important link, namely the source–relay link,
becomes a slow-fading channel associated withfd = 0.001. Remarkably, the performance achieved in
Scenario III is comparable with that attained by the same system in the benchmark scenario, where we
havefd = 0.001 for each of the three links. More specifically, the system operating in Scenario III only
suffers a performance loss of about1 dB at a target BER of10−4 in comparison with that associated
with the slow-fading benchmark scenario.
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Figure 12.23: The impact of the relative mobility among the source, relay and destination nodes on
the BER performance of the DDF-aided T-DQPSK-modulated cooperative system employing MSDSD
at both the relay and destination nodes in Rayleigh fading channels. All other system parameters are
summarized in Tables 12.5 and 12.6.

12.4 Chapter Conclusions
Cooperative diversity, emerging as an attractive diversity-aided technique to circumvent the cost and
size constraints of implementing multiple antennas on a pocket-sized mobile device with the aid
of antenna sharing among multiple cooperating single-antenna-aided users, is capable of effectively
combating the effects of channel fading and hence improvingthe attainable performance of the
network. However, the user-cooperation mechanism may result in a complex system when using
coherent detection, where not only the BS but also the cooperating MSs would require channel
estimation. Channel estimation would impose both an excessive complexity and a high pilot overhead.
This situation may be further aggravated in mobile environments associated with relatively rapidly
fluctuating channel conditions. Therefore, the consideration of cooperative system design without
assuming knowledge of the CSI at transceivers becomes more realistic, which inspires the employment
of differentially encoded modulation at the transmitter and that of non-coherent detection dispensing
with both the pilots and channel estimation at the receiver.However, as discussed in Section 12.1.1,
the performance of the low-complexity CDD-aided direct-transmission-based OFDM system may
substantially degrade in highly time-selective or frequency-selective channels, depending on the domain
in which the differential encoding is carried out. Fortunately, as argued in Section 12.2, the single-
path MSDSD, which has been contrived to mitigate the channel-induced error floor encountered by
differentially encoded single-input, single-output transmission, jointly detects differentially multiple
consecutively received signals by exploiting the correlation among their phase distortions. Hence,
inspired by the proposal of the single-path MSDSD, our main objective in this chapter is specifically
to design a multi-path MSDSD which is applicable to the differentially encoded cooperative systems
in order to make the overall system robust to the effects of the hostile wireless channel. To this
end, in Section 12.3.3.1 we constructed a generalized equivalent multiple-symbol system model for
the cooperative system employing either the DAF or DDF scheme, which facilitated the process of
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12.4. Chapter Conclusions 417

Table 12.7:Performance summary of the MSDSD investigated in Chapter 12. The system parameters
were given by Table 12.5. Note that ‘N/C’ means the target BERis not achievable, regardless of the
SNR, while ‘N/A’ means the data are not available.

Performance of the single-relay-aided cooperative system

BER

P/N0 (dB) Gain (dB)

fd Nwind 10−3 10−4 10−3 10−4

Non-cooperative fd,sd = fd,sr = fd,rd = 0.001 2 30 40 — —
system 6 30 40 0.0 0.0

fd,sd = fd,sr = fd,rd = 0.01 2 40 N/C — —
6 32 N/A 8 N/A

fd,sd = fd,sr = fd,rd = 0.03 2 N/C N/C — —
6 35 N/A ∞ N/A

DAF cooperative fd,sd = fd,sr = fd,rd = 0.001 2 23.5 29 — —
system 6 23.5 29 0.0 0.0

fd,sd = fd,sr = fd,rd = 0.01 2 25 33 — —
6 23.5 30 1.5 3

fd,sd = fd,sr = fd,rd = 0.03 2 32.5 N/C — —
6 25 32 7.5 ∞

fd,sd = fd,sr = 0.03, fd,rd = 0.001 6 24 31 — —
fd,sr = fd,rd = 0.03, fd,sd = 0.001 6 23 30 1 1
fd,sd = fd,rd = 0.03, fd,sr = 0.001 6 24 31 0.0 0.0

DDF cooperative fd,sd = fd,sr = fd,rd = 0.001 R: 2, D: 2 24.5 31 — —
system R: 6, D: 2 24.5 31 0.0 0.0

R: 2, D: 6 24.5 31 0.0 0.0
R: 6, D: 6 24.5 31 0.0 0.0

fd,sd = fd,sr = fd,rd = 0.01 R: 2, D: 2 30 58 — —
R: 6, D: 2 29 37 1 21
R: 2, D: 6 30 38 0 20
R: 6, D: 6 29 35.5 1 22.5

fd,sd = fd,sr = fd,rd = 0.03 R: 2, D: 2 N/C N/C — —
R: 6, D: 2 40 N/C ∞ 0
R: 2, D: 6 41 N/C ∞ 0
R: 6, D: 6 31.3 41 ∞ ∞

fd,sd = fd,sr = 0.03, fd,rd = 0.001 R, D: 6 31 40 — —
fd,sr = fd,rd = 0.03, fd,sd = 0.001 R, D: 6 29 36 2 4
fd,sd = fd,rd = 0.03, fd,sr = 0.001 R, D: 6 25.5 32 5.5 8

transforming the optimum detection metric to a shortest-vector problem, as detailed in Section 12.3.3.2.
Then, it was shown in Section 12.3.3.4 that the resultant shortest-vector problem may be efficiently
solved by a multi-layer tree search scheme, which is similarto that proposed in Section 11.3.2.3.
This procedure relies on the channel-noise autocorrelation matrix triangularization procedure of
Section 12.3.3.3.

Our Monte Carlo simulation results provided in Section 12.3.4.1 demonstrated that the resultant
multi-path MSDSD employed at the BS is capable of completelyeliminating the performance loss
encountered by the DAF-aided cooperative system, providedthat a sufficiently high value ofNwind is
used. For example, observe in Figure 12.18 that, given a target BER of10−3, a performance gain of
about10 dB can be attained by the proposed MSDSD employingNwind = 11 for a DQPSK-modulated
two-user cooperative system in a relatively fast-fading channel associated with a normalized Doppler
frequency of0.03. In contrast to the DAF-aided cooperative system, it was shown in Figure 12.21 of
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418 Chapter 12. Multiple-Symbol Differential Sphere Detection

Section 12.3.4.2 that, although a significant performance improvement can also be achieved by the
multi-path MSDSD at the BS in highly time-selective channels for the DDF-aided system, the channel-
induced performance loss was not completely eliminated, even whenNwind = 11 was employed.
This was because the MSDSD employed at the BS simply assumed aguaranteed perfect decoding
at the relay, operating without taking into account that sometimes only noise is presented to the
receive antenna during the relay’s phase II, i.e. when the relay keeps silent owing to the failure of
recovering the source’s signal. Furthermore, our investigation of the proposed MSDSD in the practical
Rayleigh fading scenario, where a different Doppler frequency is assumed for each link, demonstrated
that the channel quality of the direct source–destination link characterized in terms of its grade of
time selectivity predetermines the achievable performance of the DAF-aided cooperative system. By
contrast, the source–relay and relay–destination links are symmetric and thus they may be interchanged
without affecting the end-to-end performance. By contrast, observe in Figure 12.23 that the achievable
performance of the DDF-aided system employing the MSDSD is dominated by the source–relay link.
This is not unexpected, since a high-quality, near-stationary source–relay link enhances the performance
of the MSDSD at the BS, making its assumption of a perfect decoding at the relay more realistic. Finally,
based on the simulation results obtained in this chapter, wequantitatively summarize the performance
gains achieved by the MSDSD for the direct-transmission-based non-cooperative system as well as for
both the DAF- and DDF-aided cooperative systems in Table 12.7.

Marked Proof Ref: 49531e May 5, 2011



M
ar

ke
d 

pr
oo

f

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

Chapter 13
Resource Allocation for the
Differentially Modulated
Cooperation-Aided Cellular
Uplink in Fast Rayleigh Fading
Channels

13.1 Introduction 1

13.1.1 Chapter Contributions and Outline
It was observed in Chapter 12 that the differentially modulated user-cooperative uplink systems
employing either the DAF scheme of Section 12.3.2.1 or the DDF scheme of Section 12.3.2.2 were
capable of achieving cooperative diversity gain while circumventing the cost and size constraints of
implementing multiple antennas in a pocket device. Additionally, by avoiding the challenging task
of estimating all the(Nt × Nr) CIRs of multi-antenna-aided systems, the differentially encoded
cooperative system may exhibit a better performance than its coherently detected, but non-cooperative,
counterpart, since the CIRs cannot be perfectly estimated by the terminals. The CIR estimation
becomes even more challenging when the MS travels at a relatively high speed, resulting in a rapidly
fading environment. On the other hand, although it was shownin Chapter 12 that a full spatial
diversity can usually be achieved by the differentially modulated user-cooperative uplink system,
the achievable end-to-end BER performance may significantly depend on the specific choice of the
cooperative protocol employed and/or on the quality of the relay channel. Therefore, in the scenario of
differentially modulated cooperative uplink systems, where multiple cooperating MSs are roaming in
the area between a specific MS and the BS seen in Figure 13.1, anappropriate Cooperative-Protocol
Selection (CPS) as well as a matching Cooperating-User Selection (CUS) becomes necessary in order
to maintain a desirable end-to-end performance. Motivatedby the above-mentioned observations, the
novel contributions of this chapter are as follows:

1This chapter is partially based onc©IEEE Wang & Hanzo 2007 [8]

MIMO-OFDM for LTE, Wi-Fi and WiMAX L. Hanzo, J. Akhtman, M. Jiang and L. Wang
c© 2010 John Wiley & Sons, Ltd
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Figure 13.1:Cooperation-aided uplink systems using relay selection.c©IEEE Wang & Hanzo 2007 [8]

• The achievable end-to-end performance is theoretically analysed for both the DAF- and DDF-
aided cooperative systems.

• Based on the above-mentioned analytical results, both CUS schemes and Adaptive Power
Control (APC) schemes are proposed for the above two types ofcooperative system in the interest
of achieving the best possible performance.

• Intensive comparative studies of the most appropriate resource allocation in the context of both
DAF- and DDF-assisted cooperative systems are carried out.

• In order to make the most of the complementarity of the DAF- and DDF-aided cooperative
systems, a more flexible resource-optimized adaptive hybrid cooperation-aided system is
proposed, yielding a further improved performance.

The remainder of this chapter is organized as follows. In Section 13.2 we first theoretically analyse
the achievable end-to-end performance of both the DAF- and DDF-assisted cooperative systems. Then,
based on the BER performance analysis of Section 13.2, in Sections 13.3.1 and 13.3.2 we will propose
appropriate CUS schemes for both the above-mentioned two types of cooperative systems, along with
an optimized power control arrangement. Additionally, in order to improve further the achievable end-
to-end performance of the cooperation-aided UL of Figure 13.1 and to create a flexible cooperative
mechanism, in Section 13.4 we will also investigate the CPS of the UL in conjunction with the CUS as
well as the power control, leading to a resource-optimized adaptive cooperation-aided system. Finally,
our concluding remarks will be provided in Section 13.5.

13.1.2 System Model
To be consistent with the system model employed in Chapter 12, theU -user TDMA UL is considered
for the sake of simplicity. Again, due to the symmetry of channel allocation among users, as indicated
in Figure 12.9, we focus our attention on the information transmission of a specific source MS seen in
Figure 13.1, which potentially employsMr out of thePcand = (U −1) available relay stations in order
to achieve cooperation-aided diversity by forming a VAA. Without loss of generality, we simply assume
the employment of a single antenna for each terminal. For simple analytical tractability, we assume that
the sum of the distancesDsru between the source MS and theuth RS, and that between theuth RS and
the destination BS, which is represented byDru d, is equal to the distanceDsd between the source MS
and the BS. Equivalently, as indicated by Figure 13.1, we have

Dsru + Drud = Dsd , u = 1, 2, . . . , U − 1. (13.1)
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Furthermore, by considering a path-loss exponent ofv [608], the average powerσ2
i,j at the output of

the channel can be computed according to the internode distanceDi,j as follows:

σ2
i,j = C · D−v

i,j , i, j ∈ {s, ru, d}, (13.2)

whereC is a constant which can be normalized to unity without loss ofgenerality and the subscriptss,
ru andd represent the source, theuth relay and the destination, respectively. Thus, Equation(13.2) can
be expressed as

σ2
i,j = D−v

i,j , i, j ∈ {s, ru, d}. (13.3)

Additionally, under the assumption of having a total transmit power of P and assuming thatMr

cooperating MSs are activated out of a total ofPcand , we can express the associated power constraint as

P = Ps +

MrX

m=1

Prm , (13.4)

wherePs andPrm (m = 1, 2, . . . , Mr) are the transmit power employed by the source MS and the
mth RS, respectively.

13.2 Performance Analysis of the Cooperation-Aided UL
In this section, we commence analysing the error probability performance of both the DAF-aided and
DDF-aided systems, where the MSDSD devised in Chapter 12 is employed in order to combat the
effects of fast fadings caused by the relative mobility of the MSs and BS in the cell. Recall from
Chapter 12 that the Doppler-frequency-induced error floor encountered by the CDD (or equivalently by
the MSDSD usingNwind = 2) is expected to be significantly eliminated by jointly detecting Nwind > 2
consecutive received symbols with the aid of the MSDSD, provided thatNwind is sufficiently high.
Therefore, under the assumption that the associated performance degradation can be mitigated by the
MSDSD in both the DAF-aided and DDF-aided cooperative systems, it is reasonable to expect that the
BER performance exhibited by the cooperation-assisted system employing the MSDSD in a relatively
rapidly fading environment can be closely approximated by that achieved by the CDD in slow-fading
channels. Hence, in the ensuing two sections our performance analysis is carried out without considering
the detrimental effects imposed by the mobility of the MSs, since these effects are expected to be
mitigated by employment of the MSDSD of Section 12.3. Consequently, our task may be interpreted as
the performance analysis of a CDD-assisted differentiallymodulated cooperative system operating in
slow-fading channels.

13.2.1 Theoretical Analysis of Differential Amplify-and-Forward
Systems

13.2.1.1 Performance Analysis

First of all, without loss of accuracy, we drop the time indexn and rewrite the signal of Equation (12.35)
received at themth cooperating MS and that of Equation (12.39) from themth RS at the BS as follows:

ysrm =
√

Pssshsrm + wsrm , (13.5)

yrmd = fAMrm
ysrmhrmd + wrmd, (13.6)

where the amplification factorfAMrm
employed by themth relay node can be specified as [606]

fAMrm
=

s

Prm

Psσ2
srm

+ N0
, (13.7)
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422 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

with N0 being the variance of the AWGN imposed at all cooperating MSsas well as at the BS. Then,
we can further reformat Equation (13.6) with the aid of Equation (13.5) in order to express the signal
received at the destination BS from the RS as

yrmd = fAMrm
hrmd(

√
Pshsrmss + wsrm) + wrmd (13.8)

= fAMrm

√
Pshrmdhsrmss + fAMrm

hrmdwsrm + wrmd. (13.9)

Hence, we can calculate the received SNR per symbol at the BS for both the direct and the relaying
links, respectively, as

γs
sd =

Ps|hsd |2
N0

, (13.10)

γs
rmd =

PsPrm |hsrm |2|hrmd|2
N0(Psσ2

srm
+ Prm |hrmd|2 + N0)

. (13.11)

Furthermore, MRC is assumed to be employed at the BS prior to the CDD scheme for the system using
the DAF arrangement characterized in Equation (12.40) of Section 12.3.2.1, which is rewritten here for
convenience:

y = a0(ysd [n − 1])∗ysd [n] +

MrX

m=1

am(yrmd[n + mLf − 1])∗yrmd[n + mLf ], (13.12)

whereLf is the length of the transmission packet, while the coefficientsa0 andam (m = 1, 2, . . . , Mr)
are given by

a0 =
1

N0
, (13.13)

am =
Psσ

2
srm

+ N0

N0(Psσ2
srm

+ Prm |hrmd|2 + N0)
. (13.14)

According to the basic property of the MRC scheme, the SNR at the MRC’s output can be expressed as

γs = γs
sd +

MrX

m=1

γs
rmd. (13.15)

Equivalently, we can express the SNR per bit at the output of the MRC as

γb =
γs
sd

log2 Mc
+

MrX

m=1

γs
rmd

log2 Mc

= γb
sd +

MrX

m=1

γb
rmd, (13.16)

whereMc is the constellation size of a specific modulation scheme.
On the other hand, the end-to-end BER expression conditioned on the SNR per bit at the combiner’s

output, namelyγb of Equation (13.16), for the DAF-aided system activatingMr RSs for a specific
source MS can be expressed as [609]

PDAF
BER|γb (a, b, Mr) =

1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)e−α(θ)γb

dθ, (13.17)
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13.2.1. Theoretical Analysis of Differential Amplify-and-Forward Systems 423

where [609]

f(a, b, L, θ) =
b2

2α(θ)

LX

l=1

„
2L − 1
L − l

«

[(β−l+1 − βl+1) cos((l − 1)(φ + π/2))

− (β−l+2 − βl) cos(l(φ + π/2))], (13.18)

α(θ) =
b2(1 + 2β sin θ + β2)

2
(13.19)

and
β = a/b. (13.20)

In Equation (13.17) the parametersa and b are the modulation-dependent factors defined in [475].

Specifically,a = 10−3 and b =
√

2 for DBPSK modulation, whilea =
p

2 −
√

2 and b =
p

2 +
√

2 for DQPSK modulation using Gray coding. Additionally, the parameterβ, which is defined
as Equation (13.20), can be calculated according to the specific modulation scheme employed [475].
Moreover, the parameterL of Equation (13.18) denotes the number of diversity paths. For example,
whenMr cooperating MSs are activated, we haveL = Mr + 1, assuming that the BS combines the
signals received from all theMr RSs as well as that from the direct link.

On the other hand, since a non-dispersive Rayleigh fading channel is considered here, the PDF of
the channel’s fading amplituder can be expressed as [608]

pr(r) =

8

<

:

2r

Ω
e−r2/Ω, 0 ≤ r ≤ ∞

0, r < 0,
(13.21)

whereΩ = r2 represents the mean square value of the fading amplitude. Hence, the PDF of the
instantaneous received SNR per bit at the output of the Rayleigh fading channel is given by the so-
calledΓ distribution [608]

pγb(γ) =

8

<

:

1

γb
e−γ/γb

, γ ≥ 0

0, γ < 0
(13.22)

whereγb denotes the average received SNR per bit, which can be expressed as

γb =
Pt,bit · Ω

N0
(13.23)

=
Pt,symbol · Ω
N0 · log2 Mc

, (13.24)

with Pt,bit andPt,symbol representing the transmit power per bit and per symbol, respectively.
Now, the unconditional end-to-end BER of the DAF-aided cooperative system can be calculated by

averaging the conditional BER expression of Equation (13.17) over the entire range of received SNR
per bit values by weighting it according to its probability of occurrence represented with the aid of its
PDF in Equation (13.22) as follows [609,610]:

PDAF
BER (a, b, Mr) =

Z +∞

−∞

PDAF
BER|γb · pγb(γ) dγ (13.25)

=
1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)

Z +∞

−∞

e−α(θ)γpγb(γ) dγ dθ (13.26)

=
1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)Mγb(θ) dθ, (13.27)
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424 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

where the joint Moment Generating Function (MGF) [610] of the received SNR per bitγb given by
Equation (13.16) is defined as

Mγb(θ) =

Z +∞

−∞

e−α(θ)γpγb(γ) dγ (13.28)

=

Z +∞

−∞

. . .

Z +∞

−∞
| {z }

(Mr+1)-fold

e−α(θ)(γsd+
PMr

m=1
γrmd)pγb

sd
(γsd)

×
MrY

m=1

pγb
rmd

(γrmd) dγsd dγr1d . . . dγrMr
d (13.29)

= Mγb
sd

(θ)

MrY

m=1

Mγb
rmd

(θ), (13.30)

with Mγb
sd

(θ) andMγb
rmd

(θ) representing the MGF of the received SNR per bitγb
sd of the direct

link and that of the received SNR per bitγb
rmd of the mth relay link. Specifically, with the aid of

Equation (13.22) we have [606,610]

Mγb
sd

(θ) =
1

1 + ksd(θ)
, (13.31)

Mγb
rmd

(θ) =
1

1 + ksrm(θ)

„

1 +
ksrm(θ)

1 + ksrm(θ)

Psσ
2
srm

+ N0

Prm

1

σ2
rmd

Zrm(θ)

«

, (13.32)

where

ksd(θ) ,
α(θ)Psσ

2
sd

N0
, (13.33)

ksrm(θ) ,
α(θ)Psσ

2
srm

N0
(13.34)

and

Zrm(θ) ,
Z ∞

0

e−(u/σ2
rmd)

u + Rrm(θ)
du, (13.35)

with

Rrm(θ) ,
Psσ

2
srm

+ N0

Prm [1 + ksrm(θ)]
. (13.36)

According to Equations (3.352.2) and (8.212.1) of [611], Equation (13.35) can be further extended as

Zrm(θ) = −eRrm (θ)/σ2
rmd

„

ζ + ln
Rrm (θ)

σ2
rmd

+

Z Rrm (θ)/σ2
rmd

0

e−t − 1

t
dt

«

, (13.37)

whereζ , 0.577 215 664 90 . . . denotes the Euler constant. In order to circumvent the integration,
Equation (13.37) can be expressed with aid of the Taylor series as

Zrm(θ) = −eRrm (θ)/σ2
rmd

„

ζ + ln
Rrm (θ)

σ2
rmd

+

∞X

n=1

(−Rrm(θ)/σ2
rmd)n

n · n!

«

(13.38)

≈ −eRrm (θ)/σ2
rmd

„

ζ + ln
Rrm (θ)

σ2
rmd

+

NnX

n=1

(−Rrm(θ)/σ2
rmd)n

n · n!

«

, (13.39)
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13.2.1. Theoretical Analysis of Differential Amplify-and-Forward Systems 425

where the parameterNn is introduced to control the accuracy of Equation (13.39). Since the Taylor
series in Equation (13.38) converges quickly, the integration in Equation (13.37) can be approximated
by the sum of the firstNn elements in Equation 13.39. Consequently, the average BER of the DAF-
aided cooperative system where the desired source MS reliesonMr cooperating MSs activated in order
to form a VAA can be expressed as

PDAF
BER (a, b, Mr) =

1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)

1 + ksd(θ)

MrY

m=1

1

1 + ksrm(θ)

×
„

1 +
ksrm(θ)Zrm(θ)

1 + ksrm(θ)

Psσ
2
srm

+ N0

Prmσ2
rmd

«

dθ. (13.40)

Using the same technique as in [606], the BER expression of Equation (13.40) can be upper-
bounded by boundingZrm (θ) of Equation (13.35), to simplify the exact BER expression ofEqua-
tion (13.40). Specifically,Rrm(θ) of Equation (13.36) reaches its minimum value whenα(θ) of
Equation (13.19) is maximized atθ = π/2, which in turn maximizesZrm (θ) of Equation (13.35).
Thus, the error probability of Equation (13.40) may be upper-bounded as

PDAF
BER (a, b, Mr) /

1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)

1 + ksd(θ)

MrY

m=1

1

1 + ksrm(θ)

×
„

1 +
ksrm(θ)Zrm,max

1 + ksrm(θ)

Psσ
2
srm

+ N0

Prmσ2
rmd

«

dθ, (13.41)

where

Zrm,max , −eRrm,min/σ2
rmd

„

ζ + ln
Rrm,min

σ2
rmd

+

NnX

n=1

(−Rrm,min/σ2
rmd)

n

n · n!

«

, (13.42)

in which

Rrm,min ,
Psσ

2
srm

+ N0

Prm [1 + Psσ2
srm

b2(1 + β)2/2N0]
. (13.43)

Similarly, the average BER of Equation (13.40) can be lower-bounded by minimizingZrm (θ) of
Equation (13.35) atθ = −π/2. Specifically, from Equation (13.40) we arrive at the error probability
expression of

PDAF
BER (a, b, Mr) '

1

22(Mr+1)π

Z π

−π

f(a, b, Mr + 1, θ)

1 + ksd(θ)

MrY

m=1

1

1 + ksrm(θ)

×
„

1 +
ksrm(θ)Zrm,min

1 + ksrm (θ)

Psσ
2
srm

+ N0

Prmσ2
rmd

«

dθ, (13.44)

where

Zrm,min , −eRrm,max/σ2
rmd

„

ζ + ln
Rrm,max

σ2
rmd

+

NnX

n=1

(−Rrm,max/σ2
rmd)

n

n · n!

«

, (13.45)

in which

Rrm,max ,
Psσ

2
srm

+ N0

Prm [1 + Psσ2
srm

b2(1 − β)2/2N0]
. (13.46)

For further simplifying the BER expressions of Equations (13.41) and (13.44), we can neglect
all the additive terms of ‘1’ in the denominators of both of the above-mentioned BER expressions
by considering the relatively high-SNR region. Consequently, after some further manipulations, the
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426 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

Table 13.1:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DAF
Number of relay nodes Mr

Number of subcarriers D = 1024
Modulation DPSK
Packet length Lf = 128
Normalized Doppler frequency fd = 0.008
Path-loss exponent Typical urban area,v = 3 [608]
Channel model Typical urban, refer to Table 12.1
Relay location Dsrm = Dsd/2, m = 1, 2, . . . , Mr

Power control Ps = Prm = P/(Mr + 1), m = 1, 2, . . . , Mr

Noise variance at MS and BS N0

approximated high-SNR BER upper bound and its lower-bound counterpart respectively can be
expressed as follows:

PDAF
BER,high−snr (a, b, Mr) /

F (a, b, Mr + 1)NMr+1
0

Psσ2
sd

MrY

m=1

Prmσ2
rm,d + Psσ

2
srm

Zrm,max

PsPrmσ2
srm

σ2
rmd

(13.47)

PDAF
BER,high−snr (a, b, Mr) '

F (a, b, Mr + 1)NMr+1
0

Psσ2
sd

MrY

m=1

Prmσ2
rm,d + Psσ

2
srm

Zrm,min

PsPrmσ2
srm

σ2
rmd

, (13.48)

where

F (a, b, L) =
1

22Lπ

Z π

−π

f(a, b, L, θ)

αL(θ)
dθ. (13.49)

ThenRrm,min of Equation (13.43) andRrm,max of Equation (13.46) can be approximated as

Rrm,min ≈ 2N0

b2(1 + β)2Prm

, (13.50)

Rrm,max ≈ 2N0

b2(1 − β)2Prm

, (13.51)

respectively. Importantly, both the BER upper and lower bounds of Equations (13.47) and (13.48) imply
that a DAF-aided cooperative system havingMr selected cooperating users is capable of achieving a
diversity order ofL = (Mr + 1), as indicated by the exponentL of the noise varianceN0.

13.2.1.2 Simulation Results and Discussion

Let us now consider a DAF-aided cooperative cellular uplinksystem usingMr relaying MSs in an
urban area having a path-loss exponent ofv = 3. Without loss of generality, all the activated relaying
MSs are assumed to be located about half-way between the source MS and the BS, while the total power
used for transmitting a single modulated symbol is equally shared among the source MS and theMr

RSs. To be more specific, we haveDsrm = Dsd/2, Ps = Prm = P/(Mr + 1), m = 1, 2, . . . , Mr.
Moreover, the normalized Doppler frequency is set tofd = 0.01 under the assumption that multiple
MSs are randomly moving around in the same cell. The system parameters considered in this section
are summarized in Table 13.1.

The theoretical BER curves of Equation (13.40) versus the SNR received for slow-fading channels
are depicted in Figure 13.2 in comparison with the results obtained by our Monte Carlo simulations,
where the MSDSD of Section 12.3 usingNwind = 8 is employed at the BS to eliminate the performance
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Figure 13.2: BER performance versus SNR for DAF-aided cooperative cellular systems, where there
areMr activated cooperating MSs, each having fixed transmit powerand location. The MSDSD using
Nwind = 8 is employed at the BS. All other system parameters are summarized in Table 13.1.

loss imposed by the relative mobility of the cooperating MSs, which is again modelled by a normalized
Doppler frequency offd = 0.01. As suggested previously in Section 13.2.1.1, the Taylor series in
Equation (13.38) converges rapidly and hence we employNn = 5 in Equation (13.39) to reduce
the computational complexity, while maintaining the required accuracy. Observe in Figure 13.2 that
all theoretical BER curves, corresponding to different numbers of activated cooperating MSs and to
DBPSK and DQPSK modulation schemes, match well with the BER curves obtained by our Monte
Carlo simulations. Therefore, with the aid of the MSDSD of Section 12.3 employed at the BS, a full
diversity order ofL = (Mr+1) can be achieved by the DAF-aided cooperative system in rapidly fading
channels, where the achievable BER performance can be accurately predicted using Equation (13.40).

Additionally, the BER upper and lower bounds of Equations (13.41) and (13.44) derived for
both DBPSK- and DQPSK-modulated DAF-aided cooperative systems are plotted in Figures 13.3(a)
and 13.3(b), respectively, versus the theoretical BER curve of Equation (13.40). Both the lower and
upper bounds are tight in comparison with the exact BER curveof Equation (13.40) when the DBPSK
modulation scheme is used, as observed in Figure 13.3(a). Onthe other hand, a relatively loose upper
bound is obtained by invoking Equation (13.41) for the DQPSK-modulated system, while the lower
bound associated with Equation (13.44) still remains very tight. Therefore, it is sufficiently accurate
to approximate the BER performance of the DAF-aided cooperative system using the lower bound of
Equation (13.44).

Furthermore, in order to simplify the lower-bound expression of Equation (13.41), the integration
term of Equation (13.37) is omitted completely, assuming that we haveNn = 0 in Equation (13.45).
The corresponding BER curves are depicted in Figure 13.4 versus those obtained whenNn = 5. It
can be seen that the lower bound obtained after discarding the integration term in Equation (13.37) still
remains accurate and tight in the relatively high-SNR region. More specifically, the resultant BER lower
bound remains tight over a wide span of SNRs and only becomes inaccurate when the SNR ofP/N0

dips below5 dB and10 dB for the DBPSK- and DQPSK-modulated cooperative systems,respectively.
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Figure 13.3: BER lower and upper bounds versus SNR for DAF-aided cooperative cellular systems
where there areMr activated cooperating MSs, each having fixed transmit powerand location. All
other system parameters are summarized in Table 13.1.
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Figure 13.4: Impact ofNn of Equation (13.45) on the BER lower bounds versus SNR for DAF-aided
cooperative cellular systems, where there areMr activated cooperating MSs, each having fixed transmit
power and location. All other system parameters are summarized in Table 13.1.

When the SNR is sufficiently high and hence employment of the high-SNR-based lower bound
of Equation (13.48) can be justified, its validity is verifiedby the BER curves of Figures 13.5(a)
and 13.5(b) for the DBPSK- and DQPSK-modulated systems, respectively. Specifically, the simplified
high-SNR-based BER lower bound of Equation (13.48) havingNn = 0 in Equation (13.45) is capable
of accurately predicting the BER performance achieved by the DAF-aided cooperative cellular uplink,
provided that the transmitted SNR expressed in terms ofP/N0 is in excess of15 dB for both the DBPSK
and DQPSK modulation schemes considered.
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Figure 13.5: High-SNR-based BER lower bounds versus SNR for DAF-aided cooperative cellular
systems, where there areMr activated cooperating MSs, each having transmit power and location.
All other system parameters are summarized in Table 13.1.

13.2.2 Theoretical Analysis of DDF Systems
13.2.2.1 Performance Analysis

In the following discourse, the analytical BER performanceexpressions will be derived for a DDF-aided
cooperative cellular system in order to facilitate our resource allocation to be outlined in Section 13.3.2.
In contrast to its DAF-aided counterpart of Section 13.2.1,the Mr cooperating MSs selected will
make sure that the information contained in the frame or packet received from the source MS can
be correctly recovered by differentially decoding the received signal with the aid of CRC checking,
prior to forwarding it to the BS. In other words, some of theMr cooperating MSs selected may not
participate during the relaying phase, to avoid potential error propagation due to the imperfect signal
recovery. By simply assuming that the packet length is sufficiently high with respect to the channel’s
coherent time, the worst-case Packet Loss Ratio (PLR) at themth cooperating MS can be expressed as

PPLRm,upper = 1 − (1 − PSERm )Lf , (13.52)

for a given packet lengthLf , wherePSERm represents the symbol error rate at themth cooperating
MS, which can be calculated as [612]

PSERm =
Mc − 1

Mc
+

|ρm| tan(π/Mc)

ξ(ρm)

»
1

π
arctan

„
ξ(ρm)

|ρm|

«

− 1

–

, (13.53)

whereρm and the functionξ(x), respectively, can be written as follows:

ρm =
Psσ

2
srm

/N0

1 + (Psσ2
srm

/N0)
, (13.54)

ξ(x) =
q

1 − |x|2 + tan2(π/Mc). (13.55)

Then, based on thePPLRm,upper expression of Equation (13.52), the average end-to-end BERupper
bound of a DDF-aided cooperative system can be obtained. Explicitly, in the context of a system where
only Mr = 1 cooperating user is selected to participate in relaying thesignal from the source MS to the
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430 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

BS, the average end-to-end BER upper boundPDDF
BER,upper is obtained by the summation of the average

BERs of two scenarios as

PDDF
BER,upper = (1 − PPLR1,upper )P

Φ1

BER + PPLR1,upperP
Φ2

BER, (13.56)

whereΦ1 is defined as the first scenario when the cooperating MS perfectly recovers the information
received from the source MS and thus transmits the differentially remodulated signal to the BS. By
contrast,Φ2 is defined as the second scenario, when the cooperating MS fails to decode correctly the
signal received from the source MS and hence remains silent during the relaying phase. Therefore, the
scenariosΦ1 andΦ2 can be simply represented as follows, depending on whether the transmit power
Pr1 of the cooperating MS is zero or not during the relaying phase. Thus, we can representΦ1 and
Φ2 as

Φ1 , {Pr1
6= 0}, (13.57)

Φ2 , {Pr1
= 0}, (13.58)

respectively. Recall our BER analysis carried out for the DAF-aided system in Section 13.2.1.1, where
the end-to-end BER expression of a cooperative system conditioned on the received SNR per bitγb can
be written as

PBER|γb(a, b, L) =
1

22Lπ

Z π

−π

f(a, b, L, θ)e−α(θ)γb

dθ, (13.59)

wheref(a, b, L, θ) given by Equation (13.18) is a function of the number of multi-path componentsL
and is independent of the received SNR per bitγb. The parametersa andb are modulation dependent, as
defined in [475]. Consequently, the unconditional end-to-end BER,PΦi

BER, corresponding to the scenario
Φi can be expressed as

PΦi
BER =

Z ∞

−∞

PBER|γb
Φi

· pγb
Φi

(γ) dγ, (13.60)

wherepγb
Φi

(γ) represents the PDF of the received SNR per bit after diversity combining at the BS in

the scenarioΦi of Equations (13.57) and (13.58).
On the other hand, since the MRC scheme is employed at the BS tocombine the signals potentially

forwarded by multiple cooperating MSs and the signal transmitted from the source MS as characterized
by Equation (12.44) using the combining weights of Equation(12.45), the received SNR per bit after
MRC combining is simply the sum of that of each combined path,which is expressed as

γb
Φ1

= γb
sd + γb

r1d, (13.61)

γb
Φ2

= γb
sd . (13.62)

Therefore, the unconditional BER of the scenarioΦ1 can be computed as

PΦ1

BER =
1

22Lπ

Z π

−π

f(a, b, L = 2, θ)

Z ∞

−∞

e−α(θ)γb
Φ1 pγb

Φ1

(γ) dγ dθ (13.63)

=
1

22Lπ

Z π

−π

f(a, b, L = 2, θ)Mγb
Φ1

(θ) dθ, (13.64)

where the joint MGF of the received SNR per bit recorded at theBS for the scenarioΦ1 is expressed as

Mγb
Φ1

(θ) =

Z ∞

−∞

e−α(θ)γb
Φ1 pγb

Φ1

(γ) dγ (13.65)

=

Z ∞

−∞

Z ∞

−∞

e
−α(θ)(γb

sd+γb
r1d)

pγb
sd

(γsd)pγb
r1d

(γr1d) dγsd dγr1d (13.66)

= Mγb
sd

(θ)Mγb
r1d

(θ) (13.67)

=
N2

0

(N0 + α(θ)Psσ2
sd)(N0 + α(θ)Pr1

σ2
r1d)

, (13.68)
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13.2.2. Theoretical Analysis of DDF Systems 431

with pγb
sd

(γsd) andpγb
r1d

(γr1d), respectively, denoting the PDF of the received SNR per bit for the

direct link and for the RD relay link. Both of these expressions were given by Equation (13.22). In
parallel, the unconditional BER corresponding to the scenario Φ2 can be obtained as

PΦ2

BER =
1

22Lπ

Z π

−π

f(a, b, L = 1, θ)

Z ∞

−∞

e
−α(θ)γb

Φ2 pγb
Φ2

(γ) dγ dθ (13.69)

=
1

22Lπ

Z π

−π

f(a, b, L = 1, θ)Mγb
Φ2

(θ) dθ, (13.70)

where the MGF of the received SNR per bit recorded at the BS forthe scenarioΦ2 is written as

Mγb
Φ2

(θ) =

Z ∞

−∞

e
−α(θ)γb

Φ2 pγb
Φ2

(γ) dγ (13.71)

=

Z ∞

−∞

e−α(θ)γb
sd pγb

sd
(γsd) dγsd (13.72)

=
N0

N0 + α(θ)Psσ2
sd

. (13.73)

Similarly, the BER upper bound can also be attained for cooperative systems relying onMr > 1
cooperating users. For example, whenMr = 2, the average end-to-end BER upper boundPDDF

BER,upper

becomes the sum of the average BERs of four scenarios expressed as

PDDF
BER,upper = (1 − PPLR1,upper )(1 − PPLR2,upper )P

Φ1

BER + PPLR1,upper (1 − PPLR2,upper )P
Φ2

BER

+ (1 − PPLR1,upper )PPLR2,upperP
Φ3

BER + PPLR1,upperPPLR2,upperP
Φ4

BER, (13.74)

where the four scenarios are defined as follows:

Φ1 = {Pr1
6= 0, Pr2

6= 0}, (13.75)

Φ2 = {Pr1
= 0, Pr2

6= 0}, (13.76)

Φ3 = {Pr1
6= 0, Pr2

= 0}, (13.77)

Φ4 = {Pr1
= 0, Pr2

= 0}. (13.78)

13.2.2.2 Simulation Results and Discussion

Under the assumption of a relatively rapidly Rayleigh fading channel associated with a normalized
Doppler frequency offd = 0.008 and a packet length ofLf = 16 DQPSK-modulated symbols, the
BER curves corresponding to DDF-aided cooperative systemswith Mr = 1 andMr = 2 cooperating
MSs are plotted in comparison with the worst-case theoretical BERs of Equations (13.56) and (13.74)
in Figure 13.6(a). Since the worst-case BER expression derived in Section 13.2.2.1 for the DDF-aided
system does not take into account the negative impact of the time-selective channel, the resultant
asymptotic line may not be capable of accurately approximating the true achievable BER performance
of a DDF-aided system employing the CDD in the context of a rapidly fading environment. However,
with the aid of the MSDSD of Section 12.3 usingNwind > 2, the performance loss induced by
the relative mobility of the cooperating terminals and the BS can be significantly eliminated. Thus,
as revealed by Figure 13.6(a), the worst-case BER bound closely captures the dependency of the
system’s BER on theP/N0 ratio. On the other hand, the BER curves of DDF-aided cooperative systems
employing the MSDSD using different packet lengthsLf are plotted together with the corresponding
worst-case theoretical BER bound in Figure 13.6(b). Likewise, the theoretical BER bound based on
Equation (13.56) closely captures the dependency of the MSDSD-aided system’s BER on the packet
lengthLf employed in the scenario of a rapidly fading channel associated with a normalized Doppler
frequency offd = 0.008.
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Figure 13.6: BER performance versus SNR for DDF-aided cooperative cellular systems, where there
areMr activated cooperating MSs, each having fixed transmit powerand location. The MSDSD using
Nwind = 11 is employed at the BS. All other system parameters are summarized in Table 13.2.

Table 13.2:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DDF
Number of relay nodes Mr

Number of subcarriers D = 1024
Modulation DQPSK
Packet length Lf

CRC CCITT-4
Normalized Doppler freq. fd = 0.008
Path-loss exponent Typical urban area,v = 3 [608]
Channel model Typical urban, refer to Table 12.1
Relay location Dsrm = Dsd/2, m = 1, 2, . . . , Mr

Power control Ps = Prm = P/(Mr + 1), m = 1, 2, . . . , Mr

Noise variance at MS and BS N0

13.3 CUS for the Uplink
User-cooperation-aided cellular systems are capable of achieving substantial diversity gains by forming
VAAs constituted by the concerted action of distributed mobile users, while eliminating the space
and cost limitations of the shirt-pocket-sized mobile phones. Hence, the cost of implementing user
cooperation in cellular systems is significantly reduced, since there is no need specifically to set
up additional RSs. On the other hand, it is challenging to realize user cooperation in a typical
coherently detected cellular system, since(Nt × Nr) CIRs have to be estimated. For eliminating
the implementationally complex channel estimation, in particular at the RSs, it is desirable to employ
differentially detected modulation schemes in conjunction with the MSDSD scheme of Section 12.3.
Furthermore, even if the Doppler-frequency-induced degradations are eliminated by employing the
MSDSD, another major problem is how to choose the required number of cooperating users from
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13.3.1. CUS for DAF Systems with APC 433

the pool ofPcand available candidates, which may significantly affect the end-to-end performance of
the cooperative system. These effects have been observed inour previous simulation results shown in
Figure 12.14 in Section 12.3.2.3, where we indicated that the quality of the source–relay link quantified
in terms of the SNR, which is dominated by the specific location of the cooperating users, plays a
vital role in determining the achievable end-to-end performance of a cooperative system. Moreover, the
employment of Adaptive Power Control (APC) among the cooperating users is also important in order
to maximize the achievable transmission efficiency. Hence,we will commence our discourse on the
above-mentioned two schemes, namely the CUS and the APC schemes, in the context of the cooperative
uplink, which will be based on the end-to-end performance analysis carried out in Section 13.2. More
specifically, we will propose a CUS scheme combined with APC for the DAF-aided cooperative system
employing the MSDSD of Section 12.3 and its DDF-aided counterpart in Sections 13.3.1 and 13.3.2,
respectively.

13.3.1 CUS Scheme for DAF Systems with APC

13.3.1.1 APC for DAF-Aided Systems [610]

As discussed in Section 13.1.2, for the sake of simplicity and analytical tractability, we assume that the
source MS is sufficiently far away from the BS and the available cooperating MSs can be considered to
be moving along the direct Line-Of-Sight (LOS) path betweenthem, as specified by Equation (13.1) of
Section 13.1.2. Explicitly, Equation (13.1) can be rewritten by normalizingDsd to 1, as follows:

Dsru + Drud = Dsd = 1, u = 1, 2, . . . ,Pcand , (13.79)

wherePcand is the RS pool size. This simplified model is readily generalized to a more realistic
geography by taking into account the angle between the direct link and the relaying links. Furthermore,
given a path-loss exponent ofv, the average powerσ2

i,j of the channel fading coefficient can be
computed according to Equation (13.3), which is repeated here for convenience:

σ2
i,j = D−v

i,j , i, j ∈ {s, ru, d}. (13.80)

Then, by defining

dm ,
Dsru

Dsd

, (13.81)

we can representσ2
sru

andσ2
rud respectively as

σ2
sru

= σ2
sd · dv

m = dv
m, (13.82)

σ2
rud = σ2

sd · (1 − dm)v = (1 − dm)v. (13.83)

It was found in Section 13.2.1.2 that the simpler high-SNR-based BER lower-bound expression of
Equation (13.48) associated withNn = 0 in Equation (13.45) is tight over a wide range of SNRs of
interest, e.g. for SNRs in excess of15 dB for both the uncoded DBPSK- and DQPSK-modulated DAF-
aided cooperative systems, as observed in Figure 13.5. Therefore, a power control scheme taking into
account the location of the selected cooperating mobile users can be formulated, in order to minimize
the BER of Equation (13.48) under the total transmit power constraint of Equation (13.4), i.e. when we
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434 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

haveP = Ps +
PMr

m=1 Prm .2 Thus, we arrive at

[P̂s, {P̂rm}Mr
m=1 | {dm}Mr

m=1]

= arg min
P̌s,{P̌rm}

Mr
m=1


F (a, b, Mr + 1)NMr+1

0

P̌sσ2
sd

MrY

m=1

P̌rmσ2
rm,d + P̌sσ

2
srm

Zrm,min

P̌sP̌rmσ2
srm

σ2
rmd

ff

(13.84)

= arg min
P̌s,{P̌rm}

Mr
m=1


F (a, b, Mr + 1)NMr+1

0

P̌sσ2
sd

MrY

m=1

P̌rmσ2
sd(1 − dm)v + P̌sσ

2
sddv

mZrm,min

P̌sP̌rmσ4
sddv

m(1 − dm)v

ff

(13.85)

= arg min
P̌s,{P̌rm}

Mr
m=1


1

P̌ Mr+1
s

MrY

m=1

P̌rm (1 − dm)v + P̌sd
v
mZ̃rm,min

P̌rm

ff

, (13.86)

which is subjected to the power constraint ofP = Ps+
PMr

m=1 Prm andPrm > 0 (m = 1, 2, . . . , Mr).
The variableZ̃rm,min in Equation (13.86) is defined as

Z̃rm,min , −eR̃cm (ζ + ln R̃cm), (13.87)

where we have

R̃cm ,
Rrm ,max

(1 − dm)v
(13.88)

=
2N0

(1 − dm)vb2(1 − β)2Pscm
. (13.89)

In order to find the solution of the minimization problem formulated in Equation (13.86) with the
aid of the Lagrangian method, we first define the functionf(Ps , cm) by taking the logarithm of the
right hand side of Equation (13.86) as

f(Ps, cm) , ln

„
1

P Mr+1
s

MrY

m=1

cm(1 − dm)v + dv
mZ̃rm,min

cm

«

(13.90)

= −(Mr + 1) lnPs −
MrX

m=1

ln cm +

MrX

m=1

ln(cm(1 − dm)v − dv
mZ̃rm,min ), (13.91)

where

cm ,
Prm

Ps
. (13.92)

Furthermore, we define the functiong(Ps, cm) based on the transmit power constraint of Equa-
tion (13.4) as follows:

g(Ps, cm) , c
T
1 − P

Ps
, (13.93)

where

c , [1, c1, . . . , cMr ]T , (13.94)

2In this context we note that here we effectively assume that perfect power control is used when a specific mobile is transmitting
its own data as well when it is acting as an RS. Naturally, the associated transmit power may be rather different in these two modes.
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13.3.1. CUS for DAF Systems with APC 435

and1 represents an(Mr×1)-element column vector containing all ones. Then, the Lagrangian function
Λ can be defined as

Λ(Ps, cm, λ) , f(Ps, cm) + λg(Ps, cm) (13.95)

= −(Mr + 1) ln Ps −
MrX

m=1

ln cm +

MrX

m=1

ln(cm(1 − dm)v − dv
mZ̃rm,min)

+ λ

„

c
T
1 − P

Ps

«

, (13.96)

whereλ is the Lagrangian multiplier. Hence, the first-order conditions for the optimum solution can be
found by setting the partial derivatives of Equation (13.96) with respect to bothPs andcm to zero:

∂Λ(Ps, cm, λ)

∂Ps
= −Mr + 1

Ps
+ λ

P

P 2
s

+

MrX

m=1

dv
m

eR̃cm

Ps
[R̃cm(ζ + ln R̃cm) + 1]

cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)

= 0, (13.97)

∂Λ(Ps, cm, λ)

∂cm
= λ − 1

cm
+

(1 − dm)v + dv
m

h
R̃cm eR̃cm

cm
(ζ + ln R̃cm) + eR̃cm

cm

i

cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)

= 0, (13.98)

∂Λ(Ps, cm, λ)

∂λ
= c

T
1 − P

Ps
= 0. (13.99)

Consequently, by combining Equations (13.97) and (13.98),after a few further manipulations we obtain

(Mr + 1)Ps

P
− 1

cm
+

(1 − dm)v + dv
m

h
2N0

b2(1−β2)(1−dm)vPsc2m
eR̃cm (ζ+ln R̃cm )+ e

R̃cm
cm

i

cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)

− 1

P

MrX

m=1

2N0dv
meR̃cm

b2(1−β)2(1−dm)v

“

ζ + ln R̃cm + 1

R̃cm

”

cm[cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)]

= 0. (13.100)

Therefore, the optimum power control can be obtained by finding the specific values ofcm (m =
1, 2, . . . , Mr) that satisfy both Equation (13.99) and (13.100), which involves anL = (Mr + 1)-
dimensional search as specified in the summation of Equation(13.100) containing the power control
of each of theMr cooperating users. Hence, a potentially excessive computational complexity may be
imposed by the search for the optimum power control solution. To reduce the search space significantly,
the summation in the last term of Equation (13.100) may be removed, leading to

(Mr + 1)Ps

P
− 1

cm
+

(1 − dm)v + dv
m

h
2N0

b2(1−β2)(1−dm)vPsc2m
eR̃cm (ζ+ln R̃cm )+ e

R̃cm
cm

i

cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)

− 1

P

2N0dv
meR̃cm

b2(1−β)2(1−dm)v

`
ζ + ln R̃cm + 1

R̃cm

”

cm[cm(1 − dm)v − dv
meR̃cm (ζ + ln R̃cm)]

= 0, (13.101)

so that the resultant Equation (13.101) depends only on the specific cm value of interest. In other
words, the original(Mr + 1)-dimensional search is reduced to a single-dimensional search, resulting
in a substantially reduced power control complexity, whilethe resultant power control is close to that
corresponding to Equation (13.100).

13.3.1.2 CUS Scheme for DAF-Aided Systems

Since the quality of the relay-related channels, namely thesource–relay and the relay–destination links,
dominates the achievable end-to-end performance of a DAF-aided cooperative system, the appropriate
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choice of cooperating users from the candidate pool of MSs roaming between the source MS and the
BS as depicted in Figure 13.1 appears to be important in the scenario of cellular systems. In parallel
with the APC scheme designed for the DAF-aided cooperative system discussed in Section 13.3.1.1, the
CUS scheme is devised based on the minimization problem of Equation (13.84), which can be further
simplified as

[{d̂m}Mr
m=1 | Ps, {Prm}Mr

m=1] = arg min
{ďm}

Mr
m=1

 MrY

m=1

Prmσ2
sd(1 − ďm)v + Psσ

2
sd ďv

mZrm ,min

σ4
sd ďv

m(1 − ďm)v

ff

(13.102)

= arg min
{ďm}

Mr
m=1

 MrY

m=1

Prm(1 − ďm)v + Psď
v
mZ̃rm ,min

ďv
m(1 − ďm)v

ff

, (13.103)

which is subjected to the physical constraint of having a normalized relay location of0 < dm < 1
(m = 1, 2, . . . , Mr) measured from the source.

Although Equation (13.103) can be directly solved numerically, it is difficult to get physically
tangible insights from a numerical solution. To simplify further the minimization problem of Equa-
tion (13.103), we define the functionf(dm) by taking the logarithm of the right hand side of
Equation (13.103), leading to

f(dm) , ln

„ MrY

m=1

Prm (1 − dm)v + Psd
v
mZ̃rm ,min

dv
m(1 − dm)v

«

(13.104)

= −v

MrX

m=1

ln(dm(1 − dm)) +

MrX

m=1

ln(Prm(1 − dm)v + Psd
v
mZ̃rm ,min). (13.105)

Then, by differentiating Equation (13.105) with respect tothe normalized relay locationsdm (m =
1, 2, . . . , Mr) and equating the results to zero, we get

∂fdm

∂dm
=

v(2dm − 1)

dm(1 − dm)

+
−Prmv(1 − dm)v−1 + Psvd

v−1
m Z̃rm,min + Psd

v
m

v(eR̃cm −Z̃rm,min R̃cm )

1−dm

Prm(1 − dm)v + Psdv
mZ̃rm,min

= 0.

(13.106)

Hence, the optimum normalized relay distance ofdm for a specific power control can be obtained
by finding the specificdm values which satisfy Equation (13.106). Consequently, theoriginal Mr-
dimensional search of Equation (13.103) is broken down intoMr single-dimensional search processes.

Although the optimized location of the cooperating users can be calculated for a given power
control, the resultant location may not be the global optimum in terms of the best achievable BER
performance. In other words, to attain the globally optimumlocation and then activate the available
cooperating candidates that happen to be closest to the optimum location, an iterative power versus RS
location optimization process has to be performed. To be more specific, the resultant global optimization
steps are as follows:

Step 1: Initialize the starting point({cm}Mr
m=1, {dm}Mr

m=1) for the search in the2Mr-dimensional
space, hosting theMr powers and RS locations.

Step 2: Calculate the locally optimum location{dm,local}Mr
m=1 of the cooperating users for the current

power control,{cm}Mr
m=1.

Step 3: If we have{dm,local}Mr
m=1 6= {dm}Mr

m=1, then let{dm}Mr
m=1 = {dm,local}Mr

m=1. Otherwise,
stop the search, since the globally optimum solution has been found: {dm,global}Mr

m=1 =
{dm,local}Mr

m=1 and{cm,global}Mr
m=1 = {cm}Mr

m=1.
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Step 4: Calculate the locally optimum power control{cm,local}Mr
m=1 of the cooperating RSs for the

current location,{dm}Mr
m=1.

Step 5: If we have{cm,local}Mr
m=1 6= {cm}Mr

m=1, then let{cm}Mr
m=1 = {cm,local}Mr

m=1 and continue
to Step 1. Otherwise, stop the search, since the globally optimum solution has been found:
{dm,global}Mr

m=1 = {dm,local}Mr
m=1 and{cm,global}Mr

m=1 = {cm}Mr
m=1.

Furthermore, it is worth emphasizing that the above optimization process requires an ‘offline’ operation.
Hence, its complexity does not contribute to the complexityof the real-time CUS scheme. As mentioned
previously in this section, since it is likely that no available cooperating MS candidate is situated in the
exact optimum location found by the offline optimization, the proposed CUS scheme simply chooses the
available MS that roams closest to the optimum location and then adaptively adjusts the power control.
The rationale of the CUS scheme is based on the observation that the achievable BER is proportional to
the distance between the cooperating MS and the optimum location, as will be seen in Section 13.3.1.3.

13.3.1.3 Simulation Results and Discussion

Both the APC and CUS schemes designed for the DAF-aided cooperative system, which were devised
in Sections 13.3.1.1 and 13.3.1.2, respectively, are basedon the high-SNR-related BER lower bound of
Equation (13.48), which was shown to be a tight bound for a wide range of SNRs in Figure 13.5. In
order to characterize further the proposed APC and CUS schemes and to gain insights into the impact
of power control as well as that of the cooperating user’s location on the end-to-end BER performance
of the DAF-aided uplink supporting different number of cooperating users, the BER lower bounds are
plotted versusPs/P anddm in Figures 13.7(a) and 13.7(b), respectively, in comparison with the exact
BER of Equation (13.40) and with its upper bound of Equation (13.47). DQPSK modulation is assumed
to be used here. Furthermore, in order to cope with the effects of the rapidly fluctuating fading channel,
the MSDSD scheme of Section 12.3 is employed at the BS. For thesake of simplicity, we assume that
an equal power is allocated to all activated cooperating MSs, which are also assumed to be located at
the same distance from the source MS. All the other system parameters are summarized in Table 13.3.
Observe from both Figures 13.7(a) and 13.7(b) that at a moderate SNR of15 dB the lower bounds
remain tight across the entire horizontal axes, i.e. regardless of the specific values ofPs/P anddm.
By contrast, the upper bound of Equation (13.47) fails to predict accurately the associated BER trends,
especially when the number of activated cooperating MSs,Mr, is high. Therefore, despite using the
much simpler optimization metrics of Equations (13.86) and(13.103), which are based on the high-
SNR-related BER lower bound of Equation (13.48), the APC andCUS schemes of Sections 13.3.1.1
and 13.3.1.2 are expected to remain accurate for quite a widerange of SNRs.

Furthermore, both the power control strategy and the specific location of the cooperating MSs play
a vital role in determining the achievable BER performance of the DAF-aided cooperative system.
Specifically, as shown in Figure 13.7(a), under the assumption that all the activated cooperating users
are located about half-way between the source MS and the BS, i.e. fordm = 0.5 (m = 1, 2, . . . , Mr),
and for an equal power allocation among the cooperating users, i.e. for Prm = (P − Ps)/Mr

m = 1, 2, . . . , Mr), the minimum of the BER curve is shifted to the left when an increased number
of cooperating MSs participate in signal relaying. This indicates that the transmit power employed by
the source MS should be decreased in order to attain the best achievable end-to-end BER performance.
On the other hand, under the assumption of an equal power allocation among the source MS and all
the cooperating MSs, i.e. where we havePs = Prm = P/Mr (m = 1, 2, . . . , Mr), we observe
from Figure 13.7(b) that the shape of the BER curves indicates a stronger sensitivity of the system’s
performance to the location of the cooperating users. This trend becomes even more dominant as
the number of cooperating MSs,Mr, increases. However, in contrast to the phenomenon observed
in Figure 13.7(a), the position of the BER minimum remains nearly unchanged, as observed in
Figure 13.7(b), indicating that the optimum location of thecooperating users remains unaffected for
this specific system arrangement, regardless ofMr.
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Figure 13.7:Effects of the power control and of the cooperating MS’s location on the BER performance
of DQPSK-modulated DAF-aided cooperative cellular systems havingMr activated cooperating MSs.
All other system parameters are summarized in Table 13.3.

Table 13.3:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DAF
Number of relay nodes Mr

Number of subcarriers D = 1024
Modulation DQPSK
Detection MSDSD (Nwind = 11)
Packet length Lf = 128
Normalized Doppler freq. fd = 0.008
Path-loss exponent Typical urban area,v = 3 [608]
Channel model Typical urban, refer to Table 12.1
Noise variance at MS and BS N0

Importantly, the horizontal coordinate of the BER minimum represents the optimum MS location
for the equal power allocation arrangement employed. Therefore, the achievable BER seen in
Figure 13.7(b) is proportional to the distance between the RS and the optimum location, which provides
the rationale for our distance-based CUS scheme.

In order to examine the tightness of the high-SNR-based BER lower bound of Equation (13.48)
for the DAF-aided cooperative system at different transmitSNRs ofP/N0, the BER lower bounds
corresponding to three distinct values ofP/N0 versus different power controls and relay locations are
depicted in Figures 13.8(a) and 13.8(b), respectively. Letus assume thatMr = 2 cooperating MSs
are activated. With an SNR as high as20 dB, the lower bound is tight, as seen in both Figures 13.8(a)
and 13.8(b). As the SNR decreases, the lower bound becomes increasingly loose, but remains capable of
accurately predicting the BER trends and the best achievable performance in the vicinity of a moderate
SNR level of15 dB. However, when the SNR falls to as low a value as10 dB, the lower bound remains
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Figure 13.8: Effects of the SNR on the tightness of the high-SNR-based BERlower bound for the
DQPSK-modulated DAF-aided cooperative cellular uplink having two activated cooperating MSs. All
other system parameters are summarized in Table 13.3.

no longer tight to approximate the exact BER, thus the APC andCUS schemes devised under the
assumption of a high SNR may not hold the promise of an accurate solution. Nevertheless, since the
low SNR range corresponding to high BER levels, such as for example10−2, is not within our range
of interest, the proposed APC and CUS schemes of Sections 13.3.1.1 and 13.3.1.2 are expected to work
appropriately for a wide range of SNRs.

Let us now continue by investigating the performance improvements achieved by the optimization
of the power control and the cooperating user’s location. InFigure 13.9(a) the BER performance of
the DAF-aided cooperative system employing the APC scheme of Section 13.3.1.1 is depicted versus
the cooperating user’s location,dm, in comparison with that of the system dispensing with the APC
scheme. Again, we simply assume that multiple activated cooperating users are located at the same
distance from the source user. Observe in Figure 13.9 that significant performance improvements can
be achieved by the APC scheme when the cooperating user is situated closer to the BS than to the source
MS. Hence the attainable BER is expected to be improved as thecooperating user moves increasingly
closer to the BS. For example, the single cooperating user (Mr = 1) DAF-aided cooperative system
using the APC scheme is capable of attaining its lowest possible BER atSNR = 15 dB, when we have
d1 = Dsr1

/Dsd = 0.8. Therefore, the performance improvement achieved by the APC scheme largely
depends on the specific location of the cooperating users. Furthermore, the performance gains attained
by the APC scheme for a specific arrangement ofdm is also dependent on the number of activated
cooperating MSs,Mr. More specifically, when we haveMr = 3, a substantially larger gap is created
between the BER curve of the system dispensing with the APC scheme and that of its APC-aided
counterpart than that observed forMr = 1, as seen in Figure 13.9(a).

At the same time, the BER performance of the DAF-aided systemusing relay location optimization
is plotted in Figure 13.9(b) in comparison with that of the cooperative system, where the multiple
activated cooperating users roam midway between the sourceMS and the BS. Similarly, a potentially
substantial performance gain can be achieved by optimizingthe location of the cooperating users,
although, naturally, this gain depends on the specific powercontrol regime employed as well as on the
number of activated cooperating users. To be specific, observe in Figure 13.9(b) that it is desirable to
assign the majority of the total transmit power to the sourceMS in favour of maximizing the achievable

Marked Proof Ref: 49531e May 5, 2011



M
ar

ke
d 

pr
oo

f

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

440 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

0 0.2 0.4 0.6 0.8 1
10

–5

10
–4

10
–3

10
–2

10
–1

SNR=15 dB, d
m

=(0,1), m=1,2,...,M
r

d
m

B
E

R

Without Power Optimization

With Power Optimization

Direct Transmission M
r
=1

M
r
=3

M
r
=2

(a) Adaptive power control

0 0.2 0.4 0.6 0.8 1
10

–5

10
–4

10
–3

10
–2

10
–1

10
0

SNR=15 dB, P
r
m

=(P–P
s
)/M

r
, m=1,2,...,M

r

P
s
/P

B
E

R

Without Location Optimization

With Location Optimization

M
r
=2

M
r
=3

M
r
=1

Direct Transmission

(b) Relay location optimization

Figure 13.9: Power and relay location optimization for DQPSK-modulatedDAF-aided cooperative
cellular systems havingMr activated cooperating MSs. All other system parameters aresummarized in
Table 13.3.c©IEEE Wang & Hanzo 2007 [8]

performance gain by location optimization. Moreover, the more the cooperating users are activated, the
higher the performance enhancement attained. Importantly, in the presence of a deficient power control
regime, e.g. when less than10% of the overall transmit power is assigned to the source MS, the DAF-
aided system may suffer from a severe performance loss, regardless of the location of the cooperating
users. This scenario results in an even worse performance than that of the non-cooperative system.
Therefore, by observing Figures 13.9(a) and 13.9(b) we infer that for the DAF-aided cooperative uplink,
it is beneficial to assign the majority of the total transmit power to the source MS and choose the specific
cooperating users roaming in the vicinity of the BS in order to enhance the achievable end-to-end BER
performance.

The above observations concerning the cooperative resource allocation of the DAF-aided system
can also be inferred by depicting the three-dimensional BERsurface versus both the power control and
the cooperating MS’s location in Figure 13.10(a) for a single-RS-aided cooperative system (Mr = 1).
Indeed, the optimum solution is located in the area where both Ps/P andd1 have high values. In order
to reach the optimum operating point, the iterative optimization process discussed in Section 13.3.1.2
has to be invoked. The resultant optimization trajectory isdepicted in Figure 13.10(b) together with
the individual power-optimization- and location-optimization-based curves. The intersection point
of the latter two lines represents the globally optimum joint power–location solution. As seen in
Figure 13.10(b), by commencing the search from the centre ofthe two-dimensional power–location
plane, the optimization process converges after four iterations between the power and location
optimization phases, as the corresponding trajectory converges on the above-mentioned point of
intersection.

Let us now consider a DAF-aided DQPSK-modulated cooperative cellular system employing both
the CUS and APC schemes of Sections 13.3.1.1 and 13.3.1.2, whereMr = 3 cooperating MSs are
activated in order to amplify and forward the signal received from the source MS to the BS, which
are selected fromPcand = 9 candidates roaming between the latter two. Without loss of generality,
we simply assume that the locations of all the cooperating candidates are independent and uniformly
distributed along the direct LOS link connecting the sourceMS and the BS, which are expected
to change from time to time. Figure 13.11 depicts the performance of the DAF-aided cooperative
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Figure 13.10:Optimum cooperative resource allocation for DQPSK-modulated DAF-aided cooperative
cellular systems having a single activated cooperating MS at SNR= 15 dB. All other system parameters
are summarized in Table 13.3.

system employing the CUS and APC schemes of Sections 13.3.1.1 and 13.3.1.2 in comparison with
both that exhibited by its counterpart dispensing with the above-mentioned techniques and that of
the direct-transmission-based system operating without user cooperation in Rayleigh fading channels
associated with different normalized Doppler frequencies. Figure 13.11 demonstrates that the DAF-
aided cooperative system is capable of achieving a significantly better performance than the non-
cooperative system. Observe in Figure 13.11 that a further significant performance gain of10 dB can
be attained by invoking the CUS and APC schemes for a cooperative system employing the CDD
of Section 12.1.1 (Nwind = 2), at a BER target of10−5 and a normalized Doppler frequency of
fd = 0.008. Furthermore, employment of the CUS combined with the APC makes the cooperative
cellular system more robust to the deleterious effects of time-selective channels. Indeed, observe in
Figure 13.11 that an error floor is induced by a normalized Doppler frequency offd = 0.03 at a
BER of 10−3 for the cooperative system dispensing with the CUS and APC arrangements, while the
BER curve corresponding to the system carrying out cooperative resource allocation only starts to level
out at a BER of10−5. For the sake of further eliminating the BER degradation caused by severely
time-selective channels, the MSDSD employingNwind > 2 can be utilized at the BS. As observed
in Figure 13.11, for a target BER level of10−5, a P/N0 degradation of about7 dB was induced by
increasingfd from 0.008 to 0.03 for the CDD-aided system, while it was reduced to1 dB by activating
the MSDSD scheme of Section 12.3 usingNwind = 11.

Let us now consider the BER performance of DAF-aided cooperative systems dispensing with
at least one of the two above-mentioned schemes, which is plotted in Figure 13.12(a). To be more
specific, given a target BER of10−5, performance gains of6 and2.5 dB can be achieved respectively
by employment of the CUS and APC over the benchmark system, where three cooperating users are
randomly selected from the available nine RS candidates andthe total transmit power is equally divided
between the source and the relaying MSs. Hence, the distance-based CUS scheme of Section 13.3.1.2
performs well as a benefit of activating the RS candidates closest to the predetermined optimum
locations, even in conjunction with a relatively small cooperating RS candidate pool, where it is more
likely that none of the available RS candidates is situated in the optimum locations. In order further
to enhance the achievable end-to-end performance, the APC is carried out based on the cooperating
users’ location as activated by the CUS and results in a performance gain as high as about9.5 dB over
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Figure 13.11: Performance improvements achieved by the CUS and APC schemes for a DAF-aided
DQPSK-modulated user-cooperative cellular system employing the MSDSD of Section 12.3, where
three out of nine cooperating user candidates are activated. All other system parameters are summarized
in Table 13.3.

the benchmark system, as demonstrated in Figure 13.12(a). Moreover, besides providing performance
gains, the CUS and APC schemes are also capable of achieving asignificant complexity reduction in the
context of the MSDSD employed by the BS, as seen in Figure 13.12(b), where the complexity imposed
by the MSDSD usingNwind = 11 expressed in terms of the number of the PED evaluations versus
P/N0 is portrayed correspondingly to the four BER curves of Figure 13.12(a). Although the complexity
imposed by the MSDSD in all of the four scenarios considered decreases steadily, the transmit SNR
increases and then levels out at a certain SNR value around20 dB. Observe in Figure 13.12(b) that a
reduced complexity is imposed when either the CUS or the APC scheme is employed. Remarkably, the
complexity imposed by the MSDSD at the BS can be reduced by a factor of about10 for a wide range
of transmit SNRs, when the CUS and APC are amalgamated. By carefully comparing the simulation
results of Figures 13.12(a) and 13.12(b), it may be readily observed that the transmit SNR level, which
guarantees the BER of10−5, is roughly the SNR level at which the complexity imposed by the MSDSD
starts to level out. Therefore, it is inferred from the aboveobservations that an appropriate cooperative
resource allocation expressed in terms of the transmit power control and the appropriate cooperating
user selection may significantly enhance the achievable end-to-end BER performance of the DAF-aided
cooperative cellular uplink, while substantially reducing the computing power required by the MSDSD
at the BS.

In a typical cellular system, the number of users roaming in acell may also be referred to as the
size of the cooperating user candidate pool denoted byPcand in the scenario of the user-cooperative
uplink. In order to investigate its impacts on the end-to-end BER performance of the DAF-aided
cooperative system employing the CUS and APC schemes, the BER curves corresponding to different
values ofPcand are plotted versus the transmit SNR,P/N0, against that of the idealized scenario used
as a benchmark, where the activated RSs are situated exactlyin the optimum locations and have the
optimum power control. Again, we assume thatMr = 3 RSs are activated, which are selected from
the Pcand MSs roaming in the same cell. Interestingly, despite havinga fixed number of activated
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Figure 13.12:BER performance and the MSDSD complexity reductions achieved by the CUS and APC
schemes for DAF-aided DQPSK-modulated user-cooperative cellular uplink, where three out of nine
cooperating RS candidates are activated. All other system parameters are summarized in Table 13.3.

cooperating MSs, the end-to-end BER performance of the DAF-aided system steadily improves and
approaches that of the idealized benchmark system upon increasing the value ofPcand , as observed
in Figure 13.13(a). On the other hand, it can be seen in Figure13.13(b) that the higher the number of
cooperating candidates, the lower the computational complexity imposed by the MSDSD at the BS.
Specifically, by increasing the size of the candidate pool fromPcand = 3 to 9, a performance gain of
about7 dB can be attained, while simultaneously achieving a detection complexity reduction factor of
6.5 at the target BER of10−5. In comparison with the idealized scenario, where an infinite number of
cooperating candidates are assumed to be independently anduniformly distributed between the source
MS and the BS, the DAF-aided cooperative system using both the CUS and APC schemes only suffers
a negligible performance loss whenPcand = 9 cooperating candidates. Therefore, the benefits brought
about by the employment of the CUS and APC schemes may be deemed substantial in a typical cellular
uplink.

13.3.2 CUS Scheme for DDF Systems with APC
In contrast to the process of obtaining the optimum power andlocation allocation arrangements
discussed in Section 13.3.1 for DAF-aided cooperative systems, the first-order conditions obtained by
differentiating the BER bound of a DDF-aided cooperative system formulated in Equations (13.56)
and (13.74) for theMr = 1 andMr = 2 scenarios have complicated forms which are impervious to
analytical solution. However, their numerical solution isfeasible, instead of resorting to Monte Carlo
simulations. Explicitly, by takingMr = 1 as an example, the optimum power control can be obtained
for a given RS location arrangement by minimizing the worst-case BER of Equation (13.56), yielding

[P̂s, {P̂rm}Mr
m=1 | {dm}Mr

m=1]

= arg min
P̌s,{P̌rm}

Mr
m=1

{(1 − PPLR1,upper )P
Φ1

BER + PPLR1,upperP
Φ2

BER}, (13.107)

where PPLR1,upper is the worst-case packet loss ratio at the cooperating MS, which is given by
Equation (13.52), whilePΦ1

BER andPΦ2

BER are given by Equations (13.64) and (13.70), respectively,
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Figure 13.13:The effects of the size of the cooperating RS pool on the DAF-aided DQPSK-modulated
user-cooperative cellular uplink employing the CUS and APCschemes, whereMr = 3 cooperating
users are activated. All other system parameters are summarized in Table 13.3.

corresponding to the average BER measured at the BS both withand without the signal forwarded
by the RS. In parallel, the optimum location allocation can be obtained for a specific power control
arrangement as

[{d̂m}Mr
m=1 | Ps, {Prm}Mr

m=1]

= arg min
{d̂m}

Mr
m=1

{(1 − PPLR1,upper )P
Φ1

BER + PPLR1,upperP
Φ2

BER}. (13.108)

Then, to attain the globally optimum location and activate the available cooperating candidates that
happen to be closest to the optimum location, an iterative power versus RS location optimization process
identical to that discussed in Section 13.3.1.2 in the context of an AF scheme has to be performed.
Again, the rationale of the proposed CUS scheme for the DDF-aided system is based on the observation
that the achievable BER is proportional to the distance between the cooperating MS and the optimum
location, as will be demonstrated in Section 13.3.2.1.

13.3.2.1 Simulation Results and Discussion

The beneficial effects of cooperative resource allocation,in terms of the transmit power and the
cooperating user’s location on the achievable BER performance of the DDF-aided cooperative system,
are investigated in Figure 13.14. Under the assumption thatthe channel fluctuates extremely slowly, e.g.
for fd = 0.0001, the worst-case BER performances corresponding to Equation (13.56) forMr = 1 and
to Equation (13.74) forMr = 2, for the DQPSK-modulated DDF-aided cooperative systems employing
either equal power allocation or the optimized power control, are plotted versus the different cooperating
users’ locations in Figure 13.14(a). The information bit stream is CCITT-4 coded by the source MS in
order to carry out the CRC checking at the cooperating MS withthe aid of a 32-bit CRC sequence.
Hence, to maintain a relatively high effective throughput,two different transmission packet lengths are
used, namelyLf = 128 andLf = 64 DQPSK symbols. All other system parameters are summarized
in Table 13.3. Observe in Figure 13.14(a) that the end-to-end BER performance can be substantially
enhanced by employing the optimized power control, if the cooperating MS is not roaming in the
neighbourhood of the source MS. Similar to the observation obtained for its DAF-aided counterparts
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Figure 13.14:Power and relay location optimization for the DQPSK-modulated DDF-aided cooperative
cellular systems havingMr activated cooperating MSs. All other system parameters aresummarized in
Table 13.4.c©IEEE Wang & Hanzo 2007 [8]

Table 13.4:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DDF
Number of relay nodes Mr

Number of subcarriers D = 1024
Modulation DQPSK
CRC code CCITT-4
Detection MSDSD (Nwind = 11)
Packet length Lf
Normalized Doppler freq. fd

Path-loss exponent Typical urban area,v = 3 [608]
Channel model Typical urban, refer to Table 12.1
Noise variance at MS and BS N0

characterized in Figure 13.9(a) of Section 13.3.1.3, the higher the number of active cooperating MSs,
Mr, the more significant the performance gain attained by optimizing the power control for the DDF-
aided system. However, due to the difference between the relaying mechanisms employed by the two
above-mentioned cooperative systems, it is interesting toobserve that the trends seen in Figure 13.14(a)
are quite different from those emerging from Figure 13.9(a). Specifically, recall from the results depicted
in Figure 13.9(a) that it is desirable to choose multiple cooperating users closer to the BS than to the
source MS in a DAF-aided cooperative system, especially when employing the optimized power control
for sharing the power among the cooperating users. By contrast, Figure 13.14(a) demonstrates that
the cooperating MSs roaming in the vicinity of the source MS are preferred for a DDF-aided system
in the interest of maintaining a better BER performance. Furthermore, the performance gap between
the DAF-aided systems employing both the equal and optimized power allocations becomes wider as
the cooperating MS moves closer to the optimum location corresponding to the horizontal coordinate
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of the lowest-BER point in Figure 13.9(a). By contrast, onlya negligible performance improvement
can be achieved by optimizing the power control, if the cooperating MS is close to the optimum
location corresponding also to the horizontal coordinate of the lowest-BER point in Figure 13.14(a).
In other words, the DDF-aided system suffers a relatively modest performance loss by employing the
simple equal power allocation, if the multiple cooperatingMSs are closer to their desired locations.
Additionally, recall from Figure 13.9(a) recorded for the DAF-aided system that the worst-case BER
performance was encountered by having no cooperating user closer to the optimum locations, regardless
of whether the optimum power control is used or not, but the performance of this RS-aided DAF
system was still slightly better than that of the conventional direct transmission system. By contrast,
the DDF-aided system employing equal power allocation may unfortunately be outperformed by the
direct-transmission-based non-cooperative system, if the cooperating MSs are located nearer to the BS
than to the source MS. Finally, in contrast to the DAF-assisted system, the performance achieved by
the DDF-aided system is dependent on the specific packet length, Lf , due to the potential relaying
deactivation controlled by the CRC check carried out at the cooperating MS. To be specific, the shorter
the packet lengthLf , the lower the resultant BER.

In parallel, the BER performance of the above-mentioned DDF-aided systems is depicted versus
Ps/P in Figure 13.14(b). Here, the transmit power of(P − Ps) is assumed to be equally shared
across multiple cooperating users. Again, similar to the results recorded for the DAF-aided system
in Figure 13.9(b), a significant performance gain can be attained by locating the cooperating MS at the
optimum position rather than in the middle of the source MS and BS path. This performance gain is
expected to become even higher as the number of actively cooperating MSs,Mr, increases, as seen in
Figure 13.14(b). By contrast, for optimum cooperating userlocation, instead of allocating the majority
of the total transmit power to the source MS – as was suggestedby Figure 13.9(b) for the DAF-aided
system in the interest of achieving an improved BER performance – the results of Figure 13.14(b)
suggest that only about half of the total power has to be assigned to the source MS, if the DDF scheme
is used. Furthermore, the mild sensitivity of the BER performance observed in Figure 13.14(b) for the
DDF-aided system benefiting from the optimum cooperating user location as far as the power control
is concerned coincides with the trends seen in Figure 13.14(a), i.e. a desirable BER performance can
still be achieved without optimizing the power control, provided that all the cooperating MSs roam
in the vicinity of their optimum locations. Interestingly,in contrast to the conclusions inferred from
Figure 13.14(a) for the DAF-aided system, the originally significant performance differences caused
by the different packet lengths ofLf = 128 and Lf = 64 can be substantially reduced for the
DDF-aided system, provided that the cooperating user is situated at the optimum location. Finally, as
observed in Figure 13.14(b), when no active RS can be found inthe vicinity of the optimum cooperating
user locations, the DDF-aided system might be outperformedby its more simple direct transmission
counterpart in the presence of deficient power control imposed by high power control errors.

Observe for theMr = 1 scenario by merging Figures 13.14(a) and 13.14(b) that the globally
optimum cooperative resource allocation characterized interms of the transmit power control and RS
selection regime can be visualized as the horizontal coordinates of the lowest point of the resultant 3D
BER surface portrayed in Figure 13.15(a), where the 3D BER surface corresponding to differentLf

values is plotted versusPs/P andd1 = Dsr1
/Dsd for the DDF-aided cooperative system. The smaller

the packet lengthLf , the lower the BER. This is because the likelihood that the activated cooperating
MS improves the signal relaying is inversely proportional to the packet lengthLf . However, observe in
Figure 13.15(a) that the gap between the different BER curves of 3D surface becomes relatively small
in the vicinity of the globally optimum BER point, as predicted by Figures 13.14(a) and 13.14(b). On
the other hand, similar to the results of Figure 13.10(b) recorded for the DAF-aided cooperative system,
we plot the power-optimized curve versusd1, while drawing the location-optimized curve versusPs/P
for the DDF-aided system associated withMr = 1 in Figure 13.15(b), where the intersection of the
two curves is the globally optimum solution corresponding to the projection of the lowest BER point
onto the horizontal plane in Figure 13.15(a). The globally optimum solution can be found by the joint
power–location iterative optimization process discussedin Section 13.3.1.2. Furthermore, the globally
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Figure 13.15: Optimum cooperative resource allocation for the DQPSK-modulated DDF-aided
cooperative cellular systems having a single activated cooperating MS atSNR = 15 dB. All other
system parameters are summarized in Table 13.4.

optimum resource allocation, denoted by the black dot in Figure 13.15(b), changes as the packet length
Lf varies. To be more specific, by increasing the packet lengthLf , the optimum cooperating user
location moves increasingly closer to the source MS, while the percentage of the total transmit power
assigned to the source MS gradually decreases. This is not unexpected, since the probability of perfectly
recovering all the symbols of the source MS by the cooperating MS is reduced on employing a higher
packet lengthLf , which has to be increased by choosing a cooperating MS closer to the source MS in
the interest of increasing the received SNR at the cooperating MS.

Let us now continue by examining the BER performance improvement achieved by optimizing the
resource allocation for the DDF-aided cooperative system in Figure 13.16, where the four subfigures
depict the BER performance of the systems both with and without optimized cooperative resource
allocation in terms of the transmit power and relay locations, while varying the packet lengthLf .
As seen in Figure 13.16, significant performance gains can beattained by using an optimum power
control among theMr cooperating users and the source user, as well as by assumingthat all theMr

actively cooperating users are situated in their optimum locations, especially when we have a relatively
large packet lengthLf . Although a better PLR performance is attained when using short packets, the
achievable performance gain is reduced, as indicated by theincreasingly narrower gap between the BER
curves obtained with and without the optimized resource allocation. Consider theMr = 2 scenario
as an example, where the originally achievable performancegain of 5 dB recorded forLf = 128 is
reduced to about0.5 dB for Lf = 16 at a BER of10−5. In fact, this phenomenon coincides with the
observation inferred from our previous simulation results, such as for example the 3D BER surface
shown in Figure 13.15(a), which can be explained by the fact that the BER and PLR performance
loss induced by a high packet lengthLf may be significantly reduced by optimizing the cooperative
resource allocation. Again for the scenario ofMr = 2, a performance loss of5 dB is endured when
employingLf = 64 instead ofLf = 16 in the absence of resource allocation optimization, whereas
the performance loss is reduced to1.5 dB when the cooperative resource allocation is optimized.
Furthermore, we also found that, interestingly, the asymptotic theoretical curves based on the worst-
case BER expressions of Equation (13.56) and Equation (13.74) for Mr = 1 andMr = 2, respectively,
become tighter for the DDF-aided system using optimized resource allocation.
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Figure 13.16: Performance improvement achieved by optimizing the cooperative resources for the
DQPSK-modulated DDF-aided cooperative cellular systems employing the MSDSD in a relatively fast
Rayleigh fading channel, where theMr activated cooperating users are assumed to be situated at their
optimum location. All other system parameters are summarized in Table 13.4.

Figure 13.17 separately investigates the impact of the CUS and that of the APC on the end-to-end
BER performance of a DDF-aided cooperative system employing the MSDSD in a relatively rapidly
Rayleigh fading channel associated withfd = 0.008, whereNwind = 8 is employed to combat
the performance degradation induced by the time-selectivefading channel. Similar to the results of
Figure 13.12(a) recorded for the DAF-aided system, a more significant performance improvement can
be attained by invoking CUS than APC. However, in contrast tothe DAF-aided system, the joint
employment of the CUS and APC schemes for the DDF-aided system only leads to a negligible
additional performance gain over the scenario where only the CUS is carried out. This is not unexpected,
if we recall the observations inferred from Figure 13.14(a), i.e. the additional performance improvement
achieved by optimizing the power control gradually erodes as the activated cooperating MS approaches
the optimum location. Furthermore, unlike the CUS scheme, which simply selects the cooperating
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Figure 13.17: Performance improvements achieved by the CUS and APC schemes for the DDF-
aided DQPSK-modulated user-cooperative cellular system employing the MSDSD in a relatively fast
Rayleigh fading channel, where two out of eight cooperatingusers are activated. All other system
parameters are summarized in Table 13.4.

MS that is closest to the optimum location calculated in an offline manner, the APC scheme, which
conducts a real-time search for the optimum power control based on the actual location of the activated
cooperating MS, may impose an excessive complexity. Hence,for reducing the complexity, the DDF-
aided cooperative system may simply employ equal power allocation, while still being capable of
achieving a desirable performance with the aid of the CUS scheme.

13.4 Joint CPS and CUS for the Differential Cooperative
Cellular UL Using APC

From our discussions on the performance of the DAF- and DDF-aided cooperative cellular uplink in
Sections 13.3.1.3 and 13.3.2.1, respectively, we may conclude that the above-mentioned two scenarios
exhibit numerous distinct characteristics due to the employment of different relaying mechanisms.
Therefore, the comparison of these two cooperative schemeswill be further detailed in Section 13.4.1.
Based on the initial comparison of the DAF and DDF schemes, a novel hybrid CPS scheme will be
proposed in Section 13.4.2. In conjunction with the CUS and APC arrangements, we will then create a
more flexible cooperative system, where the multiple cooperating MSs roaming in different areas might
employ different relaying mechanisms to assist in forwarding the source MS’s message to the BS to
achieve the best possible BER performance. This system may be viewed as a sophisticated hybrid of a
BS-aided ad hoc network or – alternatively – as an ad hoc network-assisted cellular network.
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Figure 13.18: Impact of the source–relay link’s quality on the end-to-endBER performance of a
DQPSK-modulated cooperative system employingMr = 1 cooperating RS roaming about half-way
between the source MS and the BS. The CDD is employed by both the RS and the BS in a Rayleigh
fading channel having a Doppler frequency offd = 0.001.

13.4.1 Comparison Between the DAF- and DDF-Aided Cooperative
Cellular UL

13.4.1.1 Sensitivity to the Source–Relay Link Quality

The fundamental difference between the DAF and DDF schemes is whether decoding and re-encoding
operations are required at the RS or not. Thus, generally speaking, the overall complexity imposed
by the DDF-aided cooperative system is expected to be higherthan that of its DAF-aided counterpart.
However, as a benefit of preventing error propagation by the RS, the DDF-aided system is expected to
outperform the DAF-aided one, provided that a sufficiently high source–relay link quality guarantees a
near-error-free transmission between the source MS and theRS, as previously indicated by Figure 12.14
of Section 12.3.2.3. For convenience, we repeat these results here in Figure 13.18, where we observe
that the sensitivity of the DDF-aided system to the source–relay link quality is significantly higher than
that of the DAF-aided system. This is because the CRC employed may suggest to the RS to refrain from
participating in forwarding the signal to the BS with a high probability, when the source–relay link is
of low quality, which in turn leads to a rapid performance degradation. In practice, a high performance
can be achieved for the DDF-aided system by activating the cooperating MSs roaming in the vicinity of
the source MS and/or by invoking channel encoding.

13.4.1.2 Effect of the Packet Length

In contrast to the DAF-aided system, where the achievable performance is independent of the packet
length Lf employed in the absence of the channel encoding, the DDF-aided system’s performance
is sensitive to the packet lengthLf , as was previously demonstrated for example by Figure 13.16of
Section 13.3.2.1. This trend is not unexpected, since in theabsence of the channel coding the PLR
increases proportional to the value ofLf . This in turn may precipitate errors in the context of a DDF-
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Figure 13.19: Performance comparison between the DAF- and DDF-aided DQPSK-modulated user-
cooperative cellular systems employing the MSDSD, where two out of eight cooperating user candidates
are activated. All other system parameters are summarized in Table 13.3.

aided system. However, this performance degradation can besubstantially reduced by invoking the CUS
of Section 13.3.2, as evidenced by Figure 13.14.

13.4.1.3 Cooperative Resource Allocation

As demonstrated by the simulation results of Sections 13.3.1.3 and 13.3.2.1, significant performance
gains can be attained for both the DAF- and DDF-aided cellular uplink by optimizing the associated
cooperative resource allocation with the aid of the CUS and APC schemes of Section 13.3. More
explicitly, the BER performance of both the above-mentioned systems operating with and without the
CUS and APC schemes is contrasted in Figure 13.19, where it isassumed that theMr = 2 out of the
Pcand = 8 available cooperating MS candidates are activated and the MSDSD of Section 12.3 using
Nwind = 11 is employed in order to eliminate the detrimental effects ofthe fading having a Doppler
frequency offd = 0.008. Moreover, the variance of the noise added at each terminal of the cooperative
system is assumed to be identical, namelyN0. Indeed, as seen in Figure 13.19, the performance of both
the DAF and DDF systems is significantly enhanced by the employment of the CUS and APC schemes.
We also note that the DAF-assisted system exhibits a better performance than the DDF-aided one, when
the SNR ofP/N0 is relatively low, while the former is expected to be outperformed by the latter, as the
SNR ofP/N0 is in excess of20 dB. Again, this trend is not unexpected, since the sensitivity of the BER
performance to the source–relay link’s quality leads to a more rapid BER decrease upon increasing the
SNR ofP/N0.

On the other hand, we also observed in Table 13.5 that, due to the distinct relaying mechanisms
which lead to different levels of sensitivity to the qualityof the source–relay link, the desirable
cooperative resource allocation arrangement for the DAF-aided system may be quite different from that
of its DDF-aided counterpart. As indicated by the RS’s location arrangement of[d1, d2, . . . , dMr ] seen
in Table 13.5, the cooperating MSs roaming in the area near the BS are expected to be activated for the
DAF-aided cooperative uplink, while those roaming in the neighbourhood of the source MS should be
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Table 13.5:Cooperative resource allocation for DAF- and DDF-aided uplinks.

DAF-aided uplink DDF-aided uplink (Lf = 64)
P/N0

Mr (dB) [Ps, Pr1
, . . . , PrMr

] [d1, d2 . . . , dMr
] [Ps, Pr1

, . . . , PrMr
] [d1, d2, . . . , dMr

]

1 10 [0.882, 0.118] [0.811] [0.582, 0.418] [0.192]
20 [0.882, 0.118] [0.871] [0.622, 0.378] [0.231]
30 [0.882, 0.118] [0.891] [0.622, 0.378] [0.231]

2 10 [0.76, 0.2, 0.04] [0.74, 0.88] [0.602, 0.202, 0.196] [0.26, 0.26]
20 [0.76, 0.2, 0.04] [0.82, 0.91] [0.602, 0.202, 0.196] [0.31, 0.31]
30 [0.78, 0.2, 0.02] [0.85, 0.94] [0.602, 0.202, 0.196] [0.31, 0.31]

3 10 [0.88, 0.04, 0.04, 0.04] [0.89, 0.89, 0.89] [0.502, 0.102, 0.202, 0.194] [0.31, 0.21, 0.26]
20 [0.88, 0.04, 0.04, 0.04] [0.92, 0.92, 0.92] [0.502, 0.102, 0.202, 0.194] [0.36, 0.26, 0.26]
30 [0.88, 0.04, 0.04, 0.04] [0.93, 0.93, 0.93] [0.702, 0.102, 0.102, 0.094] [0.41, 0.41, 0.41]

selected for its DDF-aided counterpart in the interest of achieving the best possible BER performance.
It is also indicated in Table 13.5 that the increase of the SNR, P/N0, or the number of activated
cooperating MSs,Mr, will move the desirable RS’s location slightly further away from the source
MS towards the BS for both the DAF- and DDF-aided scenarios. As for the optimized power control,
the majority of the total transmit powerP , i.e. about88%, should be allocated to the source MS for the
DAF-aided system, as revealed by the optimized power control arrangement of[Ps, Pr1

, . . . , PrMr
]

seen in Table 13.5. By contrast, only about60% of the power should be assigned to the source MS
for the DDF-aided system. It is noteworthy that the optimized transmit power assigned to theMr RSs
as well as their optimum locations are not expected to be identical in both the DAF- and DDF-aided
scenarios, as revealed in Table 13.5.

Furthermore, by comparing Figure 13.12(a) of Section 13.3.1.3 and Figure 13.17 of Section
13.3.2.1, we observe that a significant performance degradation may occur if the DAF-aided system
dispenses with either the CUS or the APC scheme. By contrast,only a negligible performance loss is
imposed when the DDF-aided system dispenses with the APC scheme rather than with the CUS scheme.
Additionally, the CUS scheme of Section 13.3.2 is carried out by selecting the cooperating MSs roaming
in the area closest to the optimum locations which may be determined offline, i.e. before initiating a
voice call or data session. By contrast, the APC scheme of Section 13.3.2 may impose a relatively high
real-time complexity, when calculating the optimum power control arrangement based on the current
location of the activated RS. Hence, to minimize the complexity imposed by the cooperative resource
allocation process, the DDF-aided system employing the CUSscheme may dispense with APC, simply
opting for the equal power allocation arrangement at the expense of a moderate performance loss. In
contrast to the DDF scheme, the DAF-aided system has to tolerate a high BER performance degradation
if it dispenses with the APC scheme. It is also noteworthy that in contrast to the DAF-aided cooperative
system, the DDF-assisted scheme employing neither the CUS nor the APC may be outperformed by the
classic non-cooperative system, as observed in Figure 13.14, which is a consequence of its sensitivity
to the quality of the source–relay link.

13.4.2 Joint CPS and CUS Scheme for the Cellular UL Using APC
Each cooperative cellular uplink considered so far in the book employed either DAF or DDF principles.
As argued in the context of Figure 13.20, they both have theirdesirable RS area, when the CUS is
employed. Generally speaking, the neighbourhood of the BS and that of the source MS are the specific
areas where the RS should be activated for the DAF- and DDF-aided scenarios, respectively, again as
discussed in Sections 13.3.1 and 13.3.2. Thus, often no available cooperating MS is roaming in the
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13.4.2. Joint CPS and CUS Scheme for the Cellular UL Using APC 453

desirable RS location area, and hence a performance loss maybe imposed by selecting a cooperating
MS roaming far away from the optimum RS location. Furthermore, although the DDF-aided system
exhibits a better performance than its DAF-aided counterpart in the presence of a high source–relay
link quality, the former may be outperformed by the latter, as the quality of the source–relay link
degrades despite imposing a higher overall system complexity. On the other hand, from our comparison
of the DAF- and DDF-aided cooperative systems in Section 13.4.1, we realized that the two above-
mentioned relaying mechanisms have complementary characteristics, reflected, for example, by their
distinct optimum cooperative resource allocations. In light of the complementarity of the two relaying
schemes, a more flexible cooperative scenario can be created, where either the DAF or DDF scheme
is activated in the interest of enhancing the achievable performance of the cooperative system, while
maintaining a moderate complexity. In contrast to the conventional cooperative system employing a
single cooperative mechanism, the cooperating MSs roamingin different areas between the source MS
and the BS may be activated and the relay schemes employed by each activated RS may be adaptively
selected, to achieve the best possible performance.

For the sake of simplicity, let us now consider the hybrid cooperative cellular uplink employing the
joint CPS and CUS scheme, as portrayed in Figure 13.20, whereMr = 2 cooperating MSs roaming in
the preferred DDF- and the DAF-RS-area are activated, in order to forward the source MS’s information
to the BS. The particular cooperative protocol employed by the activated RSs is determined according to
the specific area in which they happen to be situated. In orderto make the most of the complementarity
of the DAF and DDF schemes, it may be assumed that one of the cooperating MSs is activated in the
preferred area of the DAF-RS, while the other is from the ‘DDF-area’, although, naturally, there may be
more than one cooperating MS roaming within a specific desirable area. Finally, under the assumption
that the first selected cooperating MS is roaming in the ‘DDF-area’, while the second one is roaming in
the ‘DAF-area’, the MRC scheme employed by the BS, which combines the signals received from the
source MS and the cooperating MSs, can be expressed as

y = a0(ysd [n − 1])∗ysd [n] +
2X

m=1

am(yrmd[n + mLf − 1])∗yrmd[n + mLf ], (13.109)

whereLf is the length of the transmission packet, while the coefficients a0 andam (m = 1, 2) are
given by

a0 = a1 =
1

N0
(13.110)

and

a2 =
Psσ

2
sr2

+ N0

N0(Psσ2
sr2

+ Pr2
σ2

r2d + N0)
. (13.111)

In order to determine the optimum RS areas for the hybrid cooperative system employingMr = 2
cooperating users, the worst-case BER expression will firstbe derived in a similar manner to that derived
for the DDF-aided system of Section 13.2.1 in our following discourse.

First of all, let us define the scenarioΦ1 as the situation when the cooperating MS employing the
DDF scheme perfectly recovers the information from the source MS and then transmits the differentially
remodulated signal to the BS, which is formulated as

Φ1 , {Pr1
6= 0}. (13.112)

By contrast, the scenarioΦ2 is defined as the situation, when the cooperating MS using theDDF scheme
fails to correctly decode the signal received from the source MS and keeps silent during the relay phase,
which can be formulated as

Φ2 , {Pr1
= 0}. (13.113)
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Figure 13.20:Cooperation-aided uplink systems using the joint CPS and CUS scheme.

Then, based on the differentially encoded conditional BER of Equation (13.59) invoked in Sec-
tion 13.2.2, the unconditional BER observed at the BS is the scenario ofΦ1 can be expressed as

PΦ1

BER =
1

22Lπ

Z π

−π

f(a, b, L = 3, θ)

Z ∞

−∞

e−α(θ)γb
Φ1 pγb

Φ1

(γ) dγ dθ (13.114)

=
1

22Lπ

Z π

−π

f(a, b, L = 3, θ)Mγb
Φ1

(θ) dθ, (13.115)

whereγb
Φ1

denotes the received SNR per bit after MRC combining, which can be written as

γb
Φ1

= γb
sd + γb

r1d + γd
r2d. (13.116)

Then, the joint MGF,Mγb
Φ1

(θ), of the received SNR per bit experienced at the BS in the scenario Φ1

is expressed as

Mγb
Φ1

(θ) =

Z ∞

−∞

e
−α(θ)γb

Φ1 pγb
Φ1

(γ) dγ (13.117)

=

Z ∞

−∞

Z ∞

−∞

Z ∞

−∞

e
−α(θ)(γb

sd+γb
r1d+γb

r2d)

× pγb
sd

(γsd)pγb
r1d

(γr1d)pγb
r2d

(γr2d) dγsd dγr1d dγr2d (13.118)

= Mγb
sd

(θ)Mγb
r1d

(θ)Mγb
r2d

(θ), (13.119)

where

Mγb
sd

(θ) =
N0

N0 + α(θ)Psσ2
sd

, (13.120)

Mγb
r1d

(θ) =
N0

N0 + α(θ)Pr1
σ2

r1d

, (13.121)

Mγb
r2d

(θ) =
1

1 + ksr2
(θ)

„

1 +
ksr2

(θ)

1 + ksr2
(θ)

Psσ
2
sr2

+ N0

Pr2

1

σ2
r2d

Zr2
(θ)

«

, (13.122)

andkr2d(θ) andZr2
(θ) are given by Equations (13.34) and (13.35), respectively.
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Table 13.6:Cooperative resource allocation for the hybrid cooperative uplink.

Mr P/N0 (dB) [Ps, Pr1
, . . . , PrMr

] [d1, d2, . . . , dMr
]

2 10 [0.702, 0.202, 0.096] [0.26, 0.86]
20 [0.702, 0.202, 0.096] [0.31, 0.86]
30 [0.702, 0.202, 0.096] [0.31, 0.91]

In parallel, the unconditional BER corresponding to the scenarioΦ2 can be formulated as

PΦ2

BER =
1

22Lπ

Z π

−π

f(a, b, L = 2, θ)

Z ∞

−∞

e−α(θ)γb
Φ2 pγb

Φ2

(γ) dγ dθ (13.123)

=
1

22Lπ

Z π

−π

f(a, b, L = 2, θ)Mγb
Φ2

(θ) dθ, (13.124)

whereγb
Φ2

denotes the received SNR per bit after MRC combining, which can be expressed as

γb
Φ2

= γb
sd + γd

r2d, (13.125)

and hence the MGF of the received SNR per bit recorded at the BSfor the scenarioΦ2 is written as

Mγb
Φ2

(θ) =

Z ∞

−∞

e−α(θ)γb
Φ2 pγb

Φ2

(γ) dγ (13.126)

=

Z ∞

−∞

Z ∞

−∞

e
−α(θ)(γb

sd+γb
r2d)

pγb
sd

(γsd)pγb
r2d

(γr2d) dγsd dγr2d, (13.127)

= Mγb
sd

(θ)Mγb
r2d

(θ), (13.128)

whereMγb
sd

(θ) andMγb
r2d

(θ) are given by Equations (13.120) and (13.122), respectively.

Finally, based on the worst-case packet loss ratio ofPPLR1,upper given by Equation (13.52), the
average end-to-end BER upper bound,PCPS

BER,upper , is obtained by the summation of the average BERs
of two scenarios as

PCPS
BER,upper = (1 − PPLR1,upper )P

Φ1

BER + PPLR1,upperP
Φ2

BER. (13.129)

Hence, when using the minimum BER criterion, the desirable RS area can be located by finding the
globally optimum RS locations using the iterative power versus RS location optimization process of
Sections 13.3.2 or 13.3.2. Considering theMr = 2 scenario as an example, the globally optimum power
and distance allocation arrangements are summarized in Table 13.6 under the assumption that the first
cooperating MS is activated in the DDF mode. As expected, thefigures shown in Table 13.6 reveal
that the ‘DDF-area’ and the ‘DAF-area’ are still located in the vicinity of the source MS and the BS,
respectively. Additionally, the majority of the total transmit power, i.e. about70%, should be allocated
to the source MS, while two-thirds of the remaining power should be assigned to the cooperating MS
roaming in the ‘DDF-area’.

The BER performance of the hybrid cooperative cellular uplink, whereMr = 2 out ofPcand = 8
cooperating MSs are activated, is portrayed in comparison with that of its DAF- and DDF-aided
counterparts in Figure 13.21. Remarkably, as demonstratedby Figure 13.21, the hybrid cooperative
system outperforms both the DAF- and DDF-aided systems, regardless of whether the joint CPS–
CUS–APC scheme is employed. These conclusions remain validacross a wide SNR range of our
interest, although the performance advantage of the hybridscheme over the latter two systems decreases
in the context of the joint CPS–CUS–APC scheme. Furthermore, as the SNR increases, the DDF-
aided system is expected to become superior to the other two systems, since the DDF-aided system
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Figure 13.21:Performance improvement by the joint CPS and CUS for the DQPSK-modulated user-
cooperative cellular uplink employing the MSDSD, where twoout of eight cooperating user candidates
are activated. All other system parameters are summarized in Table 13.3.

performs best when error-free transmissions can be assumedbetween the source MS and the RS. By
contrast, if the SNR is low, the DAF-aided system performs best among the three. In addition to the
performance advantage of the joint CPS–CUS–APC hybrid cooperative system, the overall system
complexity becomes moderate in comparison with that of the DDF-aided system, since only half of
the activated MSs have to decode and re-encode the received signal prior to forwarding it. Therefore,
the proposed hybrid cooperative system employing the jointCPS–CUS–APC scheme is capable of
achieving an attractive performance, despite maintaininga moderate overall system complexity.

13.5 Chapter Conclusions
In this chapter, CUS schemes and APC schemes designed for both the DAF- and DDF-aided cooperative
systems were investigated based on our theoretical performance analysis. Significant performance gains
can be achieved with the aid of the optimized resource allocation arrangements for both the DAF- and
DDF-aided systems. Owing to the different levels of sensitivity to the quality of the source–relay link,
the optimum resource allocation arrangements corresponding to the two above-mentioned systems were
shown to be quite different. Specifically, it is desirable that the activated cooperating MSs are roaming
in the vicinity of the source MS for the DDF-aided system, while the cooperating MSs roaming in the
neighbourhood of the BS are preferred for the DAF-aided counterpart. In comparison with the former
system, a larger portion of the total transmit power should be allocated to the source MS in the context
of a DAF-aided system. Apart from achieving an enhanced BER performance, the complexity imposed
by the MSDSD of Chapter 12 may also be significantly reduced byemploying the CUS and APC
schemes, even in the context of rapidly fading channels. Based on the simulation results throughout this
chapter, the natures of the DAF- and DDF-aided systems are summarized and compared in Table 13.7.
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Table 13.7:Comparison between the DAF- and DDF-aided cooperative cellular uplinks.

DAF-aided uplink DDF-aided uplink References

Overall performance Better when SR Better when SR Figure 13.19
link quality is poor link quality is good

Overall complexity Relatively low, no Relatively high, decoding
decoding at RSs and re-encoding at RSs

Performance’s sensitivity Relatively moderate Strong Figures 12.19
to source–relay link quality 12.23, 13.19

Performance’s sensitivity Insensitive Strong without CUS, Figures 13.14,
to packet lengthLf minor with CUS 13.16

Desirable RS locations Near the BS Near the source MS Table 13.5
Desirable transmit power About88% of About60% of Table 13.5

for the source MS the total power the total power
Worst-case performance Slightly better than the Significantly worse than Figures 13.9,

(Inappropriate resource allocation) non-cooperative system the non-cooperative system 13.14
Importance of CUS and APC Equally important CUS is significantly Figures 13.12(a),

more important 13.17

Table 13.8:Summary of the resource-optimized cooperative systems investigated in Chapter 12.

Performance gains achieved by various two-relay-aided differential
cooperative systems with and without cooperative resourceoptimization

Target System Power control Relay selection SNR (dB) Gain (dB)
BER type [Ps, Pr1

, Pr2
] [dr1

, dr2
]

10−3 Direct transmission N/A N/A 27.3 —
DAF-aided [0.33, 0.33, 0.33] [0.5,0.5] 18.8 8.5
Cooperative System [0.76, 0.2, 0.04] [0.81, 0.9] 15.4 11.9
DDF-aided [0.33, 0.33, 0.33] [0.5,0.5] 18.9 8.4
Cooperative system [0.602, 0.202, 0.196] [0.29, 0.29] 15.8 11.5
Hybrid DAF/DDF [0.33, 0.33, 0.33] [0.5,0.5] 16.9 10.4
Cooperative system [0.702, 0.202, 0.096] [0.28, 0.86] 14.9 12.4

10−5 Direct transmission N/A N/A 50 —
DAF-aided [0.33, 0.33, 0.33] [0.5,0.5] 29 21
Cooperative system [0.76, 0.2, 0.04] [0.82, 0.91] 23.7 26.3
DDF-aided [0.33, 0.33, 0.33] [0.5,0.5] 27 23
Cooperative system [0.602, 0.202, 0.196] [0.31, 0.31] 22.5 27.5
Hybrid DAF/DDF [0.33, 0.33, 0.33] [0.5,0.5] 25.7 24.3
Cooperative system [0.702, 0.202, 0.096] [0.31, 0.86] 22.3 27.7

Furthermore, in order to make the most of the complementarity of the two above-mentioned cooperative
systems, a more flexible resource-optimized adaptive hybrid cooperation-aided system was proposed
in this chapter, where the cooperative protocol employed bya specific cooperating MS may also be
adaptively selected in the interest of achieving the best possible BER performance.

Finally, we quantitatively summarize and compare the performance gains achieved by the DAF-
aided, the DDF-aided as well as the hybrid cooperative systems over the direct-transmission-based
system in Table 13.8, based on the simulation results obtained throughout the chapter. Observe in
Table 13.8 that, given a target BER of10−3, the DAF-aided cooperative system is capable of achieving
a slightly higher performance gain than that attained by itsDDF-aided counterpart, regardless of the
employment of the optimized resource allocation. However,given a target BER of10−5, the latter
becomes capable of achieving performance gains of2 and1.2 dB over the former for the non-optimized
and optimized resource allocation arrangements, respectively, as seen in Table 13.8. Furthermore,
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458 Chapter 13. Resource Allocation in Fast Rayleigh FadingChannels

among the three types of cooperative systems investigated in this chapter, the adaptive hybrid DAF/DDF
cooperative system performs the best for a wide range of SNRs. Remarkably, as observed in Table 13.8,
the hybrid cooperative system is capable of achieving performance gains over its direct-transmission-
based counterpart, which are as high as12.4 and 27.7 dB for the BER targets of10−3 and 10−5,
respectively, when the optimized resource allocation is employed.
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[163] A. Pascual-Iserte, A. I. Pérez-Neira, and M. A. Lagunas, “On power
allocation strategies for maximum signal to noise and interference
ratio in an OFDM-MIMO system,”IEEE Transactions on Wireless
Communications, vol. 3, pp. 808–820, May 2004.

[164] Y. Zeng and T. S. Ng, “A Semi-blind Channel Estimation Method for
Multiuser Multiantenna OFDM Systems,”IEEE Transactions on Signal
Processing, vol. 52, pp. 1419–1429, May 2004.

Marked Proof Ref: 49531e May 5, 2011



M
ar

ke
d 

pr
oo

f

01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

Bibliography 625

[165] B. Alien, R. Brito, M. Dohler, and A. H. Aghvami, “Performance
comparison of spatial diversity array topologies in an OFDMbased
wireless LAN,” IEEE Transactions on Consumer Electronics, vol. 50,
pp. 420–428, May 2004.
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AUTHOR QUERIES
Please reply to these questions on the relevant page of the proof;

please do not write on this page.

Q1 (page 493):
Please check all notation in the List of Symbols and throughout Part III is as intended
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