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Chapter

Historical Perspective, Motivation
and Outlinel

1.1 A Historical Perspective on Channel Coding

The history of channel coding or Forward Error CorrectioE@ coding dates back to Shannon’s pio-
neering work [1] in 1948, predicting that arbitrarily rddil@ communications are achievable with the aid
of channel coding, upon adding redundant information totthesmitted messages. However, Shannon
refrained from proposing explicit channel coding scheneegpfactical implementations. Furthermore, al-
though the amount of redundancy added increases as theadsdaoformation delay increases, he did
not specify the maximum delay that may have to be toleratedyder to be able to communicate near
the Shannonian limit. In recent years researchers havedraavouring to reduce the amount of latency
inflicted for example by a turbo codec’s interleaver thattiodse tolerated for the sake of attaining a given
target performance.

Historically, one of the first practical FEC codes was theyl&rerror correcting Hamming code [2],
which was a block code proposed in 1950. Convolutional FEdesalate back to 1955 [3], which were
discovered by Elias, while Wozencraft and Reiffen [4,5\wad as Fano [6] and Massey [7], proposed vari-
ous algorithms for their decoding. A major milestone in tigdry of convolutional error correction coding
was the invention of a maximum likelihood sequence estimnaigorithm by Viterbi [8] in 1967. A classic
interpretation of the Viterbi Algorithm (VA) can be foundyrfexample, in Forney’s often-quoted paper [9].
One of the first practical applications of convolutional esdvas proposed by Heller and Jacobs [10] during
the 1970s.

We note here that the VA does not result in minimum Bit ErroteRBER), rather it finds the most
likely sequence of transmitted bits. However, it perforfuse to the minimum possible BER, which can
be achieved only with the aid of an extremely complex fullsel algorithm evaluating the probability of
all possible2™ binary strings of &-bit message. The minimum BER decoding algorithm was pregpas
1974 by Bahlet al. [11], which was termed the Maximum A-Posteriori (MAP) alglom. Although the
MAP algorithm slightly outperforms the VA in BER terms, besa of its significantly higher complexity it
was rarely used in practice, until turbo codes were cordriveBerrouet al. in 1993 [12, 13].

Focusing our attention on block codes, the single errorectimg Hamming block code was too weak
for practical applications. Animportant practical miles¢ was the discovery of the family of multiple error
correcting Bose—Chaudhuri-Hocquenghem (BCH) binarykbbocles [14] in 1959 and in 1960 [15, 16]. In

Turbo Coding, Turbo Equalisation and Space-Time Coding
L.Hanzo, T.H. Liew, B.L. Yeap,
(©2002 John Wiley & Sons, Ltd. ISBN 0-470-84726-3
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1960, Peterson [17] recognised that these codes exhibifia syructure, implying that all cyclically shifted
versions of a legitimate codeword are also legitimate cadds: The first method for constructing trellises
for linear block codes was proposed by Wolf [18] in 1978. QOgvio the associated high complexity,
there was only limited research in trellis decoding of linbkock codes [19, 20]. It was in 1988, when
Forney [21] showed that some block codes have relativelplgitnellis structures. Motivated by Forney’s
work, Honary, Markarian and Farredt al.[19,22—-25] as well as Lin and Kasastial.[20, 26,27] proposed
various methods for reducing the associated complexitye Thase algorithm [28] is one of the most
popular techniques proposed for near maximum likelihoambdimg of block codes.

Furthermore, in 1961 Gorenstein and Zierler [29] extentiedbinary coding theory to treat non-binary
codes as well, where code symbols were constituted by a nuoflgts, and this led to the birth of
burst-error correcting codes. They also contrived a coatlain of algorithms, which is referred to as the
Peterson—Gorenstein—Zierler (PGZ) algorithm. In 1960cament non-binary subset of BCH codes was
discovered by Reed and Solomon [30]; they were named Re&amBo (RS) codes after their inventors.
These codes exhibit certain optimality properties, sihe& todewords have the highest possible minimum
distance between the legitimate codewords for a given catde This, however, does not necessarily guar-
antee attaining the lowest possible BER. The PGZ decodealsanbe invoked for decoding non-binary
RS codes. A range of powerful decoding algorithms for RS sadas found by Berlekamp [31, 32] and
Massey [33, 34]. Various soft-decision decoding algorghmwere proposed for the soft decoding of RS
codes by Sweeney [35-37] and Honary [19]. In recent yearsd®@8schave found practical applications,
for example, in Compact Disc (CD) players, in deep-spaceaias [38], and in the family of Digital
Video Broadcasting (DVB) schemes [39], which were standadiby the European Telecommunications
Standardisation Institute (ETSI).

Inspired by the ancient theory of Residue Number System$S|R#M—-42], which constitute a promis-
ing number system for supporting fast arithmetic operatit0, 41], a novel class of non-binary codes
referred to as Redundant Residue Number System (RRNS) eatesntroduced in 1967. An RRNS code
is a maximum—minimum distance block code, exhibiting simdistance properties to RS codes. Watson
and Hastings [42] as well as Krishea al. [43, 44] exploited the properties of the RRNS for detecting o
correcting a single error and also for detecting multipteres. Recently, the soft decoding of RRNS codes
was proposed in [45].

During the early 1970s, FEC codes were incorporated in variteep-space and satellite communica-
tions systems, and in the 1980s they also became commontuairall cellular mobile radio systems.
However, for a long time FEC codes and modulation have bested as distinct subjects in communica-
tion systems. By integrating FEC and modulation, in 1987 éthgeck [46—48] proposed Trellis Coded
Modulation (TCM), which is capable of achieving significarttding gains over power and band-limited
transmission media. A further historic breakthrough wasitirention of turbo codes by Berrou, Glavieux,
and Thitimajshima [12, 13] in 1993, which facilitate the ogtéon of communications systems near the
Shannonian limits. Turbo coding is based on a compositeccodestituted by two parallel concatenated
codecs. Since its recent invention turbo coding has evaved unprecedented rate and has reached a state
of maturity within just a few years due to the intensive reskafforts of the turbo coding community. As
a result of this dramatic evolution, turbo coding has alsamtbits way into standardised systems, such as
for example the recently ratified third-generation (3G) ifebadio systems [49]. Even more impressive
performance gains can be attained with the aid of turbo cpitinhe context of video broadcast systems,
where the associated system delay is less critical thanay-@densitive interactive systems.

More specifically, in their proposed scheme Bereval.[12, 13] used a parallel concatenation of two
Recursive Systematic Convolutional (RSC) codes, accoratiragithe turbo interleaver between the two
encoders. At the decoder an iterative structure using afiaddiersion of the classic minimum BER MAP
invented by Bahkt al.[11] was invoked by Berroet al,, in order to decode these parallel concatenated
codes. Again, since 1993 a large amount of work has beeredastit in the area, aiming for example to
reduce the associated decoder complexity. Practical eedosmplexity decoders are for example the Max-
Log-MAP algorithm proposed by Koch and Baier [50], as welbgsErfanianet al. [51], the Log-MAP
algorithm suggested by Robertson, Villebrun and Hoehe; g the SOVA advocated by Hagenauer as
well as Hoeher [53,54]. Le Goff, Glavieux and Berrou [55],aamann and Huber [56] as well as Robert-
son and Worz [57] suggested the use of these codes in coiguneith bandwidth-efficient modulation
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schemes. Further advances in understanding the excediefioripance of the codes are due, for example,
to Benedetto and Montorsi [58,59] and Perez, Seghers anél@d$0]. During the mid-1990s Hagenauer,
Offer and Papke [61], as well as Pyndiah [62], extended th@otaoncept to parallel concatenated block
codes as well. Nickét al. show in [63] that Shannon’s limit can be approached with2v@B by employ-

ing a simple turbo Hamming code. In [64] Acikel and Ryan pregmban efficient procedure for designing
the puncturing patterns for high-rate turbo convolutiocades. Jung and Nasshan [65, 66] characterised
the achievable turbo-coded performance under the contstrafi short transmission frame lengths, which is
characteristic of interactive speech systems. In colkimm with Blanz they also applied turbo codes to a
CDMA system using joint detection and antenna diversity.[8arbulescu and Pietrobon addressed the is-
sues of interleaver design [68]. The tutorial paper by Sj@€} is also highly recommended as background
reading.

Driven by the urge to support high data rates for a wide rarfgeearer services, Tarokh, Seshadri
and Calderbank [70] proposed space-time trellis codes38.1By jointly designing the FEC, modulation,
transmit diversity and optional receive diversity schemiey increased the throughput of band-limited
wireless channels. A few months later, Alamouti [71] inezht low-complexity space-time block code,
which offers significantly lower complexity at the cost of lykt performance degradation. Alamouti's
invention motivated Tarokkt al.[72, 73] to generalise Alamouti’s scheme to an arbitrary bernof trans-
mitter antennas. Then, Taroktal,, Bauchet al.[74,75], Agrawalet al.[76], Li et al.[77, 78] and Naguib
et al.[79] extended the research of space-time codes from camgdearrowband channels to dispersive
channels [70,71,73,79, 80].

1.1.1 A Historical Perspective on Coded Modulation

When using separate coding and modulation, achieving &-¢®$hannon-limit performance often re-
quires a low coding rate, hence resulting in a high bandwediiansion. Therefore, a bandwidth efficient
Multilevel Coding (MLC) scheme, which was based on the jalasign of coding and modulation, was
proposed by Imai and Hirawaki [81] in 1977. This scheme eggdseveral component codes and invoked
a MultiStage Decoding (MSD) method, where the redundant BiEOnay be absorbed without bandwidth
expansion by expanding the modulated phasor constellafibis multistage decoding procedure was fur-
ther investigated by Calderbank in [82].

Ungerbdck’s concept of Trellis Coded Modulation (TCM) viadependently proposed in 1982, which
amalgamated the design of coding and modulation into aesigngfiity with the aid of Ungerbock’s constel-
lation partitioning [83]. MLC based on Ungerbock’s paditing of the modulated signal sets were also
studied by Pottiet al. [86]. The performance of MLCs and TCM in Gaussian channeksfudher inves-
tigated by Kofmaret al. in [88], when using interleavers and limited soft-outpusé@d MSD. The MLC
aided TCM design constructed with the aid of convolutiorades having maximum Hamming distance
for transmission over Rayleigh fading channel was preseimtg87]. The specific rate of the individual
component codes of MLCs designed for approaching the dgpaeis determined by Hubet al. [89].
The provision of Unequal Error Protection (UEP) is impottan multimedia transmissions, hence Lin
et al. [93,94] designed UEP aided MLCs for both symmetric and asgtrimconstellations.

In order to exploit the powerful error correction capapilitf LDPCs, Houet al. employed them as
MLC component codes and designed power- and bandwidtheeffitLC schemes for Code Devision
Multiple Access (CDMA) [97]. In order to obtain a further @nsity gain with the aid of multiple transmit
and receive antennas, Lampkal. proposed a multiple-antenna assisted transmission scfeerdlCs
[98]. The employment of Multi-Dimensional (M-D) space-8nMLCs involving M-D partitioning was
carried out in the work of Martirt al. [99] in order to obtain substantial coding gains.

In 1982, the TCM concept was adopted by Zehavi to improve th&egable time-diversity order while
maintaining a minimum Hamming distance, which led to thecemt of Bit-Interleaved Coded Modulation
(BICM) [84]. This improved the achievable coded modulaterformance, when communicating over
Rayleigh fading channels. The theory underlying BICM wateegively analysed by Caikg al. in terms
of its channel capacity, error bound and design guideling81]. For the sake of introducing the iterative
decoding of BICM and hence achieving an improved perforrmancAdditive White Gaussian Channels
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| Year | Author(s) | Contribution
1977 | Imai and Hirawaki [81] | Proposed MLC invoking multistage decoding.
1982 | Ungerbock [83] Invented TCM employing Ungerbdck partitioning (UP).
1982 | Zehavi[84] Invented BICM for transmission over Rayleigh fading chdane
1987 | Wei[85] Pioneered rotationally invariant differentially encodeuiltidimensional
constellation for the design of TCM.
1989 | Calderbank [82] Investigated MSD aided MLC.

1989 | Pottie and Taylor [86] | Designed MLC based on UP strategies.
1993 | Seshadri and Sundberg Studied the performance of Multilevel TCM in Rayleigh faglichannel.

[87]
1994 | Kofman [88] Studied the performance of MLC in AWGN channels.
1994 | Huber and Wachsmann Calculated the equivalent capacity of MLC schemes.
(89]
1997 | Liand Ritcey [90] Designed BICM-ID using UP strategy.
1998 | Caireet al. [91] Analysed the theoretical error bound of BICM.

1998 | Robertsoret al. [92] Designed iterative turbo-detection aided TTCM.
2000 | ShuLinet al. [93,94] Designed UEP for MLC based on symmetrical and asymmetricabqr
constellations.

2001 | Ritceyet al. [95] Introduced improved bit-to-symbol mapping for BICM-ID.

2004 | Huanget al. [96] Designed improved mapping schemes for space-time BICM-ID.

2004 | Houet al. [97] Employed LDPC as MLC component codes and introduced a newei-g
BICM structure.

2004 | Lampeet al. [98] Proposed MLC-aided multiple-antenna assisted transomssihemes.

2006 | Martin et al. [99] Devised an MLC based multidimensional mapping scheme facespime
codes.

2007 | Mohammed et al. | Introduced multidimensional mapping for space-time BI@employing

[100,101] the Reactive Tabu Search technique.

2007 | Matsumotoet al. [102] | Introduced an adaptive coding technique for multilevel Bl@ided broad-
band single carrier signaling.

2008 | Simoenst al. [103] Investigated the effects of linear precoding on BICM-ID fransmission
over AWGN channels.

Table 1.1: History of coded modulation contributions.

(AWGN), the Bit-Interleaved Coded Modulation based IteaDecoding (BICM-ID) philosophy was pro-
posed by Liet al. [90] using the Ungerbdck’s TCM partitioning strategy.

The multidimensional TCM concept was pioneered by Wei [&B]the sake of achieving rotational
invariance which has the potential of dispensing with thesféocking problems of carrier recovery as well
as the concomitant avalanche-like error propagation. Toduce iterative decoding, two parallel TCM
schemes were invoked by Robertsdgrul. in [92]. This parallel concatenated design was later tereed
Turbo TCM (TTCM).

Since the optimisation of the bit-to-symbol mapping for BA@D was found to be crucial in assisting
the scheme’s iterative decoding convergence, Ritaey!. further improved the mapping [95] schemes.
BICM-ID was combined with space time codes to achieve a apdiversity gain and the corresponding
mapping schemes were further improved by Huan@l.. Mohammedet al. [100] later extended the
findings of [96] to multidimensional constellation labetl by employing the Reactive Tabu Search (RTS)
technique [104].

A MultiLevel BICM scheme (ML-BICM) was combined with ARQ aratlaptive coding in the work
of Matsumoto [102]et al.. This flexible design could be viewed as layer-by-layer ladaptation com-
bined with an effective retransmission scheme. The muitigtisional mapping used could be interpreted
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as a combined mapping function, a serially concatenatedar@é precoder and a Gray mapper. Simoens
et al. [103] investigated the optimised linear block precodeedidesign of BICM-ID communicating over
AWGN channels for the sake of achieving an infinitesimally BER.

The major contributions of the past three decades in the fitkkcbded modulation, particularly in
multilevel and bit-interleavEdagsdegdasdulation are sumsed in TasRyojutional Codes
Shannon limit [1] (1948)

Hamming codes [3] 1950—

Elias, Convolutional codes [3]

BCH codes [14-16] +
Reed-Solomon codes [30]1960——

PGZ algorithm [29] T

Berlekamp-Massey
algorithm [31-34]

RRNS codes [41,42] + Viterbi algorithm [8]

Chase algorithm [28] +
+ Bahl, MAP algorithm [11]

Wolf, trellis block codes [18] +

T Ungerboeck, TCM [46,47]

+ Hagenauer, SOVA [53,54]
1990— Koch, Max-Log-MAP algorithm [50, 51]

. Berrou, turbo codes [12,13]
Pyndiah, SISO Chase 1

algorithm [62, 105] T Robertson, Log-MAP algorithm [52]
Hagenauer, turbo BCH code [61] +

Nickl, turbo Hamming code [63] T Robertson, TTCM [57]
Alamouti, space-time [ Tarokh, space-time trellis code [70]
block co%e [71] ZOOOjL Acikel, punctured turbo code [64]

Figure 1.1: A brief history of channel coding.
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In Figure 1.1, we show the evolution of channel coding redeaver the past 50 years since Shannon’s
legendary contribution [1]. These milestones have beesrporated also in the range of monographs and
textbooks summarised in Figure 1.2. At the time of writige Shannon limit may be approached within
a tiny margin [63], provided that the associated decodingpiexity and delay is deemed affordable. The
challenge is to contrive FEC schemes which are capable o a performance near tlvapacity of
wireless channelat an affordable delay and decoding complexity.

1.2 Motivation of the Book

The design of an attractive channel coding and modulatiberse depends on a range of contradictory
factors, which are portrayed in Figure 1.3. The messageisgfilthstration is multi-fold. For example,
given a certain transmission channel, it is always feasthtiesign a coding and modulation (‘codulation’)
system, which can further reduce the BER achieved. This&jipiimplies, however, further investments
and/or penalties in terms of the required increased impiatienal complexity and coding/interleaving
delay as well as reduced effective throughput. Differefutsms accrue when optimising different codec
features. For example, in many applications the most iraportodec parameter is the achievable coding
gain, which quantifies the amount of bit-energy reductidaia¢d by a codec at a certain target BER.
Naturally, transmitted power reduction is extremely intpat in battery-powered devices. This transmitted
power reduction is only achievable at the cost of an incieasplementational complexity, which itself
typically increases the power consumption and hence emiag of the power gain.

Viewing this system optimisation problem from a differemtrgpective, it is feasible to transmit at a
higher bit rate in a given fixed bandwidth by increasing thehbar of bits per modulated symbol. How-
ever, when aiming for a given target BER, the channel coditg has to be reduced, in order to increase
the transmission integrity. Naturally, this reduces dfffective throughpubf the system and results in an
overall increased system complexity. When the channedisagtieristic and the associated bit error statistics
change, different solutions may become more attractivés iBhbecause Gaussian channels, narrowband
and wideband Rayleigh fading or various Nakagami fadingnkés inflict different impairments. These
design trade-offs constitute the subject of this monograph

Our intention with the book is multi-fold:

1) First, we would like to pay tribute to all researchers, caligies and valued friends who contributed
to the field.Hence this book is dedicated to them, since without theistfioe better coding solutions
to communications problems this monograph could not haga benceived. They are too numerous
to name here, hence they appear in the author index of the book

2) The invention of turbo coding not only assisted in attagre performance approaching the Shannon-
ian limits of channel coding for transmissions o¥&aussian channelsbut also revitalised chan-
nel coding research. In other words, turbo coding openedwaamapter in the design of itera-
tive detection-assisted communications systems, sualrtas trellis coding schemes, turbo channel
equalisers, etc. Similarly dramatic advances have beaimatt with the advent of space-time coding,
when communicating over dispersive, fadingeless channels Recent trends indicate that better
overall system performance may be attained by jointly aptirg a number of system components,
such as channel coding, channel equalisation, transmitraedived diversity and the modulation
scheme, than in case of individually optimising the systemponents. This is the main objective of
this monograph.

3) Since at the time of writing no joint treatment of the sulg@ctvered by this book exists, it is timely to
compile the most recent advances in the field. Hence it is ope lthat the conception of this mono-
graph on the topic will present an adequate portrayal of thst ldecade of research and spur this
innovation process by stimulating further research in tbding and communications community.
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Shannon limit [1] (1948)
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Reed& Solomon, Polynomial codes over certain finite fields [30]
Peterson, Error correcting codes [108]

Wozencraft: Reiffen, Sequential decoding [5] |

Shannon, Mathematical theory of communication [115]
Massey, Threshold decoding [7]

Szabo& Tanaka, Residue arithmeticits appl. to computer technology [41]
Berlekamp, Algebraic coding theory [32]

Kasami, Combinational mathematics and its applicatiof3]1

Petersork: Weldon, Error correcting codes [106]
Blake, Algebraic coding theory: history and developmentiL

Macwilliams&: Sloane, The theory of error correcting codes [109]

Clark & Cain, Error correction coding for digital communicatiod4 2]

Pless, Introduction to the theory of error-correcting codd 3]

Blahut, Theory and practice of error control codes [114]

Lidl & Niederreiter, Finite fields [119] B

Lin & Costello, Error control coding: fundamentals and appilicet [120]
Michelson& Levesque, Error control techniques for digital commurnaraf121]

Sklar, Digital communications fundamentals and applai[110]

Sweeney, Error Control Codin%: An Introduction [127]
Hoffmanet al., Coding theory [122]

Huber, Trelliscodierung [123] ) o

Anderson& Mohan, Source and channel coding - an algorithmic apprab@# [
Wicker, Error control systems for digital communicatiorastorage [125]
Proakis, Digital communications [126]

Honary& Markarian, Trellis decoding of block codes [|_19]
S. Linet al, Trellises& trellis-based decoding alg. for linear block codes [20]
Schlegel, Trellis coding [48]

Heegard: Wicker, Turbo codlnf; [116]

Bossert, Channel coding for telecommunications [117]

Vucetic& Yuan, Turbo codes principles and applications [118] )

Hanzo, Liew& Yeap, Turbo coding, turbo equalisatiénspace-time coding, 2002

Figure 1.2: Milestones in channel coding.
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Figure 1.3: Factors affecting the design of channel coding and modulattheme.

Organisation of the Book

Below, we present the outline and rationale of the book:

Chapter 2: For the sake of completeness and wider reader appeal Wrtoalprior knowledge
is assumed in the field of channel coding. Hence in Chapter Zamemence our discourse by
introducing the family of convolutional codes and the haslwell as soft-decision Viterbi algorithm
in simple conceptual terms with the aid of worked examples.

Chapter ??: This chapter provides a rudimentary introduction to the npseminent classes of
block codes, namely to Reed—Solomon (RS) and Bose—Chauttoaquenghem (BCH) codes. A
range of algebraic decoding techiques are also reviewedvarided examples are included.

Chapter ??: Based on the simple Viterbi decoding concepts introducézhapter 2, in this chapter
an overview of the family of conventional binary BCH codegiigen, with special emphasis on their
trellis decoding. In parallel to our elaborations in Chaf@en the context of convolutional codes,
the Viterbi decoding of binary BCH codes is detailed with #ié of worked examples. These dis-
cussions are followed by the simulation-based performahegacterisation of various BCH codes
employing both hard-decision and soft-decision decodieghods. The classic Chase algorithm is
introduced and its performance is investigated.

Chapter 3: This chapter introduces the concept of turbo convolutimoales and gives a detailed
discourse on the Maximum A-Posteriori (MAP) algorithm ateldomputationally less demanding
counterparts, namely the Log-MAP and Max-Log-MAP algarith The Soft-Output Viterbi Algo-
rithm (SOVA) is also highlighted and its concept is augmenigth the aid of a detailed worked
example. Then the effects of the various turbo codec pasmmare investigated, namely that of
the number of iterations, the puncturing patterns usedcahgonent decoders, the influence of the
interlever depth, which is related to the codeword length, &he various codecs’ performance is
studied also when communicating over Rayleigh fading cabnn

Chapter 4: The concept of turbo codes using BCH codes as component ¢od@soduced. A
detailed derivation of the MAP algorithm is given, buildiog the concepts introduced in Chapter 3
in the context of convolutional turbo codes, but this timstdéa the framework of turbo BCH codes.
Then, the MAP algorithm is modified in order to highlight thencept of the Max-Log-MAP and
Log-MAP algorithms, again, with reference to binary turbGHB codes. Furthermore, the SOVA-
based binary BCH decoding algorithm is introduced. Thenngpk turbo decoding example is
given, highlighting how iterative decoding assists in eoting multiple errors. We also describe a
novel MAP algorithm for decoding extended BCH codes. Finalke show the effects of the various
coding parameters on the performance of turbo BCH codes.

Chapter 5: Space-time block codes are introduced. The derivatione@MAP decoding of space-
time block codes is then given. A system is proposed by cenating space-time block codes
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and various channel codes. The complexity and memory remeints of various channel decoders
are derived, enabling us to compare the performance of tygoped channel codes by considering
their decoder complexity. Our simulation results relatedgace-time block codes using no channel
coding are presented first. Then, we investigate the effeotapping data and parity bits from
binary channel codes to non-binary modulation schemesillizime compare our simulation results
for various channel codes concatenated with a simple sjrmeeblock code. Our performance
comparisons are conducted by also considering the conpleiihe associated channel decoder.

e Chapter 6: The encoding process of space-time trellis codes is higtdiy This is followed by
employing an Orthogonal Frequency Division Multiplexif@ggDM) modem in conjunction with
space-time codes over wideband channels. Turbo codes anddeS are concatenated with space-
time codes in order to improve their performance. Then, #méopmance of the advocated space-
time block code and space-time trellis codes is comparedeir @omplexity is also considered
in comparing both schemes. The effect of delay spread andhmax Doppler frequency on the
performance of the space-time codes is investigated. Aabigninterference Ratio (SIR) related
term is defined in the context of dispersive channels for th@eated space-time block code, and
we will show how the SIR affects the performance of the systémour last section, we propose
space-time-coded Adaptive OFDM (AOFDM). We then show by leyipg multiple antennas that
with the advent of space-time coding, the wideband fadiranokls have been converted to AWGN-
like channels.

e Chapter 7: The discussions of Chapters 5 and 6 were centred around pihe db employing
multiple-transmitter, multiple-receiver (MIMO) baseaismit and receive-diversity assisted space-
time coding schemes. These arrangements have the potehsignificantly mitigating the hos-
tile fading wireless channel’s near-instantaneous cHaqumaity fluctuations. Hence these space-
time codecs can be advantageously combined with powerériredl codecs originally designed for
Gaussian channels. As a lower-complexity design altemathis chapter introduces the concept
of near-instantaneously Adaptive Quadrature Amplitudeliation (AQAM), combined with near-
instantaneously adaptive turbo channel coding. Thesediadashemes are capable of mitigating the
wireless channel’s quality fluctuations by near-instaetarsly adapting both the modulation mode
used as well as the coding rate of the channel codec involeel d&sign and performance study of
these novel schemes constitutes the topic of Chapter 7.

e Chapter 8: This chapter focuses on the portrayal of partial-responséufation schemes, which
exhibit impressive performance gains in the context oftji@rative, joint channel equalisation and
channel decoding. This joint iterative receiver princifgléermed turbo equalisation. An overview
of Soft-In/Soft-Out (SISO) algorithms, namely that of thé\Rlalgorithm and Log-MAP algorithm,
is presented in the context of GMSK channel equalisatiamesthese algorithms are used in the
investigated joint channel equaliser and turbo decoderraeh

e Chapter 9: Based on the introductory concepts of Chapter 8, in thistelape detailed principles
of iterative joint channel equalisation and channel demgpdechniques known as turbo equalisation
are introduced. This technique is invoked in order to overedhe unintentional Inter-Symbol In-
terference (ISI) and Controlled Inter-Symbol Interferei€1SI) introduced by the channel and the
modulator, respectively. Modifications of the SISO alduaris employed in the equaliser and decoder
are also portrayed, in order to generate information relate only to the source bits but also to the
parity bits of the codewords. The performance of coded mystemploying turbo equalisation is
analysed. Three classes of encoders are utilised, namaplational codes, convolutional-coding-
based turbo codes and BCH-coding-based turbo codes.

e Chapter ??: Theoretical models are devised for the coded schemes in turderive the maximum
likelihood bound of the system. These models are based oBetial Concatenated Convolutional
Code (SCCC) analysis presented in reference [128]. Esdlgnthis analysis can be employed since
the modulator could be represented accurately as aitate1 convolutional encoder. Apart from
convolutional-coded systems, turbo-coded schemes avecatssidered. Therefore the theoretical
concept of Parallel Concatenated Convolutional Codes (PJ&9] is utilised in conjunction with
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the SCCC principles in order to determine the Maximum Liketid (ML) bound of the turbo-coded

systems, which are modelled as hybrid codes consisting afrallpl concatenated convolutional
code, serially linked with another convolutional code. Aswmact interleaver from reference [59] —
termed the uniform interleaver — is also utilised, in orderéduce the complexity associated with
determining all the possible interleaver permutations.

Chapter 10: A comparative study of coded BPSK systems, employing higa-channel encoders,
is presented. The objective of this study is to investighte gerformance of turbo equalisers in
systems employing different classes of codes for high catésofR = % andR = g since known
turbo equalisation results have only been presented footaqualisers using convolutional codes
and convolutional-based turbo codes for code ratel ef % andR = % [129,130]. Specifically,
convolutional codes, convolutional-coding-based turbdes, and Bose—Chaudhuri-Hocquengham
(BCH)-coding-based [14, 15] turbo codes are employed mghidy.

Chapter 11: A novel reduced-complexity trellis-based equaliser ispreéed. In each turbo equal-
isation iteration the decoder generates information winiftects the reliability of the source and
parity bits of the codeword. With successive iteration, rid@bility of this information improves.
This decoder information is exploited in order to decomptise received signal such that each
quadrature component consists of the in-phase or quadrph&rse component signals. Therefore,
the equaliser only has to consider the possible in-phaseatirgture-phase components, which is a
smaller set of signals than all of their possible combinatio

Chapter 12: For transmissions over wideband fading channels and fdstigachannels, space-
time trellis coding (STTC) is a more appropriate diverséghnique than space-time block coding.
STTC [70] relies on the joint design of channel coding, matioh, transmit diversity and the op-
tional receiver diversity schemes. The decoding operasigerformed by using a maximum likeli-
hood detector. This is an effective scheme, since it consliimebenefits of Forward Error Correction
(FEC) coding and transmit diversity, in order to obtain perfance gains. However, the cost of this
is the additional computational complexity, which increass a function of bandwidth efficiency
(bits/s/Hz) and the required diversity order. In this clea@@TTC is investigated for transmission
over wideband fading channels.

Chapter 13: Our previous discussions on various channel coding schenodges to the family of
joint coding and modulation-based arrangements, whiclofiem referred to as coded modulation
schemes. Specifically, Trellis-Coded Modulation (TCM)raTrellis-Coded Modulation (TTCM),
Bit-Interleaved Coded Modulation (BICM) as well as itevatijoint decoding and demodulation-
assisted BICM (BICM-ID) will be studied and compared undarieaus narrowband and wideband
propagation conditions.

Chapter 14: Multilevel Coding Theory

This chapter introduces the background of MLCs. Sectio2 highlights the design of signal la-
belling, rate design criteria as well as the encoding anaddieg structures. BICM and BICM-ID
are also characterised in terms of the philosophy of usiniptairleavers, their decoding methods as
well as bit-to-symbol mapping schemes in Section 13.5 andl, tdspectively.

Chapter 15: MLC Design Using EXIT Chart Analysis

The iterative detection of BICM-ID and MLC schemes is anati/with respect to their convergence
behaviour using EXIT chart analysis in this chapter. Secti.2 presents the comparative study of
different coded modulation schemes, namely that of MLC,M]BICM-ID, TCM and TTCM as a
function of their trellis complexity expressed in terms loé number of trellis states and interleaver
length. The simulation results showing these comparisoag@sented in Section 15.2.3. EXIT
charts employed as a design tool for iterative decoding eseribed in Section 15.3, characterising
the iterative detection aided performance of BICM-ID schenirhree-dimensional EXIT charts are
used for studying the convergence behaviour of MLC schem&ection 15.3.3. A precoder-aided
MLC design is introduced in Section 15.4, which employs thev@-mentioned 3-D EXIT analysis.
The performance improvements achieved by this system asepted in Section 15.4.3.
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e Chapter 16: Sphere Packing Aided MLC/BICM Space-Time Desig

This chapter studies the new arrangement of MLC combineld 8pace Time Block Codes (STBC)
invoking a new type of M-D Sphere Packing (SP) modulatioresoh termed as a STBC-SP-MLC
arrangement. A similar arrangement using BICM to replaeeMtL.C coding block is also used,
which is referred to as an STBC-SP-BICM arrangement. Sedt®?2 describes Alamouti’s twin-
antenna based STBC scheme. The SP modulation and its saftddéation technique are outlined
in Sections 16.3 and 16.4. The STBC-SP-BICM arrangementeisepted in Section 16.5, where
we further highlight the features of the system, as well sigduivalent capacity based design em-
ployed for determining the rates of our MLC component codesthe appropriate bit-to-SP-symbol
mapping schemes. In Section 16.5.4, the UEP scheme creattsbsystem is investigated by
introducing ahybrid bit-stream partitioning strategy. Section 16.6 consideis STBC-SP-BICM
arrangement, presenting the general system structurelizasveerange of various mapping schemes.
EXIT charts are invoked for further analysis both with andhout precoder enhancements, and the
corresponding simulation results are discussed in Set6d5.

e Chapter 17: MLC/BICM Schemes for the Wireless Internet

This chapter provides MLC designs for low-latency multifi@edpplications employing Parallel
Independent Decoding (PID) aided Generalised Low-Der3itsity Check (GLDPC) component
codes. Furthermore, BICM schemes invoking Luby-Transf¢ltir) coding constructed for hostile
AWGN-contaminated BEC propagation conditions are ingadéd in a wireless Internet scenario.
The Multilevel GLDPC (MLC-GLDPC) schemes are detailed irct8m 17.2. We outline the as-
sociated GLDPC structure, together with the MLC-GLDPC eling and decoding methods, when
using BCH codes as constituent codes. Section 17.3 deschieelesign objectives of invoking both
inner and outer iterations. The GLDPC code’s syndrome dhgakethod used and the associated
simulation results are provided in Sections 17.3.1 and.27.8Bhe design philosophy of Fountain
codes and LT codes contrived for the wireless Internet araildd in Sections 17.4.1 and 17.4.2.
Sections 17.4.2.1 and 17.4.2.2 describe the LT code’s datistribution leading to the concept of
theimproved Robust distribution. A novel serially concatenated LT and BICM-DI-BICM-ID)
arrangement is presented in Section 17.4.3, outliningyteem’s construction. In Section 17.5, we
enhance the LT-BICM-ID system with the aid of an LLR relidyilestimation scheme employed
for declaring packet erasure in the amalgamated LT-BICMstiDcture. Section 17.5.4 details the
bit-by-bit LT decoding procedures, while our simulatiosults are discussed in Section 17.5.5.

e Chapter 18: Near Capacity Irregular BICM-ID Design

This chapter outlines the concept of irregular componedés@mployed in the amalgamated BICM-
ID scheme. The resultant scheme is termed as IrregulamBitieaved Coded Modulation using
Iterative Decoding (Ir-BICM-ID), which employs three diffent irregular components, namely Ir-
regular Convolutional Codes (IrCC), Irregular Unity-R&edes (I'URC) and Irregular Mappers
(IrMapper), for the sake of approaching the theoreticabcip limit. The proposed Ir-BICM-ID
scheme is detailed in Section 18.2, where the detailed saieshowing the separate subcodes is
shown in Figure 18.3. We characterise the resultant ngaaeity scheme using EXIT chart analysis
in Section 18.3, demonstrating that it exhibits a narrowdtilitopen tunnel between the outer and
inner codes’ EXIT functions. Section 18.4.1 introduces @ combined with both different-rate
convolutional codes and memoryless repetition codes, deraio create a diverse range of EXIT
functions, as illustrated in Figure 18.5. The inner EXIT dtians, which are generated using the
combination of an IrURC and an IrMapper are illustrated ict®® 18.4.2. An appropriate EXIT
chart matching algorithm is detailed in Section 18.4.3,l&bur simulation results characterising
the proposed Ir-BICM-ID scheme are discussed in Sectidh F8nally, we conclude this chapter in
Section 18.6.

e Chapter 19: This chapter provides a brief summary of the book.

Itis our hope that this book portrays the range of contradycsystem design trade-offs associated with
the conception of channel coding arrangements in an urbfaskion and that readers will be able to glean
information from it in order to solve their own particularasinel coding and communications problem.
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Most of all, however, we hope that they will find it an enjoyalind informative read, providing them with
intellectual stimulation.

1.4

Novel Contributions of the Book

This book is based on a number of related publications of tiieoas [131-144] as well as on substantial
unpublished material. Hence, although it is not customaryst the novel contributions of book, in this
research monograph we would like to deviated from this praetnd list the novel contributions as follows:

Different coded modulation schemes, namely the MLC, BICNMCR-ID, TCM and TTCM, were
studied comparatively in terms of their performance vetmlis-complexity, their ability to support
unequal error protection classes as well as in terms of tieetsfof the interleaver length, when
fixing the number of iterations. The general structure ofweh8-D EXIT chart was devised, when
using 8-level Phase Shift Keying (8PSK) and three en(deysodlhe 3-D EXIT characteristics are
useful for analysing the iterative decoding convergencéhafe-component MLC schemes using
MSD [132].

Based on the 3-D EXIT charts, a novel precoded-MLC schemepvegmsed [135], where the EXIT
chart based convergence analysis was facilitated. ThegeeeMLC scheme provided substantial
BER improvements when transmitting over uncorrelated &gklfading channels.

In order to introduce transmit diversity, we developed theeh STBC-SP-MLC scheme of Chapter
16 which utilised the M-D SP in Alamouti’s twin-antenna basensmitter design. Explicitly, we
introduced a novel equivalent capacity based code-raigriés determining the MLC component
rates, various bit-to-SP-symbol mapping schemes, a nav&l Eunction (CF) for attaining the most
appropriate mapping using the Binary Switching AlgorithBS@) and ahybrid UEP bit-to-SP-
symbol mapping design [136, 137, 141].

A novel STBC-SP-BICM arrangement was proposed [140]. THemses having/ = 16 and
M = 256 SP constellation points were investigated, where the mininof the CF was found
with the aid of the BSA. When designing the bit-to-SP-symiealpping, various layers of the SP
constellation space were used and diverse precoded systemsiesigned.

Multilevel schemes invoking GLDPCs as their component sodlere proposed [131] using imple-
mentationally attractive short BCH and Hamming constituenles. A novel stopping criterion was
also designed for both the inner and outer iterations of th€EMELDPC scheme.

A serially concatenated LT-BICM-ID scheme was proposedtierwireless Internet [134]. To fur-
ther develop the system, an LLR based packet reliabilifyneston scheme was presented [138] for
the amalgamated LT-BICM-ID design.

An EXIT-chart aided Ir-BICM-ID design was proposed [1423]4or the sake of achieving a near-
capacity performance. The outer IrCC scheme generatesesdivange of outer EXIT functions,
which were closely matched by those of the combination ofdRC and IrMapper. A novel EXIT
function matching algorithm was used for creating a nartmwt,still open EXIT tunnel, which led
to a near-capacity Ir-BICM-ID scheme.

L. Hanzo, TH. Liew, BL. Yeap, RYS. Tee
School of Electronics and Computer Science
University of Southampton
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Chapter

Turbo Convolutional Coding 1

J.P. Woodard, L. Hanz?&

3.1 Introduction

In Chapter 2 a rudimentary introduction to convolutionaties and their decoding using the Viterbi algo-
rithm was provided. In this chapter we introduce the conoépirbo coding using convolutional codes as
its constituent codes. Our discussions will become deeglging on basic familiarity with convolutional
coding.

The insightful concept of turbo coding was proposed in 1993 iseminal contribution by Berrou,
Glavieux and Thitimajashima, who reported excellent codiain results [12], approaching Shannonian
predictions. The information sequence is encoded twic#) am interleaver between the two encoders
serving to make the two encoded data sequences approxnsaatistically independent of each other.
Often half-rate Recursive Systematic Convolutional (R&@oders are used, with each RSC encoder pro-
ducing a systematic output which is equivalent to the oabinformation sequence, as well as a stream of
parity information. The two parity sequences can then befumed before being transmitted along with
the original information sequence to the decoder. This fuimg of the parity information allows a wide
range of coding rates to be realised, and often half theypafitrmation from each encoder is sent. Along
with the original data sequence this results in an overalirgprate of 1/2.

At the decoder two RSC decoders are used. Special decodjogthins must be used which accept
soft inputs and give soft outputs for the decoded sequertoeselsoft inputs and outputs provide not only an
indication of whether a particular bit was a 0 or a 1, but aléigedihood ratio which gives the probability
that the bit has been correctly decoded. The turbo decodmntgs iteratively. In the first iteration the
first RSC decoder provides a soft output giving an estimaifdhe original data sequence based on the soft
channel inputs alone. It also providesextrinsicoutput. The extrinsic output for a given bit is based not on
the channel input for that bit, but on the information forrsuinding bits and the constraints imposed by the
code being used. This extrinsic output from the first declesed by the second RSC decodeagsiori
information and this information together with the channel inputs aeduby the second RSC decoder
to give its soft output and extrinsic information. In the @ed iteration the extrinsic information from the

Turbo Coding, Turbo Equalisation and Space-Time Coding
L.Hanzo, T.H. Liew, B.L. Yeap,
(©2002 John Wiley & Sons, Ltd. ISBN 0-470-84726-3
2This chapter is based on J. P. Woodard, L. Hanzo: Compai@tidy of Turbo Decoding Techniques: An Overview;
IEEE Transactions on Vehicular Technology, Nov. 2000, ¥8, No. 6, pp 2208-223%&)IEEE.
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Figure 3.1: Turbo encoder schematic Berretial. ©IEEE, 1993 [12,13].

second decoder in the first iteration is used as the a-prifmirnation for the first decoder, and using this a-
priori information the decoder can hopefully decode mote drrectly than it did in the first iteration. This
cycle continues, with at each iteration both RSC decodemyming a soft output and extrinsic information
based on the channel inputs and a-priori information obthinom the extrinsic information provided by
the previous decoder. After each iteration the Bit ErroreR8ER) in the decoded sequence drops, but the
improvements obtained with each iteration fall as the numobéerations increases so that for complexity
reasons usually only between 4 and 12 iterations are used.

In their pioneering proposal Berrou, Glavieux and Thitiasijima [12] invoked a modified version of
the classic minimum BER MaximumA-Posteriori (MAP) algorithm due to Bahét al.[11] in the above
iterative structure for decoding the constituent codescé&the conception of turbo codes a large amount of
work has been carried out in the area, aiming for exampledioaethe decoder complexity, as suggested by
Robertson, Villebrun and Hoher [52] as well as by Bereval. [146]. Le Goff, Glavieux and Berrou [55],
Wachsmann and Huber [56] as well as Robertson and Worz {&ifjested using the codes in conjunction
with bandwidth-efficient modulation schemes. Further adesa in understanding the excellent preformance
of the codes are due, for example, to Benedetto and Monte8s5P] as well as to Perez, Seghers and
Costello [60]. A number of seminal contributors includingd¢nauer, Offer and Papke [61], as well as
Pyndiah [147], extended the turbo concept to parallel ciemeded block codes. Jung and Nasshan [65]
characterised the coded performance under the constiirstsort transmission frame length, which is
characteristic of speech systems. In collaboration wignBIthey also applied turbo codes to a CDMA
system using joint detection and antenna diversity [67tbBiscu and Pietrobon [68] as well as a number
of other authors addressed the equally important issuegeriever design. Because of space limitations
here we have to curtail listing the range of further contidipsi to the field, without whose advances this
treatise could not have been written. It is particulary im@ot to note the tutorial paper authored by
Sklar [69].

Here we embark on describing turbo codes in more detail. ifigaly, in Section 3.2 we detail the
encoder used, while in Section 3.3 the decoder is portraydtken in Section 3.4 we characterise the
performance of various turbo codes over Gaussian chansglg BPSK. Then in Section 3.5 we discuss
the employment of turbo codes over Rayleigh channels, aadcterise the system’s speech performance
when using the G.729 speech codec.

3.2 Turbo Encoder

The general structure used in turbo encoders is shown iné-Byd. Two component codes are used to code
the same input bits, but an interleaver is placed betweeartbeders. Generally RSC codes are used as the
component codes, butitis possible to achieve good perforeasing a structure like that seen in Figure 3.1
with the aid of other component codes, such as for examplkldodes, as advocated by Hagenauer and
Offer and Papke [61] as well as by Pyndiah [147]. Furthermibig also possible to employ more than two
component codes. However, in this chapter we concentréirelgron the standard turbo encoder structure
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Figure 3.2: RSC encoder.

using two RSC codes. Turbo codes using block codes as comipooges are described in Chapter 4.

The outputs from the two component codes are then punctmednaltiplexed. Usually both compo-
nent RSC codes are half rate, giving one parity bit and onesatic bit output for every input bit. Then
to give an overall coding rate of one-half, half the outpus liom the two encoders must be punctured.
The arrangement that is often favoured, and that we haveinsea work, is to transmit all the systematic
bits from the first RSC encoder, and half the parity bits fraoheencoder. Note that the systematic bits are
rarely punctured, since this degrades the performanceeofdlde more dramatically than puncturing the
parity bits.

Figure 3.2 shows th&=3 RSC code we have used as the component codes in most ofralasons.
This code has generator polynomials 7 (for the feedbacknpatyal) and 5.

Parallel concatenated codes had been well investigatedebBerrouet al's breakthrough 1993 pa-
per [12], but the dramatic improvement in performance theltd codes gave arose because of the inter-
leaver used between the encoders, and because recursdgevesct used as the component codes. Recently
theoretical papers have been published for example by B¢teeshd Montorsi [58,59] which endeavour to
explain the remarkable performance of turbo codes. It apfbat turbo codes can be thought of as having
a performance gain proportional to the interleaver leng#du However, the decoding complexity per bit
does not depend on the interleaver length. Therefore ertyegood performance can be achieved with
reasonable complexity by using very long interleavers. el@w, for many important applications, such as
speech transmission, extremely long frame lengths are nagtipal because of the delays they result in.
Therefore in this chapter we have also investigated the isetm codes in conjunction with short frame
lengths of the order of 100 bits.

3.3 Turbo Decoder

3.3.1 Introduction

The general structure of an iterative turbo decoder is shiavffigure 3.3. Two component decoders are
linked by interleavers in a structure similar to that of tne@der. As seen in the figure, each decoder takes
three inputs—: the systematically encoded channel outmytbe parity bits transmitted from the associated
component encoder, and the information from the other compodecoder about the likely values of
the bits concerned. This information from the other decasle@eferred to as a-priori information. The
component decoders have to exploit both the inputs from llaamel and this a-priori information. They
must also provide what are known as soft outputs for the detbids. This means that as well as providing
the decoded output bit sequence, the component decodetsalrogive the associated probabilities for
each bit that has been correctly decoded. The soft outpatsypically represented in terms of the so-
called Log Likelihood Ratios (LLRs). The polarity of the LL&etermines the sign of the bit, while its
amplitude quantifies the probability of a correct decisibhese LLRs are described in Section 3.3.2. Two
suitable decoders are the Soft-Output Viterbi Algorithn®¥®) proposed by Hagenauer and Hoher [53]
and Bahl's Maximum A-Posteriori (MAP) [11] algorithm, whi@re described in Sections 3.3.6 and 3.3.3,
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Figure 3.3: Turbo decoder schematic Berretal. ©IEEE, 1993 [12,13].

respectively.

The decoder of Figure 3.3 operates iteratively, and in tkeifgration the first component decoder takes
channel output values only, and produces a soft output astithate of the data bits. The soft output from
the first encoder is then used as additional informationHersecond decoder, which uses this information
along with the channel outputs to calculate its estimata@efiata bits. Now the second iteration can begin,
and the first decoder decodes the channel outputs againohutvith additional information about the
value of the input bits provided by the output of the seconebder in the first iteration. This additional
information allows the first decoder to obtain a more aceusat of soft outputs, which are then used by
the second decoder as a-priori information. This cyclepeated, and with every iteration the BER of the
decoded bits tends to fall. However, the improvement ingrathnce obtained with increasing numbers
of iterations decreases as the number of iterations ineseddence, for complexity reasons, usually only
about eight iterations are used.

Owing to the interleaving used at the encoder, care must kentto properly interleave and de-
interleave the LLRs which are used to represent the sofegatdi the bits, as seen in Figure 3.3. Further-
more, because of the iterative nature of the decoding, cast lbe taken not to reuse the same information
more than once at each decoding step. For this reason theptasfcso-called extrinsic and intrinsic infor-
mation was used in their seminal paper by Berepal. describing iterative decoding of turbo codes [12].
These concepts and the reason for the subtraction cirad@ssin Figure 3.3 are described in Section 3.3.4.

Other, non-iterative, decoders have been proposed [148MvtHich give optimal decoding of turbo
codes. However, the improvement in performance over iteratecoders was found to be only about
0.35 dB, and they are hugely complex. Therefore the itesatéheme shown in Figure 3.3 is commonly
used. We now proceed with describing the concepts and tilgwiused in the iterative decoding of turbo
codes, commencing with the portrayal of LLRs.

3.3.2 Log Likelihood Ratios

The concept of LLRs was shown by Robertson [150] to simplifg passing of information from one
component decoder to the other in the iterative decodingrbbtcodes, and so is now widely used in the
turbo coding literature. The LLR of a data hit is denoted a&.(ux) and is defined to be merely the log of
the ratio of the probabilities of the bit taking its two pddsivalues, i.e.:

L(ux) 2 In (%) . (3.1)

Notice that the two possible values for the bjt are taken to be+-1 and —1, rather thanl and0. This
definition of the two values of a binary variable makes no emtgal difference, but it slightly simplifies
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Figure 3.4: LLR L(uz) versus the probability of, = +1.

the mathematics in the derivations which follow. Hence ttuavention is used throughout this chanpter.
Figure 3.4 shows howL(us) varies as the probability af, = +1 varies. It can be seen from this figure
that the sign of the LLRL(uy,) of a bitu; will indicate whether the bit is more likely to bel or —1, and
the magnitude of the LLR gives an indication of how likelydtthat the sign of the LLR gives the correct
value ofus. When the LLRL(uz) ~ 0, we haveP(u, = +1) =~ P(ur = —1) ~ 0.5, and we cannot be
certain about the value af,. Conversely, wher.(u) > 0, we haveP(ux, = +1) > P(ur = —1) and
we can be almost certain thaf = +1.

Given the LLRL(uy), itis possible to calculate the probability that = +1 or u, = —1 as follows.
Remembering thaP (u; = —1) = 1— P(ux = +1), and taking the exponent of both sides in Equation 3.1,
we can write: P )

L(ug) _ Uk =
T T Pl =) 42

SO:
el (ur)

1+ eL(ug)

1
T Tre (3.3)

P(uk = +1) =

Similarly:

1
1+ et+L(ug)
e~ L(uk)

- (3.4)

and hence we can write:
o—L(ug)/2

Pluy = £1) = <m) Lz, (35)

Notice that the bracketed termin this equation does notritepe whether we are interested in the probabil-
ity thatur, = +1 or —1, and so it can be treated as a constant in certain applisasach as in Section 3.3.3
where we use this equation in the derivation of the MAP atbaori
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As well as the LLRL(u) based on the unconditional probabilitiBéu;, = +1), we are also interested
in LLRs based on conditional probabilities. For exampleshannel coding theory we are interested in the
probability thatu,, = +1 based, or conditioned, on some received sequgnaad hence we may use the
conditional LLRL(ux|y), which is defined as: -

P(uy = +1|g)> _ 36)

The conditional probabilitied®(u, = +1|y) are known as the a-posteriori probabilities of the decoded
bit ux, and it is these a-posteriori probabilities that our snfsoft-out decoders described in later sections
attempt to find.

Apart from the conditional LLRL(uy|y) based on the a-posteriori probabiliti€§u, = +1|y), we
will also use conditional LLRs based on the probability tte receiver's matched filter output would be
yk given that the corresponding transmittedabitwas either+1 or —1. This conditional LLR is written as

L(yx|xr) and is defined as:
N P(yxlzr = +1)

L(yg|zr) = In (P(yk|$k — _1)> . 3.7)
Notice the conceptual difference between the definitiors(af, |y) in Equation 3.6 and.(yx|xx) in EQua-
tion 3.7, despite these two conditional LLRs being represgmith very similar notation. This contrast in
the definitions of conditional LLRs is somewhat confusingt ince these definitions are widely used in
the turbo coding literature, we have introduced them here.

If we assume that the transmitted bif = +1 has been sent over a Gaussian or fading channel using

BPSK modulation, then we can write for the probability of thatched filter outpuy,. that:

P(yklzr = +1) = exp <—2%l;(yk - a)2) ; (3:8)

1
oV 2T
whereF;, is the transmitted energy per bit? is the noise variance andis the fading amplitude (we have
a = 1 for non-fading AWGN channels). Similarly, we have:

P(yklze = —1) = m}% exp <—%(yk + a)2) : (3.9)

Therefore, when we use BPSK over a (possibly fading) Gamssiannel, we can rewrite Equation 3.7 as:

Plyx|zr = +1)>
P(yklzy = 1)

exp (£ (e ~ )

exp (—fy—’g(yk + a)2)

~ (o) - (- +0?)

Lnlo) =

= In

By
= gplaue
— Loy, (3.10)
where: 5
Le = 4a—2 3.11
a5 (3.11)

is defined as the channel reliability value, and depends amlghe signal-to-noise ratio (SNR) and fading
amplitude of the channel. Hence, for BPSK over a (possibliinfg) Gaussian channel, the conditional
LLR L(yx|zx), which is referred to as the soft output of the channel, ipsirthe matched filter outpu,
multiplied by the channel reliability valug..

Having introduced LLRs, we now proceed to describe the djperaf the MAP algorithm, which is
one of the possible soft-in soft-out component decodettsctirabe used in an iterative turbo decoder.
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3.3.3 The Maximum A-Posteriori Algorithm
3.3.3.1 Introduction and Mathematical Preliminaries

In 1974 an algorithm, known as the Maximum A-Posteriori (MAdgorithm, was proposed by Bahl,
Cocke, Jelinek and Raviv for estimating the a-posteriazbpbilities of the states and the transitions of an
observed Markov source, when subjected to memoryless.nbige algorithm has also become known as
the BCJR algorithm, named after its inventors. They shovweedthe algorithm could be used for decoding
both block and convolutional codes. When employed for diegpdonvolutional codes, the algorithm is
optimal in terms of minimising the decoded, unlike the \liiealgorithm [9], which minimises the proba-
bility of an incorrect path through the trellis being setztby the decoder. Thus the Viterbi algorithm can
be thought of as minimising the numbergrbupsof bits associated with these trellis paths, rather than the
actual number of bits, which are decoded incorrectly. Ninadess, as stated by Badtlal. in [11], in most
applications the performance of the two algorithms will be@st identical. However, the MAP algorithm
examines every possible path through the convolutionaddierctrellis and therefore initially seemed to be
unfeasibly complex for application in most systems. Hehegas not widely used before the discovery of
turbo codes.

However, the MAP algorithm provides not only the estimatieddquence, but also the probabilities for
each bit that has been decoded correctly. This is essentitild iterative decoding of turbo codes proposed
by Berrouet al. [12], and so MAP decoding was used in this seminal paperceSimen much work has
been done to reduce the complexity of the MAP algorithm tcaaaaable level. In this section we describe
the theory behind the MAP algorithm as used for the soft-audecoding of the component convolutional
codes of turbo codes. Throughout our work it is assumed thatypcodes are used.

We use Bayes'’ rule repeatedly throughout this section. ihésgives the joint probability of andb,
P(a A b), in terms of the conditional probability af givend as:

P(a Ab) = P(aldb) - P(b). (3.12)
A useful consequence of Bayes' rule is that:
P({a Ab}c) = P(a|{bAc}) - P(ble), (3.13)

which can be derived from Equation 3.12 by considerings a A b andy = b A ¢ as follows. From
Equation 3.12 we can write:

P(zAc)
P(e)
PlanbAc) _ PlaNy)
P(e) P(e)

P({aAb}e)

P(z|c) =

R = paltene -
— Plal{pAc})- Pble). (3.14)

The MAP algorithm gives, for each decoded bjt, the probability that this bit was-1 or —1, given
the received symbol sequengeAs explained in Section 3.3.2 this is equivalent to finding &-posteriori
LLR L(ukly), where:

P(ur = +1[y)
L =ln| ——=|. 3.15
) = 1o <P<uk =iy (349
Bayes' rule allows us to rewrite this equation as:
P(uy =+1Ay)

Let us now consider Figure 3.5 showing the transitions ptsgor the K = 3 RSC code shown in
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Figure 3.5: Possible transitions iix=3 RSC component code.

Figure 3.2, which we have used for the component codes in ofi@atr work. For thiskk = 3 code there
are four encoder states, and since we consider a binary icoelach encoder state two state transitions are
possible, depending on the value of this bit. One of thegwsitians is associated with the input bit-efl
shown as a continuous line, while the other transition apwoads to the input bit of 1 shown as a broken
line. It can be seen from Figure 3.5 that if the previous sate; and the present stat. are known, then
the value of the input bit.;,, which caused the transition between these two statesbaitihown. Hence
the probability that,, = +1 is equal to the probability that the transition from the [oe¢ stateS;_; to

the present stat§), is one of the set of four possible transitions that can ocdwenw,;, = +1 (i.e. those
transitions shown with broken lines). This set of transisiogs mutually exclusive (i.e. only one of them
could have occured at the encoder), and so the probabibityathy one of them occurs is equal to the sum
of their individual probabilities. Hence we can rewrite Btjon 3.16 as:

Z P(Sk,1:§/\5k:8/\g)

(3,8)=
up=+1

Z P(Sk,lzé/\Sk:s/\g)

(3,8)=
up=—1

L(uk@) =In

(3.17)

where(3,s) = ur = +1 is the set of transitions from the previous stéie 1 = 3 to the present state
Sk = s that can occur if the input bii, = +1, and similarly for(s, s) = ur = —1. For brevity we shall
write P(Sx—1 =38 A Sy =sAy)asP(8AsAy).

We now consider the individual probabilitig3(3 A s A y) from the numerator and denominator of
Equation 3.17. The received sequepaan be split up into three sections: the received codewsatisted
with the present transitiogk, the received sequence prior to the present transj,_tjic<)r,1c and the received
sequence after the present transit'gr;k. This split is shown in Figure 3.6, again for the example of
our K = 3 RSC component code shown in Figure 3.2. We can thus writh@irdividual probabilities
P(sNsAvy):

P(3nsAy) :P(§/\s/\gj<k/\gk/\gj>k). (3.18)

Using Bayes’ rule ofP(a A b) = P(a|b)P(b) and the fact that if we assume that the channel is
memoryless, then the future received sequence will depend only on the present stat@nd not on the
previous staté or the present and previous received channel sequ%amdgjd, we can write:

P(3AsAy) = P(gj>k|{s ANSNY. ANy })-P(3As NY N v,)

= P(gj>k|s) -P(é/\s/\gj<k/\gk). (3.19)



3.3. TURBO DECODER 35

%_3 %_2 Sk—l §<

Sk
- /ae\\

-yj<k Y 'yPK

(xk(-sl') Vk(S',S) Bk(s)

Figure 3.6: MAP decoder trellis forX = 3 RSC code.

Again, using Bayes' rule and the assumption that the chaameémoryless, we can expand Equation 3.19
as follows:

P(3nsAy) = P(gj>k|s) P(s/\s/\y L NYL)
= Py, ,l9)- P({yk/\s}l{sAy WD PGAY )
= Ply,_,l9) P({y, As}R)- PG Ay, )
= () k(3 8) - ak-1(3), (3.20)
where:
r-1(3) = P(Sko1 =3y, ) (3.21)

is the probability that the trellis is in stateat timek — 1 and the received channel sequence up to this point
is Y, S visualised in Figure 3.6:

Bi(s) = P(y,. |5 = s) (3.22)

is the probability that given the trellis is in staeat timek the future received channel sequence will be
Yisp and lastly:

Tr(3,8) = P({y, NSk = s}Sk—1 = 3) (3.23)

is the probability that given the trellis was in statat timek — 1, it moves to state and the received
channel sequence for this transitioryLs

Equation 3.20 shows that the probabil(s A s A y) that the encoder trellis took the transition from
stateSy_; = 3 to stateS, = s and the received seque_nceyis:an be split into the product of three terms:
ak—1(3), 7x(3, s) andBx(s). The meaning of these three probability terms is shown inifei@.6, for the
transitionSy—1 = $to S, = s shown by the bold line in this figure. The MAP algorithm finds(s)
and S (s) for all statess throughout the trellis, i.e. fok = 0,1,..., N — 1, and~(3, s) for all possible
transitions from staté_; = 5 to stateS, = s, again fork = 0,1..., N — 1. These values are then used
to find the probabilities?(Sx—1 = $A Sk = s Ay) of Equation 3.20, which are then used in Equation 3.17
to give the LLRsL(uy |y) for each bitu,. These operations are summarised in the flowchart of Figére 3
below. We now describe how the valueg(s), 5k (s) andvx (3, s) can be calculated.
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Figure 3.7: Recursive calculation afx(0) and G (0).

3.3.3.2 Forward Recursive Calculation of thex(s) Values

Consider firstvx (s). From the definition ofv,—1(5) in Equation 3.21 we can write:

P(Sk=sNY; 1y

= P(S/\Qj@ /\gk)

ZP(sAMgM ANy (3.24)

all 5

)

ak(s)

where in the last line we split the probabilify(s A Qy<k+1) into the sum of joint probabilitied(s A
S A gj<k+l) over all possible previous statésUsing Bayes’ rule and the assumption that the channel is
memoryless again, we can proceed as follows:

ak(s) = ZP(S/\ 3 NYip AY)

all 5

= S PUsAy Ay, D) PGAY,,)

all 5

= > P({sAy}3) - PGA Y,

all 5

= Zyk(é, s) - ap—1(3). (3.25)

all &
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Thus, once they (3, s) values are known, they(s) values can be calculated recursively. Assuming that
the trellis has the initial staté, = 0, the initial conditions for this recursion are:

ao(So=0) = 1

ao(So=s) = 0 foralls#0. (3.26)
Figure 3.7 shows an example of how amg(s) value, fors = 0, is calculated recursively using values of
ag—1(8) andvx (8, s) for our examplel = 3 RSC code. Notice that, as we are considering a binary trellis

only two previous states,—1 = 0 andS,_1 = 1, have paths to the stats, = 0. Thereforey (3, s) will
be non-zero only fos = 0 or $ = 1 and hence the summation in Equation 3.25 is over only twogerm

3.3.3.3 Backward Recursive Calculation of the, (s) Values

The values of3(s) can similarly be calculated recursively as shown belownftioe definition off(s)
in Equation 3.22, we can writé,_1 (5) as:

Br-1(3) = Py, |Sk-1=3), (3.27)

and again splitting a single probability into the sum of jgimobabilities and using the derivation from
Bayes' rule in Equation 3.13, as well as the assumption Heathannel is memoryless, we have:

Br—-1(3) P(y,>k71|§)

=J

= S Py, AsHY)

all s

= > PUy, Ay, AsHB)
all s
= > Py [3nrsny )Py, AshB)
all s
= 3Py, ls) Py, As}H3)
all s
= > Bil(s) - m(3,9). (3.28)
all s
Thus, once the valuesy (3, s) are known, a backward recursion can be used to calculatealbesof
Br—1(8) from the values of3x(s) using Equation 3.28. Figure 3.7 again shows an example ofthew
B, (0) value is calculated recursively using values3pf. 1 (s) andvyx+1(0, s) for our exampleX’ = 3 RSC
code.
The initial conditions which should be used o (s) are not as clear as for (s). From Equation 3.22
Bk (s) is the probability that the future received sequencgjLsk, given that the present statesisFor the
last stage in the trellis, however, i.e. whier= N, there is no future received sequence, and hence it is not
clear what the initial valueSx (s) should be set to. Berroet al. [12] used the initial valuegy (0) = 1
andgn (s) = 0 for all s # 0 for a trellis terminated in the all-zero state, and in [198 tnitial conditions
for an unterminated trellis were given by RobertsorBags) = an(s) for all s. However, as pointed out
by Breiling [151], if we considefn—1 (s) from Equation 3.22 we have:

Bn-1(3) = Plyyl3)
= > P{yy AsH3)

all s

= Y wss) (3.29)

all s

and from the backward recursion f6¢_1 (3) in Equation 3.28 we have:

Bn-1(3) =D Bn(s)yn (3, 9). (3:30)

all s
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For both Equation 3.29 and Equation 3.30 to be satisfied, wst have:
Bn(s) =1 foralls. (3.31)

If the trellis is terminated, so that only the final st&tg = 0 is possible, this can be taken into account in
the backward recursive calculation of thg(s) values through thex (3, s) values. In a terminated trellis
for the lastK — 1 transitions, wherds is the constraint length of the convolutional code, for esigte

s only one transition (the one which takes the trellis towatds all-zero state) will be possible. Hence
Yr(3,8) = P({y, A Sk = s}[Sk—1 = 3) will be zero for all values ofs except one, and with the
initial values@x (s) = 1 the correct values gfx—1(s), Bv—2(5), - - -, Bn—rx+1 Will be calculated through
Equation 3.28. Thus theory indicates that we should®@sés) = 1 for all s and account for the trellis
termination by setting the values 9f(3, s) to zero for all transitions that are not possible owing tdlige
termination. However, the same result can be achieved ysirajues of3x (0) = 1 andfSn(s) = 0 for

s # 0, as suggested by Berrat al. [12], and calculatingyx (3, s) values in the same way as for all other
transitions (i.e. directly from the channel inputs — seetre®ction). This second method is simpler to
implement and hence it is more commonly used in practice.

3.3.3.4 Calculation of they (3, s) Values

We now consider how thex (3, s) values in Equation 3.20 can be calculated from the receihedeel
sequence. Using the definition f (3, s) from Equation 3.23 and the derivation from Bayes’ rule giiren
Equation 3.13 we have:

w(35) = Py, As}3)
Py, {3 As}) - P(sl3)
= Py, {3/s}) - Plug), (3.32)

whereuy, is the input bit necessary to cause the transition from $tate = 5 to stateS, = s, andP(ux)
is the a-priori probability of this bit. From Equation 3.5gttan be written as:

Plw) = <%) - (unL(ur)/2)
= Cf,,, el (3.33)
where, as stated before:
Clou = <1e;2(jzz:i>) (3.34)

depends only on the LLR (u) and not on whetheu, is +1 or —1.

The first term in the second and third lines of Equation 3/3g;, [{3 A s}), is equivalent taP(y, |z,),
whereg, is the transmitted codeword associated with the transftmm stateSy_1 = sto stateSk = s.
Again assuming the channel is memoryless we can write:

P(y, {3 As}) = P(y, |z,) = [ [ Pymilen), (335)
=1

wherez; andyy; are the individual bits within the transmitted and receieedewordse,, andgk, andn
is the number of these bits in each codewgrdor z,. Assuming that the transmitted bits; have been
transmitted over a Gaussian channel using_BPSK, so thatahenitted symbols are eitherl or —1, we
have forP (yxi|k:):

1

FE
P(yr|ze) = - exp <—T‘Z(ykz - a$kl)2) , (3.36)
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whereFE, is the transmitted energy per bit? is the noise variance andis the fading amplitudea=1 for
non-fading AWGN channels). Upon substituting Equatior63rBEquation 3.35 we have:

Py {315} =

where:

ﬁ;exp _&(y —ax )2
i —27{_0_ 202 kl kl

1 Ey 2
7n exp 52 Z(ykl — axkl) )
(vV2ro) < 2% 5

1 Eb n
W exp <—ﬁ Z(ZJ%L +a’xy — 2a$kzyk1)>
1=1

(2) _

Y

E n
Cﬁ) 09 exp <T‘f’22a§ :ykl:cyl> , (3.37)
=1
1 By N~ >
=——— exp|—52% 3.38
(V2mo)n P ( 202 — ykl) (3.38)

depends only on the channel SNR and on the magnitude of tb'wedcsequencgk, while:

(3)
Cy,

E n
b 2 2

exp (— % azn) (3.39)

depends only on the channel SNR and on the fading amplituelecédwe can write fof (3, s):

Puy) - Py, {3 A s})

n
(ur L(ug)/2) By
C -e\"kNE - exp <§2a IZ; ykz:cyl>

’Yk(gv 8)

where

wpL(u Le
C - e/ exp <7 Lgl ykﬂ”yl) ) (3.40)
(1) (2) (3)
C=Cliu Gy Cs,- (3.41)

The termC does not depend on the sign of the bjt or the transmitted codeword, and so is constant
over the summations in the numerator and denominator inti&gqua.17 and cancels out.
From Equations 3.17 and 3.20 we can write for the conditibh®& of wu, given the received sequence

Ekv:

L(uly)

= In

= In

Z P(Sk,lzé/\Sk:s/\g)

(3,8)=
up=-+1

Z P(Sk,1:§/\5k:s/\g)

(3,8)=
up=—1

Z ar—1(3) - k(3,8) - Br(s)

(3.42)
Z ak—1(3) - yk(3,5) - Br(s)

Itis this conditional LLRL(uy|y) that the MAP decoder delivers.
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Equation 3.25 L(ukly) Equation 3.28
Equation 3.42

Figure 3.8: Summary of the key operations in the MAP algorithm.

3.3.3.5 Summary of the MAP Algorithm

From the description given above, we see that the MAP degodfira received sequenggeto give the a-
posteriori LLR L (us|y) can be carried out as follows. As the channel valygsare received, they and the
a-priori LLRs L(u ) (which are provided in an iterative turbo decoder by the oteenponent decoder —
see Section 3.3.4) are used to calculgi€s, s) according to Equation 3.40. The constéhtan be omitted
from the calculation ofyx (3, s), as it will cancel out in the ratio in Equation 3.42. As the mhel values
yr! are received, and the, (3, s) values are calculated, the forward recursion from Equedi@ can be
used to calculatey (3, s). Once all the channel values have been receivedyafi s) has been calculated
forallk = 1,2,..., N, the backward recursion from Equation 3.28 can be used toled¢ thess (s, s)
values. Finally, all the calculated values ®@f (s, s), Bk (38, s) and~x (3, s) are used in Equation 3.42 to
calculate the values di(ux|y). These operations are summarised in the flowchart of Fig8reCare must
be taken to avoid numerical underflow problems in the reeersalculation ofv (3, s) and 8k (3, s), but
such problems can be avoided by careful normalisation aftivalues. Such normalisation cancels out in
the ratio in Equation 3.42 and so causes no change in the LidRsiped by the algorithm.

The MAP algorithm is, in the form described in this sectiortremely complex owing to the mul-
tiplications needed in Equations 3.25 and 3.28 for the seeircalculation ofv (s, s) and Bk (3, s), the
multiplications and exponential operations required fouwate~y (3, s) using Equation 3.40, and the mul-
tiplication and natural logarithm operations required atcalateL (ux|y) using Equation 3.42. However,
much work has been done to reduce this complexity, and theMAaB algorithm [52], which will be
described in Section 3.3.5, gives the same performanceadAlP algorithm but with a much lower com-
plexity and without the numerical problems described abdVe will first describe the principles behind
the iterative decoding of turbo codes, and how the MAP alforidescribed in this section can be used in
such a scheme, before detailing the Log-MAP algorithm.

3.3.4 lterative Turbo Decoding Principles
3.3.4.1 Turbo Decoding Mathematical Preliminaries

In this section we explain the concepts of extrinsic andrisic information as used by Berretial.[12], and
highlight how the MAP algorithm described in the previoustsm, and other soft-in soft-out decoders, can
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be used in the iterative decoding of turbo codes.
Consider first the expression fgk (3, s) in Equation 3.40, which is restated here for convenience:

p u u Lc ~
(3, 8) = C - o(unL(ug)/2) - exp (7 ;yklxyl> . (3.43)

Since we are dealing with systematic codes, one ohthr@nsmitted bits will be the systematic hit. If
we assume that this systematic bit is the first of/iteansmitted bits, then we will have,; = ux, and we
can rewrite Equation 3.43 as:

(w2 | o (Lo cen [ Lo N
C . el¥k k exp< 9 yksuk) exp< B) ;ykzryz>

- C- e(ukL(uk)/Q) - exp <%yksuk) Xk (§7 3)7 (3.44)

Yk (37 8)

whereyys is the received version of the transmitted systematie bit= w;, and:

. Le \-
Xk(3,8) = exp <7 E yklwyl> . (3.45)
1=2

Using Equation 3.44 and remembering that in the numeratdraveu, = +1 for all terms in the summa-
tion, whereas in the denominator we haye= —1, we can rewrite Equation 3.42 as:

Z ar—1(8) - k(3,9) - Br(s)
(3,8)=
wp=+1
Z ar—1(83)vk(3,8) - Br(s)
(3,8)=>
'u.k:71
Do anoa(3) e/ TR 2 (3, 5) - Bi(s)

(3,8)=
up=+1

S aa(3) e O e B2 (3 ) Bi(s)

(3,8)=
uk:—l

L(ugly) = In

Z ar—1(3) - xk(3,8) - Br(s)

(é’i)fl
= L(Uk) + Lcyks +In e N N
D an-1(3) - xn(3:5) - Bals)
(3,8)=
uk:71
= L(uk) + Leyks + Le(uk), (3.46)
where:
z ar—1(8) - xx(3,8) - Br(s)
(3,8)=
Le(ug) =1In | 222 (3.47)
z ar—1(3) - xx(3,9) - Br(s)
(3,s)=>
uk:71

Thus we can see that the a-posteriori LILRuy|y) calculated with the aid of the MAP algorithm can be
viewed as comprising three additive soft-metric ternis(us), Leyks and Le(ux). The first soft-metric
term is the a-priori LLRL(ux), which accrues fronP(uy) in the expression for the branch transition
probability v (3, s) in Equation 3.32. This probability should be generated bindependent source and
is referred to as the a-priori probability of th¢h information or systematic bit representeddaksor —1,
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Figure 3.9: Schematic of a component decoder employed in a turbo decdd®ving the input information
received and output information corresponding to the syatiE and parity bits.

as illustrated in Figure 3.9. In most cases we will have nejxehdent or a-priori knowledge of the likely
value of the bitu, at the decoder and hence the a-priori LLR:) initially will be zero in the logarithmic
domain, corresponding to an a-priori probability®fu:) = 0.5. However, in the case of an iterative turbo
decoder, each component decoder is capable of providingthiee decoder with an estimate of the a-priori
LLR L(uy), as it will be described during our forthcoming discourse.

The second ternk.yxs in Equation 3.46 is the soft output of the channel represgrttie systematic
bit ux, which was directly transmitted across the channel andvedeasy.s. In other words, this term
corresponds to the systematic bits conveyed by the chanddbahe extrinsic LLR values shown in Fig-
ure 3.9. When the channel SNR is high, the channel relighiidue .. of Equation 3.11 will be high
and this systematic bit will have a large influence on the ster@ri LLR L(u|y). Conversely, when the
channel SNR is low and hende. is low, the soft output of the channel for the received sysitebit vy s
will have less impact on the a-posteriori LLR delivered by MAP algorithm.

The final term in Equation 3.46,.(ux ), is derived using the constraints imposed by the code used,
from the a-priori information sequendgw,, ) and the received channel information sequepacexcluding
the received systematic bit.s and the a-priori informatiorL(u) for the bit wuy. Hence it is referred
to as theextrinsicLLR for the bitu,. Figure 3.9 and Equation 3.46 demonstrate that the extraudt-
information related to a specific bit and generated by a MA€bder can be obtained by subtracting the
a-priori soft-information value.(u) and the received systematic soft output of the channel septimg
the systematic biti;, - namelyL.yxs - from the soft output.(u|y) of the decoder. This is the reason for
having the subtraction paths shown in Figure 3.3. The cporging formulae similar to Equation 3.46 can
be derived for the other component decoder, which can beinsedative turbo decoding. At this stage we
underline again that the the a-priori soft-informationueal (u;) and the received systematic soft output
of the channel representing the systematiculit namely L.y« s - are subtracted from the soft output
L(ux|y) of the decoder only for the systematic information bitus, but not for the parity bit , as shown
explicitly in Figure 3.9 with the aid of the black lines. Byrioast, when using turbo equalisation, which
will be the subject of Part Il of the book, it will be shown ihe context of Figure 9.3 that the extrinsic
information has to be generated also for the parity bits.

Notice that the expression describing the branch tramsgifobabilitiesyx (3, s) in Equation 3.40 uses
the a-priori soft-informatiori. (u ) and alln bits, including the systematic hjt s of the received codeword
y,- Observe that these branch transition probabilities aeel Us the recursive calculations of.(s) and
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Figure 3.10: Turbo decoder schematic.

Br(s) in Equations 3.25 and 3.28. Hence these terms appear inigiq3a47 describind.. (ux) and there-
fore it might seem that the received systematic softypitand the a-priori soft-informatiof (ux) of the
bit u), appear indirectly in the extrinsic soft-outplg (uy ). However, careful examination of Equation 3.47
shows that for the bit,, we use the values @f;—1($) andBx(s). From Equations 3.25 and 3.28 derived
for the recursive calculation of these values we observethi@branch transition probabilities, (3, s)
forl <n < k-1landk+1 < n < N will be used for calculating they,_,(3) andgx(s) values.
Notice, however, that the specific branch transition prdtabys (3, s), which characterises the transition
associated with the bit, is not used. MOre explicitlyL.(ux) uses the values of the branch transition
probabilitiesy, (3, s) for all the branchegxceptfor the kth branch. Therefore, although it does depend
on all the other a-priori information termis(u.,, ) and on the received systematic bits, the térpfuy) is
actually independent of the a-priori informatidiiu, ) and the received systematic pit;. Hence it can be
justifiably referred to as the extrinsic LLR of the hi.

We summarise below what is meant by the terms a-priori, resitriand a-posteriori information, which
we use throughout this treatise.

a priori  The a-priori information related to a bit is information kmo before decoding commences, from
a source other than the received sequence or the code dotssthais also sometimes referred to as
intrinsic information for contrasting it with the extrirtsinformation to be described next.

extrinsic The extrinsic information related to a hit, is the information provided by a decoder based on
the received sequence and on the a-priori informationekcitidingthe received systematic hjt.
and the a-priori informatior. (uy,) related to the bit,. Typically the component decoder provides
this information using the constraints imposed on the tratted sequence by the code used. It
processes the received bits and the a-priori informatioroending the systematic hit,, and uses
this information and the code constraints for providingpmfiation about the value of the hiy,.

a posteriori The a-posteriori information related to a bit is the infotioa that the decoder generates by
taking into accounall available sources of information concerniag. It is the a-posteriori LLR, ie
L(ux|y), that the MAP algorithm generates as its output.

3.3.4.2 Iterative Turbo Decoding

We now describe how the iterative decoding of turbo codesiiger out. Figure 3.3 from Section 3.3.1,
showing the structure of an iterative turbo decoder, isatggkfor convenience here as Figure 3.10. Fig-
ure 3.10 also shows the symbols we have used for the varipussito and outputs from the component
decoders.

Consider initially the first component decoder in the firstation. This decoder receives the channel
sequenced..y'") containing the received versions of the transmitted syatierhits, L.yxs, and the parity
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bits, L.yx;, from the first encoder. Usually, to obtain a half-rate cdusf of these parity bits will have
been punctured at the transmitter, and so the turbo decodst imsert zeros in the soft channel output
L.yx; for these punctured bits. The first component decoder cam phecess the soft channel inputs
and produce its estimatk:; (ux|y) of the conditional LLRs of the data bits,, £ = 1,2...N. In this
notation the subscript 11 ifi11 (ux|y) indicates that this is the a-posteriori LLR in the first itésa from
the first component decoder. Note that in this first iteratienfirst component decoder will have no a-priori
information about the bits, and henééuy,) in Equation 3.40 givingy (3, s) will be zero, corresponding
to an a-priori probability of 0.5.

Next the second component decoder comes into operatiomcédives the channel sequentgy?
containing thenterleavedversion of the received systematic bits, and the parityfbits the second en-
coder. Again, the turbo decoder will have to insert zeros this sequence, if the parity bits generated by
the encoder are punctured before transmission. Howewar,inaddition to the received channel sequence
L.y, the decoder can use the conditional LR (ux|y) provided by the first component decoder to
generate a-priori LLR4.(u;) to be used by the second component decoder. Ideally thegerath Rs
L(uy) would be completely independent from all the other infoioratised by the second component de-
coder. As can be seen in Figure 3.10 in iterative turbo desdtie extrinsic informatiot. (ux) from the
other component decoder is used as the a-priori LLRs, afieigtinterleaved to arrange the decoded data
bits w in the same order as they were encoded by the second encagiin, According to Equation 3.46,
the reason for the subtraction paths shown in Figure 3.10aisthe a-posteriori LLRs from one decoder
have the systematic soft channel inpilitg),.s and the a-priori LLRSL(uy) (if any were available) sub-
tracted to yield the extrinsic LLR&. (ux) which are then used as a-priori LLRs for the other component
decoder. The second component decoder thus uses the techawnel sequende.y® and the a-priori
LLRs L(us) (derived by interleaving the extrinsic LLRs, (uy,) of the first component decoder) to produce
its a-posteriori LLRs.12 (ug|y). This is then the end of the first iteration.

For the second iteration the first component encoder agaicepses its received channel sequence
Ley™, but now it also has a-priori LLRE(uy) provided by the extrinsic portiof. () of the a-posteriori
LLRs Li2(ux|y) calculated by the second component encoder, and hence ftroduce an improved
a-posteriori LLR L2; (ux|y). The second iteration then continues with the second coemiotiecoder
using the improved a-posteriori LLRS;; (ux|y) from the first encoder to derive, through Equation 3.46,

improved a-priori LLRSL (uy) which it uses in conjunction with its received channel smeabcg@) to
calculateLzz (ux|y).

This iterative process continues, and with each iterativaerage the BER of the decoded bits will
fall. However, as will be seen in Figure 3.21, the improvetieiperformance for each additional iteration
carried out falls as the number of iterations increases.celdéor complexity reasons usually only about
eight iterations are carried out, as no significant improseinin performance is obtained with a higher
number of iterations. This is the arrangement we have useabst of our simulations, i.e. the decoder
carries out a fixed number of iterations. However, it is palssio use a variable number of iterations up
to a maximum, with some termination criterion used to deeidken it is deemed that further iterations
will produce marginal gain. This allows the average numbetenations, and so the average complexity
of the decoder, to be dramatically reduced [61] with only akmegradation in performance. Suitable
termination criteria have been found to be the so-callesseemtropy of the outputs from the two component
decoders [61], and the variance of the a-posteriori LILR&x|y) of a component decoder [150].

Figure 3.11 shows how the a-posteriori LLR$u|y) output from the component decoders in an
iterative decoder vary with the number of iterations uselke dutput from the second component decoder
is shown after one, two, four and eight iterations. The irgequence of the encoder consisted entirely
of logical 0s, and consequently the negative a-posteribR IL(u|y) values correspond to a correct hard
decision, while the positive values to an incorrect hardgies. The input sequence was coded using a
turbo encoder with two constraint length 3 recursive camiohal codes, and a block interleaver with 31
rows and 31 columns. This turbo encoder is used in the mgjoiritur investigations and its performance is
characterised in Section 3.4. The encoded bits were tréteshaver an AWGN channel at a channel SNR
of —1 dB, and then decoded using an iterative turbo decoder ussnyIAP algorithm. It can be seen that
as the number of iterations used increases, the number @ifvpas-posteriori LLRL(ux|y) values, and
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Figure 3.11: Soft outputs from the MAP decoder in an iterative turbo decddr a transmitted stream of
all —1.

hence the BER, decreases until after eight iterations trereo incorrectly decoded values. Furthermore,
as the number of iterations increases, the decoders becameaartain about the value of the bits and
hence the magnitudes of the LLRs gradually become larger efitoneous decisions in the figure appear in
bursts, since deviating from the error-free trellis pathidglly inflicts several bit errors.

When the series of iterations halts, after either a fixed remd iterations or when a termination
criterion is satisfied, the output from the turbo decoderivemy by the de-interleaved a-posteriori LLRs
of the second component decodBrs (ux|y), wherei is the number of iterations used. The sign of these
a-posteriori LLRs gives the hard-decision output, i.e. thbethe decoder believes that the transmitted data
bit ur, was+1 or —1, and in some applications the magnitude of these LLRs, whibs the confidence
the decoder has in its decision, may also be useful.

Ideally, for the iterative decoding of turbo codes, the mfpinformation used by a component decoder
should be completely independent from the channel outesd by that decoder. However, in turbo de-
coders the extrinsic LLR. (uy,) for the bitus, as explained above, uses all the available received farsty
and all the received systematic bits except the receivagyal of the bitu,. However, the same received
systematic bits are also used by the other component deawdieh uses the interleaved or de-interleaved
version of L.(ug) as its a-priori LLRs. Hence the a-priori LLRS(wuy) are not truly independent from
the channel outputg used by the component decoders. However, owing to the fatttle component
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convolutional codes have a short memory, usually of only fats or less, the extrinsic LLR.. (ux) is

only significantly affected by the received systematic 8tatively close to the biti,.. When this extrinsic
LLR L. (ur) is used as the a-priori LLR (uy, ) by the other component decoder, because of the interleaving
used, the bity, and its neighbours will probably have been well separateghcd the dependence of the
a-priori LLRs L(ux) on the received systematic channel valdieg:s which are also used by the other
component decoder will have relatively little effect, ahd tterative decoding provides good results.

Another justification for using the iterative arrangemeggatibed above is how well it has been found to
work. In the limited experiments that have been carried atit eptimal decoding of turbo codes [148,149,
152] it has been found that optimal decoding performs onlsaation of a decibel (around 0.35-0.5 dB)
better than iterative decoding with the MAP algorithm. Rermore various turbo coding schemes have
been found [63, 152] that approach the Shannonian limitckvigives the best performance theoretically
available, to a similar fraction of a decibel. Thereforedems that, for a variety of codes, the iterative
decoding of turbo codes gives an almost optimal performaldeace it is this iterative decoding structure,
which is almost exclusively used with turbo codes, which wechused throughout our simulations.

Having described how the MAP algorithm can be used in thatiter decoding of turbo codes, we
now proceed to describe other soft-in soft-out decodersctwére less complex and can be used instead
of the MAP algorithm. We first describe two related algorithrthe Max-Log-MAP [50, 51, 153] and the
Log-MAP [52], which are derived from the MAP algorithm, arieth another, referred to as the Soft Output
Viterbi Algorithm (SOVA) [53, 146], derived from the Viterlalgorithm.

3.3.5 Moaodifications of the MAP algorithm
3.3.5.1 Introduction

The MAP algorithm as described in Section 3.3.3 is much moreptex than the Viterbi algorithm and
with hard-decision outputs performs almost identicallyttoTherefore for almost 20 years it was largely
ignored. However, its application in turbo codes reneweer@st in the algorithm, and it was realised that
its complexity can be dramatically reduced without affegtits performance. The roots of employing the
Max-Log-MAP algorithm based on the Jacobian logarithmisragimation to be outlined in Equation 3.56
go back to the pre-1993 era, preceding the publication ofuti® coding principles by Berroet al.[12].
More specifically, to the authors’ knowledge the Jacobigatidhmic approximation has been used in this
context for the first time in 1989 in the master thesis of Hearat the University of Torontd. and in
the open literature in references [50, 51, 153]. The Max-MA&P technique simplified the MAP algo-
rithm by transferring the recursions into the logarithmaerdhin and by invoking an approximation for the
sake of dramatically reducing the associated implemeamtaticomplexity. Because of this approximation
the performance of the Max-Log-MAP algorithms is sub-ogtinHowever, Robertsoet al.[52] in 1995
proposed the Log-MAP algorithm, which corrected the apjnaxion used in the Max-Log-MAP algo-
rithm and hence attained a performance virtually identicdhat of the MAP algorithm at a fraction of its
complexity. These two algorithms are described in moreildatthis section.

3.3.5.2 Mathematical Description of the Max-Log-MAP Algoiithm
The MAP algorithm calculates the a-posteriori LLR§ux|y) using Equation 3.42. To do this it requires
the following values:
1) Theax—1(8) values, which are calculated in a forward recursive mansiglguEquation 3.25,
2) thepSi(s) values, which are calculated in a backward recursion usigfion 3.28, and
3) the branch transition probabilities (3, s), which are calculated using Equation 3.40.
The Max-Log-MAP algorithm simplifies this by transferrirgese equations into the log arithmetic domain

and then using the approximation:
In <Z ezf') ~ max (i), (3.48)

SPrivate communication by Erfanian and Pasupathy.
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wheremax;(z;) means the maximum value af,. Then, with A;(s), Bi(s) andT'x (3, s) defined as
follows:

Ar(s) 2 In(ax(s)), (3.49)
Bi(s) £ In (Bk(s)), (3.50)

and:
Fk(‘§78) £ 1n (’Yk(‘§78))7 (3.51)

we can rewrite Equation 3.25 as:

[1>

Ar(s) In (ax(s))

= In <Z akl(g)’yk(‘§7s)>

all 3

= In <Z exp [Ax—1(8) + Fk@ﬁ)])

all 5

Q

max (Ax—1(5) + T'x(3,5)) . (3.52)

Equation 3.52 implies that for each path in Figure 3.6 from phevious stage in the trellis to the state
Sk = s atthe present stage, the algorithm adds a branch metridigfsns) to the previous valuel;—1 (3)
to find a new valued, (s) for that path. The new value of(s) according to Equation 3.52 is then the
maximum of theA,(s) values of the various paths reaching the sfite= s. This can be thought of as
selecting one path as the ‘survivor’ and discarding anyrgthéhs reaching the state.

The value ofA,(s) should give the natural logarithm of the probability tha trellis is in stateS, = s
at stagek, given that the received channel sequence up to this pmmj<k. However, because of the
approximation of Equation 3.48 used to derive Equation 3058/ the maximum likelihood path through
the stateS, = s is considered when calculating this probability. Thus thkig of A5 in the Max-Log-
MAP algorithm actually gives the probability of the mostdil path through the trellis to the state = s,
rather than the probability afhy path through the trellis to stats, = s. This approximation is one of the
reasons for the sub-optimal performance of the Max-Log-Még®rithm compared to the MAP algorithm.

We see from Equation 3.52 that in the Max-Log-MAP algoritta torward recursion used to calculate
Ar(s) is exactly the same as the forward recursion in the Viterpo@hm — for each pair of merging
paths the survivor is found using two additions and one coispa. Notice that for binary trellises the
summation, and maximisation, over all previous st&tgs; = $ in Equation 3.52 will in fact be over only
two states, because there will be only two previous stéites = 5 with paths to the present state = s.
For all other values of we will haveyx (3, s) = 0.

Similarly to Equation 3.52 for the forward recursion usedatculate thed (s), we can rewrite Equa-
tion 3.28 as:

kal(é) é In (ﬁkfl(‘é))

In <Z Br () vk (3, s))

all s

In (Z exp [Bi(s) + Tk (3, 5)])

all s

%

max (Br(s) +T'x(3,9)), (3.53)

and obtain the backward recursion used to calculatehe, (3) values. Again this is equivalent to the
recursion used in the Viterbi algorithm — the valuef_, () is found by adding, for every staf, = s
having a path fronf;_; = 5 (two in a binary trellis), a branch metri¢, (3, s) to the value ofBy (s) and
selecting which path gives the highdst_, () value.
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Using Equation 3.40, the branch metri¢g(3, s) in the recursive formulae of Equations 3.52 and 3.53
derived forAx(s) and Bi—1(3), respectively, can be written as:

Te(3,5) 2 In(y(3,s))

(urL(ug)/2) By, N

In <C stttk exp [ﬁQCL li 1 ym@a})
(ur L(uy,)/2) Le Zn

In <C ce Rk exp [ 5 2 ykl:rkl:|>

A1 Le
= C+ EukL(uk) —+ 7 Zykll’kl, (354)

=1

whereC = In C does not depend om,, or on the transmitted codeword, and so can be considered a
constant and omitted. Hence the branch metric is equivatethiat used in the Viterbi algorithm, with the
addition of the a-priori LLR termu, L(ux). Furthermore the correlation terhn;_; yxizx: is weighted by
the channel reliability valué.. of Equation 3.11.

Finally, from Equation 3.42, we can write for the a-posterid.Rs L(u|y) which the Max-Log-MAP
algorithm calculates: B

Z ar—1(8) - k(5,8) - Br(s)

(8,8)=
Pyieting
L(ukly) = In S o) G e
Dyt
> exp(Ar-1(3) +Ti(3,5) + Bi(s))
= In Sk’i)fl
> exp(Ax-1(5) + T (3,5) + Bi(s))
Dyl
~  max (Ae-1(3) +Tx(3,5) + Bi(s))
By
—  [max (Ak—1(8) + Tk(8,s) + Bx(s)) . (3.55)
Pyttt

This means that in the Max-Log-MAP algorithm for eachhitthe a-posteriori LLRL (ux|y) is calculated
by considering every transition from the trellis sta§e ; to the stageS),. These transitions are grouped
into those that might have occurreduif = +1, and those that might have occurred.if = —1. For both

of these groups the transition giving the maximum valuelpf ; (3) + I'(3, s) + Bx(s) is found, and the
a-posteriori LLR is calculated based on only these two ‘Hestsitions. For a binary trellis there will be
2. 2K -1 transitions at each stage of the trellis, whéfés the constraint length of the convolutional code.
Therefore there will b@% ! transitions to consider in each of the maximisations in Eiqune3.55.

The Max-Log-MAP algorithm can be summarised as followswesd and backward recursions, both
similar to the forward recursion used in the Viterbi algomit, are used to calculaté,(s) using Equa-
tion 3.52 andBy, (s) using Equation 3.53. The branch meffig(s, s) used is given by Equation 3.54, where
the constant terrd’ can be omitted. Once both the forward and backward recig$iave been carried out,
the a-posteriori LLRs can be calculated using Equation.3B#us the complexity of the Max-Log-MAP
algorithm is not hugely higher than that of the Viterbi alifasm — instead of one recursion two are carried
out, the branch metric of Equation 3.54 has the additionali@r termu, L(uy) term added to it, and for
each bit Equation 3.55 must be used to give the a-posteridRisL This calculation of_(ux|y) from the

Ar—1(3), Bi(s) andI's(3, s) values requires, for every bit 2 additions for each ofth@™ ~! transitions
at each stage of the trellis, two maximisations and one acatidin. Viterbi states [154] that the complexity
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of the Log-MAP-Max algorithm is no greater than three tinteat tof a Viterbi decoder. Unfortunately the

storage requirements are much greater because of the netmteédooth the forward and backward recur-
sively calculated metricglx(s) and B (s) before theL(ux|y) values can be calculated. However, Viterbi
also states [154, 155] that it can be shown that by increahimgomputational load slightly the associated
memory requirements can be dramatically reduced.

3.3.5.3 Correcting the Approximation — the Log-MAP Algorithm

The Max-Log-MAP algorithm gives a slight degradation infpemance compared to the MAP algorithm
owing to the approximation of Equation 3.48. When used feritarative decoding of turbo codes, this
degradation was found by Robertsetral.[52] to result in a drop in performance of about 0.35 dB. Hogrev
the approximation of Equation 3.48 can be made exact by ukiandacobian logarithm:

In(e” +¢e"2) = max(z1,22)+1n (1 + ef‘“*wz‘)

= max(z1,z2) + fe (Jz1 — z2])
= g(z1,2), (3.56)

where f.(z) can be thought of as a correction term. This is then the basi®d og-MAP algorithm pro-
posed by Robertsoet al. [52]. Similarly to the Max-Log-MAP algorithm, values foty,(s) £ In(ax(s))
andBx(s) £ In(Bk(s)) are calculated using a forward and a backward recursion.eMesvthe maximi-
sation in Equations 3.52 and 3.53 is complemented by thecion term in Equation 3.56. This means
that the exact rather than approximate valued pfs) and By (s) are calculated. In binary trellises, as ex-
plained earlier, the maximisation will be over only two texriTherefore we can correct the approximations
in Equations 3.52 and 3.53 by merely adding the tgwd), whered is the magnitude of the difference
between the metrics of the two merging paths. Similarly,approximation in Equation 3.55 giving the
a-posteriori LLRSL(ux|y) can be eliminated using the Jacobian logarithm. Howeveexptined ear-
lier, there will be2”~! transitions to consider in each of the maximisations of Hqna3.55. Thus we
must generalise Equation 3.48 in order to cope with more tivanc; terms. This is done by nesting the
g(z1, z2) operations as follows:

In <z 611> = g(:E[,g(:E[71,~ o ,g(:c;;,g(zz,xl))) o ) (357)

The correction termy.(é) need not be computed for every valuedfbut instead can be stored in a
look-up table. Robertsoet al. [52] found that such a look-up table need contain only eigthties ford,
ranging between 0 and 5. This means that the Log-MAP algurithonly slightly more complex than the
Max-Log-MAP algorithm, but it gives exactly the same penfiance as the MAP algorithm. Therefore itis
a very attractive algorithm to use in the component decodfeas iterative turbo decoder.

Having described two techniques based on the MAP algorithhwith reduced complexity, we now
describe an alternative soft-in soft-out decoder baseti@Niterbi algorithm.

3.3.6 The Soft-output Viterbi Algorithm
3.3.6.1 Mathematical Description of the Soft-output Vitebi Algorithm

In this section we describe a variation of the Viterbi alom, referred to as the Soft-Output Viterbi Algo-
rithm (SOVA) [53, 146]. This algorithm has two modificationger the classical Viterbi algorithm which
allow it to be used as a component decoder for turbo codest the path metrics used are modified to take
account of a-priori information when selecting the maximikelihood path through the trellis. Second the
algorithm is modified so that it provides a soft output in thenf of the a-posteriori LLRL(u|y) for each
decoded bit. -
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The first modification is easily accomplished. Consider tlagessequence; which gives the states
along the surviving path at statg = s at stagek in the trellis. The probability that this is the correct path
through the trellis is given by:
p(si NY )

Py, )
As the probability of the received sequenge for transitions up to and including thigh transition is

constant for all pathg, through the trellis to stagl, the probability that the patk is the correct one is
proportional top(s;, A g}(k). Therefore our metric should be defined so that maximisiegnletric will

maximisep(s;, A Qj<k)' The metric should also be easily computable in a recursisen®r as we go from

the (k — 1)th stage in the trellis to thkth stage. If the path; at thekth stage has the pati , for its first
k — 1 transitions then, assuming a memoryless channel, we wi#i:ha

plsily, ) = (3.58)

Plsk Ay, ) = P(si oy Ay, ) P(Sk = s Ay, [Ser = 3). (3.59)
A suitable metric for the path; is thereforeM (s ), where
M(s) 2 I (psing,.,)
= M(s_ )+ (p(Sk =5y, IS = é)) . (3.60)
Using Equation 3.23 we then have:
M(s) = M(sy,_,) +In (%(3,59)) , (3.61)

where~ (3, s) is the branch transition probability for the path frd¥p—1 = 5to Sy = s. From Equa-
tion 3.54 we can write:

N N A 1 Lc "
In (vx(3,5)) £ I'i(3,5) = C+ surL(ux) + — Zykll’kh (3.62)
2 2 =
and as the termi! is constant, it can be omitted and we can rewrite Equatioh 8s6

s 3 1 Le \-
M(sp) = M(si_y) + gusL(ue) + = > yrin. (3.63)

=1

Hence our metric in the SOVA is updated as in the Viterbi atbar, with the additionakus L(u) term
included so that the a-priori information available is takaeto account. Notice that this is equivalent to the
forward recursion in Equation 3.52 used to calculdigs) in the Max-Log-MAP algorithm.

The possibility of modifying the metric used in the Viterkgarithm to include a-priori information was
mentioned by Forney [9] in his 1973 paper, although he prega® application for such a modification.
However, the requirement to use a-priori information in $slof-in soft-out component decoders of turbo
decoders has provided an obvious application.

Let us now discuss the second modification of the algorithquired, i.e. to give soft outputs. In
a binary trellis there will be two paths reaching st&te = s at stagek in the trellis. The modified
Viterbi algorithm, which takes account of the a-priori infoation u; L(ur), calculates the metric from
Equation 3.63 for both merging paths, and discards the piiththe lower metric. If the two paths;,
and$;, reaching state;, = s have metricdV/(s;) and M (§;,), and the patly; is selected as the survivor
because its metric is higher, then we can define the metfirdifceA} as:

Af = M(s}) — M(3;) > 0. (3.64)

The probability that we have made the correct decision whersalected patB; as the survivor and
discarded path; is then:

(3.65)

P(correct decision at S = s) =
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Figure 3.12: Simplified section of the trellis for ouk’ = 3 RSC code with SOVA decoding.

Upon taking into account our metric definition in Equatio6@we have:

eM(sx)

P(correct decision at Sy =s) = ——
( k=9 M) + MG

et (3.66)
T 1A '
and the LLR that this is the correct decision is given by:
. P(correct decision at Sk = s)
L t d t S, = - 1
(correct decision at Sy = ) . <1 — P(correct decision at Sk, = s))
NS (3.67)

Figure 3.12 shows a simplified section of the trellis for @0r= 3 RSC code, with the metric differences
Ay, marked at various points in the trellis.

When we reach the end of the trellis and have identified thafdamx Likelihood (ML) path through the
trellis, we need to find the LLRs giving the reliability of thé decisions along the ML path. Observations
of the Viterbi algorithm have shown that all the survivinghmat a stagéin the trellis will normally have
come from the same path at some point befdrethe trellis. This point is taken to be at mdstransitions
beforel, where usually is set to be five times the constraint length of the convoh#tieode. Therefore the
value of the bitu; associated with the transition from staéig_; = 5 to stateS, = s on the ML path may
have been different if, instead of the ML path, the Viterlgaithm had selected one of the paths which
merged with the ML path up tdtransitions later, i.e. up to the trellis stae- o. By the arguments above,
if the algorithm had selected any of the paths which mergeH thie ML path after this point the value
of ux, would not be affected, because such paths will have diveirgad the ML path after the transition
from Sp_1 = 3to Sk = s. Thus, when calculating the LLR of the hit., the SOVA must take account
of the probability that the paths merging with the ML pathnfrstagek to stagek + ¢ in the trellis were
incorrectly discarded. This is done by considering the eslof the metric differencA? for all statess;
along the ML path from trellis stage= k toi = k + §. It is shown by Hagenauer in [54] that this LLR
can be approximated by:

L(ukly) = ux min A (3.68)
upAul
whereu,, is the value of the bit given by the ML path, and is the value of this bit for the path which

merged with the ML path and was discarded at trellis stagehus the minimisation in Equation 3.68 is
carried out only for those paths merging with the ML path vahieould have given a different value for the
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bit uy, if they had been selected as the survivor. The paths whicgeneith the ML path, but would have
given the same value far, as the ML path, obviously do not affect the reliability of ttecision ofus.

For clarification of these operations refer again to Figut® 3howing a simplified section of the trellis
for our K = 3 RSC code. In this figure, as before, continous lines reptasamsitions taken when the
input bit is a—1, and broken lines represent transitions taken when the bipis a +1. We assume that the
all-zero path is identified as the ML path, and this path isxshas a bold line. Also shown are the paths
which merge with this ML path. It can be seen from the figure tha ML path gives a value of1 for uy,
but the paths merging with the ML path at trellis sta§esSk+1, Sk+3 andSy+4 all give a value of +1 for
the bitu,. Hence, if we assume for simplicity that= 4, from Equation 3.68 the LLR(ux|y) will be
given by—1 multiplied by the minimum of the metric differences), AY, ,, A}, 5 andA? .

3.3.6.2 Implementation of the SOVA

The SOVA can be implemented as follows. For each state atstagk in the trellis the metrit/(s3) is
calculated for both of the two paths merging into the stateguEquation 3.63. The path with the highest
metric is selected as the survivor, and for this state atstiaige in the trellis a pointer to the previous state
along the surviving path is stored, just as in the classidarbi algorithm. However, in order to allow
the reliability of the decoded bits to be calculated, theinfation used in Equation 3.68 to givEus|y)

is also stored. Thus the differenc®; between the metrics of the surviving and the discarded fgaths
stored, together with a binary vector containing 1 bits, which indicate whether or not the discarded path
would have given the same series of hiisfor [ = k back tol = k — ¢ as the surviving path does. This
series of hits is called the update sequence in [54], and @&sl fy Hagenauer it is given by the result of
a modulo-2 addition (i.e. an exclusive-or operation) between the iptessd + 1 decoded bits along the
surviving and discarded paths. When the SOVA has identifiedML path, the stored update sequences
and metric differences along this path are used in Equaté® t® calculate the values éf(ux|y).

The SOVA described in this section is the least complex dhalisoft-in soft-out decoders discussed in
this chapter. In [52] itis shown by Robertsenal. that the SOVA is about half as complex as the Max-Log-
MAP algorithm. However, the SOVA is also the least accurétid® algorithms we have described in this
chapter and, when used in an iterative turbo decoder, pesfabout 0.6 dB worse [52] than a decoder using
the MAP algorithm. Figure 3.13 compares the LLRs output ftbe component decoders in an iterative
turbo decoder using both the MAP and the SOVA algorithms. Sdrae encoder, alt1 input sequence,
and channel SNR as described for Figure 3.11 were used. liearen that the outputs of the SOVA are
significantly more noisy than those from the MAP algorithror the second decoder at the eighth iteration
the MAP algorithm gives LLRs which are all negative, and teegives no bit errors. However, it can be
seen from Figure 3.11 that, even after eight iterationsSB¥A still gives some positive LLRs, and hence
will make several bit errors.

Let us now augment our understanding of iterative turbo diegpby considering a specific example.

3.3.7 Turbo Decoding Example

In this section we discuss an example of turbo decoding usiedSOVA detailed in Section 3.3.6. This
example serves to illustrate the details of the SOVA andtdérative decoding of turbo codes discussed in
Section 3.3.4.

We consider a simple half-rate turbo code using Fhe= 3 RSC code, with generator polynomials
expressed in octal form as 7 and 5, shown in Figure 3.2. Twh sodes are combined, as shown in
Figure 3.1, with a3 x 3 block interleaver to give a simple turbo code. The parity liibom both the
component codes are punctured, so that alternate pastfrdin the first and the second component encoder
are transmitted. Thus the first, third, fifth, seventh andimparity bits from the first component encoder
are transmitted, and the second, fourth, sixth and eighitygsts from the second component encoder are
transmitted. The first component encoder is terminatedyuswo bits chosen to take this encoder back to
the all-zero state. The transmitted sequence will theeefontain nine systematic and nine parity bits. Of
the systematic bits seven will be the input bits, and two béllthe bits chosen to terminate the first trellis.
Of the nine parity bits five will come from the first encoderddour from the second encoder.
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Figure 3.13: Soft outputs from the SOVA compared to the MAP algorithm faraasmitted stream of all
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Figure 3.14: State transition diagram for our (2,1,3) RSC component €ode
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Input | Systematic Parity Bits Transmitted| Received
Bit Bit Coder 1 Coder 2 Sequence | Sequence
—1 —1 -1 - —1,—1 —2.1,-0.1
-1 -1 - 1 —1,-1 ~14,—-1.4
—1 —1 -1 - —1,—1 —1.7,-0.5
—1 —1 - 1 —1,-1 +0.9,+0.5
-1 -1 -1 = —1,—-1 +1.2,-1.7
—1 —1 - 1 —1,—1 —1.1,-1.1
—1 —1 -1 = —1,-1 —0.7,—0.8
- -1 - -1 —1,—1 —24,-1.9
- —1 -1 - —1,—1 —1.6,—0.9

Table 3.1: Input and transmitted bits for turbo decoding example.

The state transition diagram for the component RSC codekawrs in Figure 3.14. As in all our
diagrams in this section, a continous line denotes a tiangiésulting from a—1 input bit, and a broken
lines represents an input bit of +1. The figures within thedsoalong the transition lines give the output
bits associated with that transition:- the first bit is theteynatic bit, which is the same as the input bit, and
the second is the parity bit.

For the sake of simplicity we assume that an-all input sequence is used. Thus there will be seven
input bits which are-1, and the encoder trellis will remain in thtg S> = 00 state. The two bits necessary
to terminate the trellis will be-1 in this case and, as can be seen from Figure 3.14, the reppHiity bits
will also be—1. Thus all 18 of the transmitted bits will bel for an all —1 input sequence. Assuming
that BPSK modulation is used with the transmitted symboisdie 1 or +1, the transmitted sequence will
be a series 0f8 — 1s. The received channel output sequence for our exampletheigwith the input and
transmitted bits detailed above, is shown in Table 3.1. déathat approximately half the parity bits from
each component encoder are punctured — this is representadiash in Table 3.1. Also note that the
received channel sequence values shown in Table 3.1 aredtichenl filter outputs, which were denoted by
Yk in previous sections. If hard-decision demodulation weseduthen negative values would be decoded
as—1s, and positive values as +1s. It can be seen that from thedi&ldats which were transmitted, all of
which were—1, three would be decoded as +1 if hard-decision demodulatene used.

In order to illustrate the difference between iterativévtudecoding and the decoding of convolutional
codes, we initially consider how the received sequence shiowable 3.1 would be decoded by a convolu-
tional decoder using the Viterbi algorithm. Imagine theftnate K = 3 RSC code detailed above used as
an ordinary convolutional code to encode an input sequehseven—1s. If trellis termination was used
then two—1s would be employed to terminate the trellis, and the tratisthsequence would consist of 18
—1s, just as for our turbo coding example. If the received segeievas as shown in Table 3.1, then the
Viterbi algorithm decoding this sequence would have thiéigrdiagram shown in Figure 3.15. The metrics
shown in this figure are given by the cross-correlation ofrdueived and expected channel sequences for a
given path, and the Viterbi algorithm maximises this meawitind the ML path, which is shown by the bold
line in Figure 3.15. Notice that at each state in the trelliere two paths merge, the path with the lower
metric is discarded and its metric is shown crossed out iffigluee. As can be seen from Figure 3.15, the
Viterbi algorithm makes an incorrect decision at stage 6 in the trellis and selects a path other than the
all-zero path as the survivor. This results in three of thesédits being decoded incorrectly as +1s.

Having seen how Viterbi decoding of a RSC code would fail armtipce three errors given our re-
ceived sequence, we now proceed to detail the operationitéraive turbo decoder for the same channel
sequence. Consider first the operation of the first compahesdder in the first iteration. The component
decoder uses the SOVA to decide upon not only the most likglytibits, but also the LLRs of these bits,
as described in Section 3.3.6. We will describe here how ©®¥AScalculates these LLRs for the channel
values given in Table 3.1.
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Received : (-21,-0.1)(-1.4,-1.4) (-1.7,-0.5)(+0.9,+0.5) (+1.2,-1.7) (-1.1,-1.1) (-0.7,-0.8) (-2.4,-1.9) (-1.6,-0.9)
Decoded : -1 -1 -1 +1 +1 +1 -1 - -

Figure 3.15: Trellis diagram for the Viterbi decoding of the received sece shown in Table 3.1.

The metric for the SOVA is given by Equation 3.63, which iseafed here for convenience:

Q
E] 3 1 LC
M(s7) = M(sj.—1) + unL(ue) + = > ynzi. (3.69)

=1

HereM (s;_,) is the metric for the surviving path through the stfe ; = 5 at stagek — 1 in the trellis,

ur, andzy; are the input bit and the transmitted channel sequenceiassbaevith a given transitiornyx,

is the received channel sequence for that transition/ang the channel reliability value, as defined in
Equation 3.11. As initially we are considering the operatibthe first decoder in the first iteration there is
no a-priori information and hence we hakéu,, ) = 0 for all k, which corresponds to an a-priori probability
of 0.5. The received sequence given in Table 3.1 was demeed the transmitted channel sequence (which
has F, = 1) by adding AWGN with variance = 1. Hence, as the fading amplitudeds= 1, from
Equation 3.11 we have for the channel reliability meadure= 2.

Figure 3.16 shows the trellis for this first component decauthe first iteration. Owing to the punctur-
ing of the parity bits used at the encoder, the second, fpsiptth and eighth parity bits have been received
as zeros. The a-priori and channel values shown in Figu@&#d given ad(uy)/2 and L.yx; /2 so that
the metric values, given by Equation 3.69, can be calculayesimple addition and subtraction of the values
shown. As we havéd.(ur) = 0 and L. = 2, these metrics are again given by the cross-correlatioheof t
expected and received channel sequences. Notice, hokleaebecause of the puncturing used the metric
values shown in Figure 3.16 are not the same as those in RBglBe
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Received - L y /2(-2.1,-0.1) (-1.4,0) (-1.7,-0.5) (+0.9,0) (+1.2,-1.7) (-1.1(6).7,-0.8)  (-2.4,0) (-1.6,-0.9)
A-Priori - L(u,)/2 0 0 0 0 0 0 0 0 0

Decoded -1 -1 -1 +1 +1 +1 -1 -1 -1

Figure 3.16: Trellis diagram for the SOVA decoding in the first iteratidittoe first decoder.

To elaborate a little further, the metric calculation pedphy of the SOVA is also different from that of
the Viterbi algorithm, since we may have more than one emgrigianch at a given state in the trellis. For
example, at trellis stage=5, stateS; S>=01, both of the two paths emerging from this state survivgis T
is because these two paths lead to different states at thestage in the trellis, where both of them win
the metric comparison. More specifically, the path assediatith the input bit 0 and hence the continuous
line leads to stat&;.5>=10 and has a total path metric of 10.7. This metric is comptare¢he metric of the
other path leading to the statk S>=10, which is 4.3 for the path arriving from stateS.=00. Hence the
path arriving from the stat§;.52=01 has the higher metric and therefore it is chosen as theingrpath
at the new state af;.5>=10. Similarly, the other path emerging from the state&5p5>=01 at stage=5
survives. Specifically, this path associated with the ifpubf 1 and hence the broken line arrives at state
S5152=00 and has a total path metric of 8.5. This is compared toaufely to the metric of the other path
arriving at states; S.=00 and hence this path is selected as the winner.

Again, owing to the puncturing employed the metric valuesnshin Figure 3.16 are not the same as
those in the Viterbi decoding example of Figure 3.15. Desthits the ML path, shown by the bold line in
Figure 3.16, is the same as the one that was chosen by th&i\Atgorithm shown in Figure 3.15, with
three of the input bits being decoded as +1s rather thi

We now discuss how, having determined the ML path, the SOMasfthe LLRs for the decoded bits.
Figure 3.17 is a simplified version of the trellis from Figd6, which shows only the ML path and the
paths that merge with this ML path and are discarded. Alswahare the metric differences, denoted by

% in Section 3.3.6, between the ML and the discarded pathsseTtmetric differences, together with the
previously defined update sequences that indicate for wifi¢he bits the survivor and discarded paths
would have given different values, are stored by the SOVAefirh node at each stage in the trellis. When
the ML path has been identified, the algorithm uses thesedst@ues along the ML path to find the LLR



3.3. TURBO DECODER 57

k=0 1 2 3 4 5 6 7 8 9
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Received - L y /2-2.1,-0.1)(-1.4,0) (-1.7,-0.5)(+0.9,0)(+1.2,-1.7)(-1.1,0) (-0.7,-0.8) (-2.4,0) (-1.6,-0.9)
A-Priori - L(u,)/2 0 0 0 0 0 0 0 0 0
Decoded 7.2 -4.6 116 +2 +2 +2 -4 -4 -4.4

Figure 3.17: Simplified trellis diagram for the SOVA decoding in the firgration of the first decoder.

Trellis | Decoded Metric Update Decoded
Stagek Bit u DifferenceA;, | Sequence LLR
1 -1 - - —7.2
2 -1 - - —4.6
3 -1 11.6 111 —11.6
4 +1 7.2 1001 +2
5 +1 9.6 10010 +2
6 +1 2 111000 +2
7 -1 4.6 1100010 —4
8 -1 4 11100000 —4
9 -1 4.4 100100000 —4.4

Table 3.2: SOVA output for the first iteration of the first decoder.

for each decoded bit. Table 3.2 shows these stored valuesufaexample trellis shown in Figures 3.16
and 3.17. The calculation of the decoded LLRs shown in thiketes detailed at a later stage.

Notice in Table 3.2 that at trellis stagles= 1 andk = 2 there is no metric difference or update sequence
stored because, as can be seen from Figures 3.16 and 3.E7atbeno paths merging with the ML path
at these stages. For all subsequent stages there is a mpagimgnd values of the metric differences and
update sequences are stored. For the update sequence eatasdnat the ML and the discarded merging
path would have given different values for a particular Bitstagek in the trellis we have taken the Most
Significant Bit (MSB), on the left-hand side, to represept the next bit to represent,_1, etc., until the
Least Significant Bit (LSB), which represents. For our RSC code any two paths merging at trellis stage
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k give different values for the bit;, and so the MSB in the update sequences in Table 3.2 is always 1
Notice furthermore that although in our example the updatpiences are all of different lengths, this is
only because of the very short frame length we have used. Btamerally, as explained in Section 3.3.6,
all the stored update sequences willdb¢ 1 bits long, wherej is usually set to be five times the constraint
length of the convolutional code (15 in our case). At thigetd is beneficial for the reader to verify the
update sequences of Table 3.2 using Figure 3.17.

We now explain how the SOVA can use the stored update segai@mcemetric differences along the
ML path to calculate the LLRs for the decoded bits. Equati@®3which is repeated here as Equation 3.70
for convenience, shows that the decoded a-posteriori LILR; |y) for a bit u is given by the minimum
metric difference of merging paths along the ML path: B

L(ukly) = us i:g}u)@l“ AT (3.70)
uk;éu;”c
This minimum is taken only over the metric differences fagstsi = k, k + 1, ..., k + d where the value

ul of the bituy given by the path merging with the ML path at stage different from the value given
for this bit by the ML path. Whether or not the conditian = u}, is met is determined using the stored
update sequences. Denoting the update sequence storadedtadbng the ML path asg,, for each bituy,

the SOVA examines the MSB ef,, the second MSB df,_ , etc. up to the(d 4 1)th bit (which will be the
LSB) of ¢, 5. For our example this examination of the update sequendesited because of our short
frame length, but the same principles are used. Taking thetHdit w4 as an example, to determine the
decoded LLRL(u4|y) for this bit the algorithm examines the MSB @f in row 4 of Table 3.2, the second
MSB of e, in row 5, etc. up to the sixth MSB afy in row nine. It can be seen, from the corresponding
rows in Table 3.2, that only the paths merging at stages4 andk = 6 of the trellis give values different
from the ML path for the bits. Hence the decoded LLR(u4|y) from the SOVA for this bit is calculated
using Equation 3.70 as the value of the bit given by the ML gaf times the minimum of the metric
differences stored at stages 4 and 6 of the trellis (7.2 angefyling L(u4|y) = +2. For the next bitus,

the MSB ofe, in row 5 of Table 3.2, the second MSB af in row 6, etc. up to the fifth MSB of, in row

9 are examined, which indicate that a different value fos it would have been given by the discarded
paths at stages 5 and 6 of the trellis. Heri¢es|y) also equals +2, as the metric difference, 2, at stage 6
in the trellis is less than the metric difference, 9.6, agysta. For the next bitus, the update sequences
indicate that all the merging paths from the sixth stage ettéllis to the end of the trellis would give values
different to those given by the ML path. However, the minimafall these metric differences is still 2,
and soL(ug|y) also equals +2. This illustrates in the SOVA how one disadugigh having a low metric
difference can entirely determine the LLRs for all the bits,which it gives a different value from the ML
path, which is a consequence of taking the minimum in Equa8i@0. At stage 6 of the trellis, where the
algorithm incorrectly chooses the non-zero path as the\aunthe metric difference between the chosen
(incorrect) path and the discarded path is the lowest mdiifierence (2) encountered along the ML path.
Hence the LLRs for the three incorrectly decoded bits, beuf;, us andug, have the lowest magnitudes
of any of the decoded bits.

The remaining decoded LLR values in Table 3.2 are computémhimg a similar procedure. However,
also worth noting explicitly is the LLR for the bits. Examination of the MSB o, in row 3 of Table 3.2,
the second MSB of, in row 4, etc., up to the seventh MSB @f, reveals that only the path merging with
the ML path at the third stage of the trellis would give a diffiet value forus. Hence the minimum for the
LLR L(usly) in Equation 3.70 is over one term, and the magnitudg(afs|y) is determined by the metric
difference of the merging path at stalge= 3 of the trellis, which is 11.6.

We now move on to describe the operation of the second compdeeoder in the first iteration. This
decoder uses the extrinsic information from the first decadea-priori information to assist its operation,
and therefore should be able to provide a better estimateearicoded sequence than the first decoder was.
Equation 3.46 from Section 3.3.4 gives the extrinisic infation from the MAP decoder as:

Le(uk) = L(uk|g) — L(uk) — Lcyk5~ (371)

The same equation can be derived for all the soft-in sofleabders which are used as component decoders
for turbo codes. This equation states that the extrinsiorinétion L. (ur) is given by the soft output
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Trellis Decoder LLR A-Priori Received Sys| Extrinsic
Stagek | OutputL(uxly) | Info. L(ux) | Info. Leyxs | Information

1 —7.2 0 —4.2 -3

2 —4.6 0 —2.8 —1.8

3 —11.6 0 —3.4 —8.2

4 +2 0 +1.8 +0.2

5 +2 0 +2.4 —0.4

6 +2 0 —2.2 +4.2

7 —4 0 —1.4 —2.6

8 —4 0 —4.8 +0.8

9 —4.4 0 —3.2 —1.2

Table 3.3: Calculation of the extrinsic information from the first deeo in the first iteration using Equa-
tion 3.71.
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Figure 3.18: Trellis diagram for the SOVA decoding in the first iteratiditloe second decoder.

L(ur|y) from the decoder with the a-priori informatiab(uy) (if any was available) and the received
systerﬁatic channel informatioh. .y, subtracted. Table 3.3 shows the extrinsic informationudated
from Equation 3.71 from the first decoder, which is then ie@red by &8 x 3 block interleaver and used
as the a-priori information for the second component decddee second component decoder also uses the
interleaved received systematic channel values, and deévesl parity bits from the second encoder which
were not punctured (i.e. the second, fourth, sixth and bighs).

Figure 3.18 shows the trellis for the SOVA decoding of theoseladecoder in the first iteration. The ex-
trinsic information values from Table 3.3 are shown afténgénterleaved and divided by two dguy,) /2.
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Trellis Decoder LLR A-Priori Received Sys]  Extrinsic
Stagek | OutputL(ux|y) | Info. L(ux) | Info. Leyrs | Information
1 —13.2 -3 —4.2 —6
2 +2.2 +0.2 +1.8 +0.2
3 —8.8 —2.6 —1.4 —4.8
4 —8.8 —1.8 —2.8 —4.2
5 +2.2 —0.4 +2.4 +0.2
6 —6.6 +0.8 —4.8 —2.6
7 —15.8 —8.2 —-3.4 —4.2
8 —4.2 +4.2 —2.2 —6.2
9 —6.6 —1.2 —3.2 —2.2

Table 3.4: Calculation of the extrinsic information from the secondtal#er in the first iteration using
Equation 3.71.

Also shown is the channel informatidiyxs /2 used by this decoder. Notice that as the trellis is not ter-
minated for the second component encoder, paths terminatiall four possible states of the trellis are
considered at the decoder. However, the metric forghg: = 00 state is the maximum of the four final
metrics, and hence this all-zero state is used as the finalaitthe trellis. Note furthermore that the metrics
in Figure 3.18 are now calculated as the cross-correlafitimeareceived and expected channel information,
plus the a-priori informatioms L(us)/2.

The ML path chosen by the second component decoder is shoaihblg line in Figure 3.18, together
with the LLR values output by the decoder. These are caledjatsing update sequences and minumum
metric differences, in the same way as was explained for thiedecoder using Figure 3.17 and Table 3.2.
It can be seen that the decoder makes an incorrect decisgtagak = 5 in the trellis and selects a path
other than the all-zero path as the survivor. However, theriectly chosen path gives decoded bits of +1
for only two transitions, and hence only two, rather tharéhidecoding errors are made. Furthermore the
difference in the metrics between the correct and the chpa#nat trellis stagé = 5 is only 2.2, and
so the magnitude of the decoded LLR§uy|y) for the two incorrectly decoded bitsp andus, is only
2.2. This is significantly lower than the magnitudes of theRisLfor the other bits, and indicates that the
algorithm is less certain about these two bits being +1 themabout the other bits being1.

Having calculated the LLRs from the second component dectideturbo decoder has now completed
one iteration. The soft-output LLR values from the secomuponent decoder shown in the bottom line of
Figure 3.18 could now be de-interleaved and used as thetdutputhe turbo decoder. This de-interleaving
would result in an output sequence which gave negative LIoRalf the decoded bits except, andus,
which would be incorrectly decoded as +1s as their LLRs atle b2.2. Thus, even after only one iteration,
the turbo decoder has decoded the received sequence wikbssraror than the convolutional decoder did.
However, generally better results are achieved with merations, and so we now progress to describe the
operation of the turbo decoder in the second iteration.

In the second, and all subsequent, iterations the first capmadecoder is able to use the extrinsic
information from the second decoder in the previous iteratis a-priori information. Table 3.4 shows the
calculation of this extrinsic information using Equatior? B from the second decoder in the first iteration.
It can be seen that it gives negative LLRs for all the bits pkag andus, and for these two bits the LLRs
are close to zero. This extrinsic information is then devileiaved and used as the a-priori information for
the first decoder in the next (second) iteration. The trédiighis decoder is shown in Figure 3.19. It can
be seen that this decoder uses the same channel informatibdid in the first iteration. However, now,
in contrast to Figure 3.16, it also has a-priori informatitmassist it in finding the correct path through the
trellis. The selected ML path is again shown by a bold lingl iaigan be seen that now the correct all-zero
path is chosen. The second iteration is then completed bingjirttie extrinsic information from the first
decoder, interleaving it and using it as a-priori inforroatfor the second decoder. It can be shown that this
decoder will also now select the all-zero path as the ML patld, hence the output from the turbo decoder
after the seond iteration will be the correct all sequence. This concludes our example of the operation
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k=0 1 2 3 4 5 6 7 8 9

5.2 8.7 13 12 12.4 16.6 20.5 24.2 27.8
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Received - |,  /2(-2.1,-0.1)(-1.4,0) (-1.7,-0.5)(+0.9,0)(+1.2,-1.7)(-1.1,0) (-0.7,-0.8(-2.4,0) (-1.6,-0.9)
A-Priori - L(u,)/2 -3 21 21 +01 +01 31 24 13  -11
Decoded 94 26 74 -38 -38 -38 -9 9 42

Figure 3.19: Trellis diagram for the SOVA decoding in the second iteratid the first decoder.

of an iterative turbo decoder using the SOVA.

3.3.8 Comparison of the Component Decoder Algorithms

In this section we have detailed the iterative structuretarccomponent decoders used for decoding turbo
codes. A numerical example illustrating this decoding wesrgin the previous section. We now conclude
by summarising the operation of the algorithms which can ¢mduas component decoders, highlighting
the similarities and differences between these algorittamd noting their relative complexities and perfor-
mances.

The MAP algorithm is the optimal component decoder for turbdes. It finds the probability of each
bit u;, being a +1 or—1 by calculating the probability for each transition fromtst8,_1 = $t0 Sk = s
that could occur if the input bit was +1, and similarly for gwéransition that could occur if the input bit
was—1. As these transitions are mutually exclusive, the proligitnf any one of them occurring is simply
the sum of their individual probabilities, and hence the LoRa bit u is given by the ratio of two sums
of probabilities, as in Equation 3.17.

Owing to the Markov nature of the trellis and the assumptiai the output from the trellis is observed
in memoryless noise, the individual probabilities of trensitions in Equation 3.17 can be expressed as the
product of three termas_1(s), Brs and~yx(3, s), as in Equation 3.20. By definition the,_1(5) term
gives the probability that the trellis reaches stéite ; = § and that the received sequence up to this point
is Y. . The state transition probabilityy (3, s), is defined as the probability that given the trellis is in
stateSk 1 = § it moves to state&S, = s and the received sequence for that transmoy isFinally, the
Br(s) term gives the probability that given the trellis is in stéte = s, the received sequence from this
point to the end of the trellis |§ . The state transition probabilities; (3, s) are calculated from the
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received and expected channel sequengesndz;, for a given transition and the a-priori LLR(uy) of
the bit associated with this transition, as seen in Equaidf for an AWGN channel. The,_1(3) terms
can then be calculated using a forward recursion througlréfies, as in Equation 3.25, and similarly the
Br(s) terms are calculated using Equation 3.28 by a backward siecuthrough the trellis. The output
LLR L(ux|y) from the MAP algorithm is then determined for eachhitby finding the probability of each
transition from stageS,—1 to Sy in the trellis. These transitions are divided into two gredpghose that
would have resulted if the bit; was a +1, and those that would have resulted if the:pivas a—1. The
LLR L(uly) for the bituy is then given by the logarithm of the ratio of these probibai

The MAP algorithm is optimal for the decoding of turbo codast, is extremely complex. Furthermore,
because of the multiplications used in the recursive catimn of theay_1(5) and 3x(s) terms, and the
exponents used to calculate thg(s, s) terms, it often suffers from numerical problems in practidée
Log-MAP algorithm is theoretically identical to the MAP algthm, but transfers its operations to the log
domain. Thus multiplications are replaced by additiongl hence the numerical problems of the MAP
algorithm are circumvented, while the associated complésidramatically reduced.

The Max-Log-MAP algorithm further reduces the complexifytioe Log-MAP algorithm using the
maximisation approximation given in Equation 3.48. This two effects on the operation of the algorithm
compared to that of the Log-MAP algorithm. First, as can lendsy examining Equation 3.55, it means
that only two transitions are considered when finding the LLL(R|y) for each bitu;, — the best transition
from S;_1 = 3t0 .S, = sthat would giveur, = +1 and the best that would give, = —1. Similarly in the
recursive calculations of thé;(s) = In(ax(s)) andBx(s) = In(Bk(s)) terms of Equations 3.52 and 3.53
the approximation means that only one transition, the nilkeilone, is considered when calculatidg (s)
from the A;_1(3) terms andBy_1(5) from the B (s) terms. This means that although,_1(3) should
give the logarithm of the probability that the trellis reaststateS, 1 = 3 alongany path from the initial
stateSy = 0, in fact it gives the logarithm of the probability of only theost likelypath to stateS, 1 = 3.
Similarly B (s) = In(8x(s)) should give the logarithm of the probability of the recei\gﬂdquencgpk
given only that the trellis is in stat&, = s at staget. However, the maximisation in Equation 3.53 used in
the recursive calculation of thB, (s) terms means that only the most likely path from stge= s to the
end of the trellis is considered, and not all paths.

Hence the Max-Log-MAP algorithm finds the LLR(u|y) for a given bitu,, by comparing the prob-
ability of the most likely path giving., = +1 to the probability of the most likely path giving, = —1.
For the next bitux+1, again the best path that would giug: = +1 and the best path that would give
ur+1 = —1 are compared. One of these ‘best paths’ will always be the kth,pand so will not change
from one stage to the next, whereas the other may change.ntrasbthe MAP and the Log-MAP algo-
rithms consider every path in the calculation of the LLR facle bit. All that changes from one stage to
the next is the division of paths into those that give = +1 and those that give, = —1. Thus the
Max-Log-MAP algorithm gives a degraded performance comgan the MAP and Log-MAP algorithms.

In the SOVA the ML path is found by maximising the metric givienEquation 3.63. The recursion
used to find this metric is identical to that used to find thgs) terms in Equation 3.52 in the Max-Log-
MAP algorithm. Once the ML path has been found, the hard aecier a given bituy, is determined by
which transition the ML path took between trellis staggs. 1 andS,. The LLR L(ux|y) for this bit is
determined by examining the paths which merge with the Mih pla@t would have given a different hard
decision for the bitu;. The LLR is taken to be the minimum metric difference for theserging paths
which would have given a different hard decision for thehit Using the notation associated with the
Max-Log-MAP algorithm, once a path merges with the ML patlwill have the same value dBy(s) as
the ML path. Hence, as the metric in the SOVA is identical t th,(s) values in the Max-Log-MAP
algorithm, taking the difference between the metrics oftth@ merging paths in the SOVA is equivalent to
taking the difference between two valueg dfi, 1 (5)+I'% (3, s)+ Bx(s)) in the Max-Log-MAP algorithm,
as in Equation 3.55. The only difference is that in the MaxHMAP algorithm one path will be the ML
path, and the other will be the most likely path that givesfiedint hard decision fot. In the SOVA
again one path will be the ML path, but the other may not be tbetrikely path that gives a different
hard decision fou,. Instead, it will be the most likely path that gives a diffier&ard decision fot;, and
survives to merge with the ML path. Other, more likely pathkich give a different hard decision for the
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Figure 3.20: Probability density function of differences between absolhalues of soft outputs from the
SOVA and Max-Log-MAP algorithms.

bit u; to the ML path, may have been discarded before they mergehatML path. Thus the SOVA gives
a degraded performance compared to the Max-Log-MAP alguaritHowever, as pointed out in [52] by
Robertsoret al, the SOVA and Max-Log-MAP algorithms will always give thersahard decisions, as in
both algorithms these hard decisions are determined by th@adth, which is calculated using the same
metric in both algorithms.

It was also noted in [52] that the outputs from the SOVA cantad bias when compared to those
from the Max-Log-MAP algorithm, they are just more noisy. Wwéwer, consideration of the arguments
above makes it clear that when the most likely path that givadferent hard decision fat, survives to
merge with the ML path, the outputs from the SOVA and the MaxHMAP algorithms will be identical.
Otherwise when this most likely path which gives a differleatd decision for;, does not survive to merge
with the ML path, the merging path that is used to calculagestift output from the SOVA will be less likely
than the path which should have been used. Thus it will haegvarlmetric, and so the metric difference
used in Equation 3.68 will be higher than it should be. Thenefalthough the sign of the soft outputs from
the SOVA will be identical to those from the Max-Log-MAP afgbm, their magnitudes will be either
identical or higher. This can be seen in Figure 3.20, whidwshthe Probability Density Function (PDF)
for the differences between the absolute values of the siyfiuies from the SOVA and the Max-Log-MAP
algorithms. Both decoders were used as the first decodee ifirth iteration, and again the same encoder,
all —1 input sequence, and channel SNR as described for Figurengfel used. It can be seen that for
more than half of the decoder outputs the two algorithms igigatical values. It can also be seen that the
absolute values given by the SOVA are never less than thesa biy the Max-Log-MAP algorithm.

A comparison of the complexities of the Log-MAP, the Max-ElRA\P and the SOVA algorithms
is given in [52]. The relative complexity of the algorithmepends on the constraint lenghi of the
convolutional codes used, but it is shown that the Max-LofgRMalgorithm is about twice as complex as the
SOVA. The Log-MAP algorithm is about 50% more complex tham Mex-Log-MAP algorithm owing to
the look-up operation required for finding the correctioctdas f. (). Viterbi noted furthermore [154, 155]
that the Max-Log-MAP algorithm can be viewed as two gensedliViterbi decoders (one for the forward
recursion, and one for the backward recursion) togethdr a/generalised dual-maxima computation (for
calculating the soft outputs using Equation 3.55). The derity of the dual-maxima computation is lower
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than that of the Viterbi decoder, and hence Viterbi estiohéie complexity of the Max-Log-MAP algorithm
to be lower than three times that of the Viterbi algorithm.r@elated calculations suggest forFa = 3
code that the Max-Log-MAP decoder is about 2.6 times as cexpind the Log-MAP decoder is about
four times as complex, as the standard Viterbi algorithm.

The performance of the algorithms when used in the iterat@é@ding of turbo codes follows in the
same order as their complexities, with the best performgives by the Log-MAP algorithm, then the Max-
Log-MAP algorithm, and the worst performance exhibitedty 8OVA. We will compare the performance
of these three algorithms when decoding various turbo ciod8sction 3.4.

3.3.9 Conclusions

In this section we have described the techniques used fatabeding of turbo codes. Although it is pos-
sible to optimally decode turbo codes in a single non-iteeagtep, for complexity reasons a non-optimum
iterative decoder is almost always preferred. Such artiterdecoder employs two component soft-in soft-
out decoders, and we have described the MAP, Log-MAP, Mag-UdP and SOVA algorithms, which
can all be used as the component decoders. The MAP algosstptimal for this task, but it is extremely
complex. The Log-MAP algorithm is a simplification of the MARyorithm, and offers the same optimal
performance with a reasonable complexity. The other tworétyns, the Max-Log-MAP and the SOVA,
are both less complex again, but give a slightly degradefpeance.

Having described the principles behind the encoding anddieg of turbo codes we now move on to
present our simulation results demonstrating the exdglleriormance of turbo codes for various scenarios.

3.4 Turbo-coded BPSK Performance over Gaussian Channels

In the previous two sections we have discussed the strucfdmeth the encoder and the decoder in a turbo
codec. In this section we present simulation results fdrdwodes using BPSK over AWGN channels. We
show that there are many parameters, some of which areimiied| which affect the performance of turbo
codes. Some of these parameters are:

e The component decoding algorithm used.

e The number of decoding iterations used.

e The frame length or latency of the input data.

e The specific design of the interleaver used.

e The generator polynomials and constraint lengths of thepoorant codes.

In this section we investigate how all of these parametdieciathe performance of turbo codes. The
standard parameters we have used in our simulations arenshoWable 3.5. All our results presented
in this section consider turbo codes using BPSK modulatiear an AWGN channel. The turbo encoder
uses two component RS codes in parallel. Our standard RS@awmwnt codes ar& = 3 codes with
generator polynomialé’o = 7 andG;1 = 5 in octal representation. These generator polynomials are
optimum in terms of maximising the minimum free distancehaf tomponent codes [126]. The effects of
varying these generator polynomials are examined in Se8tih.5. The standard interleaver used between
the two component RSC codes is a 1000-bit random interleetieiodd—even separation [68]. The effects
of changing the length of the interleaver, and its structare examined in Sections 3.4.4 and 3.4.6. Unless
otherwise stated, the results of this section are valid &frfate codes, where half the parity bits generated
by each of the two component RSC codes are punctured. HoWieveomparison, we also include some
results for turbo codes where all the parity bits from bottmponent encoders are transmitted, leading to
a one-third-rate code. At the decoder two component, sadbft-out, decoders are used in parallel in the
structure shown in Figure 3.3. In most of our simulations we the Log-MAP decoder, but the effect of
using other component decoders is investigated in SectB.3Jsually eight iterations of the component
decoders are used, but in the next section we consider e effthe number of iterations.
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Channel | Additive White Gaussian Noise (AWGN
Modulation Binary Phase Shift Keying (BPSK)
Component Two identical recursive

Encoders - convolutional codes

RSC n=2k=1,K=3
Parameters Go=7,G1=5
1000-bit random interleaver
Interleaver with odd—even separation [68]
Puncturing Half parity bits from each component
Used encoder transmitted give half-rate code
Component LCog-MAP
Decoders decoder
Iterations 8

Table 3.5: Standard turbo encoder and decoder parameters used.

(K=3,Gy=7 G,;=5, 1000 bit interleaver, first code terminated, MAP decoder, 10,000 blocks)
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Figure 3.21: Turbo coding BER performance using different numbers aéttens of the MAP algorithm.
Other parameters as in Table 3.5.

3.4.1 Effect of the Number of Iterations Used

Figure 3.21 shows the performance of a turbo decoder usimdviiP algorithm versus the number of
decoding iterations which were used. For comparison, tleeded BER and the BER obtained using
convolutional coding with a standard (2,1,3) non-rec@sienvolutional code are also shown. Like the
component codes in the turbo encoder, the convolutionadaraises the optimum octal generator polyno-
mials of 7 and 5. It can be seen that the performance of the woltle after one iteration is roughly similar
to that of the convolutional code at low SNRs, but improvesemapidly than that of the convolutional
coding as the SNR is increased. As the number of iteratioed kg the turbo decoder increases, the turbo
decoder performs significantly better. However, after eiggrations there is little improvement achieved
by using further iterations. For example, it can be seen frigare 3.21 that using 16 iterations rather than
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(K=3, Gy=7 G;=5, 1000 bit interleaver, first code terminated, 8 iterations Log-MAP decoder 10,000 blocks)
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Figure 3.22: BER performance comparison between one-third- and hadftusbo codes using parameters
of Table 3.5.

eight gives an improvement of only about 0.1 dB. Similar lssare obtained when using the SOVA; again
there is little improvement in the BER performance of theadter from using more than eight iterations.

Hence for complexity reasons usually only between aboutidlZriterations are used. Accordingly, unless
otherwise stated, in our simulations we used eight itematidn the next section we consider the effects of
puncturing.

3.4.2 Effects of Puncturing

As described in Section 3.2, in a turbo encoder two or morepomrant encoders are used for generating
parity information from an input data sequence. In our woekhave used two RSC component encoders,
and this is the arrangement most commonly used for turbosdealéng coding rates below two-thirds. Typ-
ically, in order to generate a half-rate code, half the gduiits from each component encoder are punctured.
This was the arrangement used in the seminal paper by Betral on the concept of turbo codes [12].
However, it is of course possible to omit the puncturing aadgmit all the parity information from both
component encoders, which gives a one-third-rate code p&tfermance of such a code, compared to the
corresponding half-rate code, is shown in Figure 3.22. imftgure the encoders use the same parameters
as were described above for Figure 3.21. It can be seen #mamitting all the parity information gives a
gain of about 0.6 dB, in terms df; /Ny, at a BER ofl0~*. This corresponds to a gain of about 2.4 dB
in terms of channel SNR. Very similar gains are seen for twdntes with different frame lengths. Let us
now consider the performance of the various soft-in softemmponent decoding algorithms which were
described in Section 3.3.

3.4.3 Effect of the Component Decoder Used

Figure 3.23 shows a comparison between turbo decoders th&mtifferent component decoders described
in Section 3.3 for a turbo encoder using the parametersibesicabove. In this figure the ‘Log MAP (Ex-
act)’ curve refers to a decoder which calculates the caoedterm f.(z) in Equation 3.56 of Section 3.3.5
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(K=3,G¢=7 G;=5, 1000 bit interleaver, first code terminated, 8 iterations, 10,000 blocks)
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Figure 3.23: BER performance comparison between different componextdigs for a random interleaver
with L=1000. Other parameters as in Table 3.5.

exactly, i.e. using:
fe(z) =In(1 +e7), (3.72)

rather than using a look-up table as described in [52]. Thg-M&P curve refers to a decoder which
does use a look-up table with eight valuesfefx) stored, and hence introduces an approximation to the
calculation of the LLRs. It can be seen that, as expectedyithe and the Log-MAP (exact) algorithms
give identical performances. Furthermore, as Rober&tal. found [52], the look-up procedure for the
values of thef.(z) correction terms introduces no degradation to the perfoc@af the decoder.

It can also be seen from Figure 3.23 that the Max-Log-MAP &ed3IOVA both give a degradation in
performance compared to the MAP and Log-MAP algorithms. BER of 10~ this degradation is about
0.1 dB for the Max-Log-MAP algorithm, and about 0.6 dB for ®@VA.

Figure 3.24 compares the Log-MAP, Max-Log-MAP and SOVA ailifpons for a turbo decoder with a
frame length of only 169 bits, rather than 1000 bits as wad t@d~igure 3.23. It can be seen that although
all three decoders give a worse BER performance than thasensim Figure 3.23, the differences in the
performances between the decoders are very similar to 8tasen in Figure 3.23. Similarly, Figure 3.25
compares these three decoding algorithms for a one-tatedende, and again the degradations relative to a
decoder using the Log-MAP algorithm are about 0.1 dB for tlexMog-MAP algorithm, and about 0.6 dB
for the SOVA.

3.4.4 Effect of the Frame Length of the Code

In the original paper on turbo coding by Berretal.[12], and in many of the subsequent papers, impressive
results have been presented for coding with very large flamgths. However, for many applications, such
as for example speech transmission systems, the largesdielagrent in using high frame lengths are
unacceptable. Therefore an important area of turbo codisgarch is achieving as impressive results with
short frame lengths as have been demonstrated for long fength systems.

Figure 3.26 shows how dramatically the performance of tedates depends on the frame len§thsed
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(K=3,Gy=7 G;=5, 13x13 hit block interleaver, first code terminated, 8 iterations, 60,000 blocks)
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Figure 3.24: BER performance comparison between different componestdigs for aL=169,13 x 13,
block interleaver. Other parameters as in Table 3.5.

(No puncturing (1/3 rate code), K=3 467 G,=5, 1000 bit interleaver, first code terminated, 8 iterations, 40,000 blocks)
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Figure 3.25: BER performance comparison between different componemtdias for arandom interleaver
with L=1000 using a one-third rate code. Other parameters as la 3db
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(K=3 Gy=7 G;=5, Log MAP decoder, first code terminated, 8 iteraticn$(,000,000 data bits)
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Figure 3.26: Effect of frame length on the BER performance of turbo codingl interleavers except
L = 169 block interleaver use random separated Interleavers [B8jer Parameters as in
Table 3.5.

in the encoder. The 169-bit code would be suitable for usespeach transmission system at approximately
8 kbit/s with a 20 ms frame length [156], while the 1000-bitleavould be suitable for video transmission.
The larger frame length systems would be useful in data ofreahtime transmission systems. It can be
seen from Figure 3.26 that the performance of turbo codesrisimpressive for systems with long frame
lengths. However, even for a short frame length systemgus® bits per frame, it can be seen that turbo
codes give good results, comparable to or better than araeamsiength X' = 9 convolutional code. The
use of theK = 9 convolutional code as a bench-marker is justified below.

As noted in Section 3.3, a single decode with the Log-MAP dec@s about four times as complex as
decoding the same code using a standard Viterbi decodercdrees shown in Figure 3.26, and in most
of our results, use two component decoders with eight iterat Therefore the overall complexity of a
turbo decoder is approximatelyx 8 x 4 = 64 times that of a Viterbi decoder for one of the component
convolutional codes. This means that the complexity of oudod decoder using eight iterations of two
K = 3 component codes is approximately the same as the comptebatyiterbi decoder for an ordinary
K = 9 convolutional code. In order to provide a comparison betwbe performance of turbo codes and
convolutional codes for similar complexity decoders, wi @@ampare ourK’ = 3 turbo codes with an eight
iteration decoder to & = 9 convolutional code.

Figure 3.26 shows the performance of such a convolutiordg.cA non-recursive (2,1,9) convolutional
code using the generator polynomidéls = 561 andG:1 = 753 in octal notation, which maximise the free
distance of the code [126], was used. These generator puolgigprovide the best performance in the
AWGN channels we use in this section. A frame length of 169 isitused, and the code is terminated.
It can be seen that even for the short frame length of 169thitsp codes outperform similar complexity
convolutional codes. As the frame length is increased, gnBppmance gain from using turbo codes, rather
than high-constraint-length convolutional codes, insesadramatically.

Figure 3.27 shows how the performance of a one-third ratstaode varies with the frame length of
the code. Again, the performance of the turbo code is bditetdnger the frame length of the code, but
impressive results are still obtained with a frame lengtlordfy 169 bits. Again the results for& = 9
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(no puncturing (1/3 rate), K=3 §7 G,=5, first code terminated, 8 iterations Log-MAP decodet(,000,000 data bits)
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Figure 3.27: Effect of frame length on BER performance of one-third ratdo coding. All interleavers
exceptL = 169 block interleaver use random interleavers. Other paramatein Table 3.5.

convolutional code are shown, this time using a third-rate 3,k = 1 code with the optimal generator
polynomials ofGy = 557, Gi1 = 663 andG2 = 711 [126] in octal notation. Again it can be seen that the
high-constraint-length convolutional code is outperfechby turbo codes with frame lengths of 169 and
higher.

Let us now consider the effect of using different RSC compbredes.

3.4.5 The Component Codes

Both the constraint length and the generator polynomiatsl irs the component codes of turbo codes are
important parameters. Often in turbo codes the generatgngmials which lead to the largest minimum
free distance for ordinary convolutional codes are usedpagh when the effect of interleaving is consid-
ered these generator polynomials do not necessarily lethe teest minimum free distance for turbo codes.
Figure 3.28 shows the huge difference in performance tharesult from different generator polynomi-
als being used in the component codes. The other paramatsnuthese simulations were the same as
detailed above in Table 3.5.

Most of the results provided in this chapter were obtainedgusonstraint length 3 component codes.
For these codes we have used the optimum generator polylsamigerms of maximising the minimum
free distance of the component convolutional codes, i.end75in octal representation. These generator
polynomials were also used for constraint length 3 turborgply Hagenauegt al. in [61] and Jung in [66].

It can be seen from Figure 3.28 that the order of these gemguvatynomials is important — the value 7
should be used for the feedback generator polynomial inrEi§ul (denoted in our work b§). If Go
andG, are swapped round, the performance of a convolutional doaté ¢egular and recursive systematic
codes) would be unaffected, but for turbo codes this givégrafieant degradation in performance.

The effect of increasing the constraint length of the conepbrrodes used in turbo codes is shown in
Figure 3.29. For the constraint length 4 turbo code we agséu uhe optimum minimum free distance
generator polynomials for the component codes (15 and 1@tai,d.3 and 15 in decimal representations).
The resulting turbo code gives an improvement of about OR2&tch BER ofl0~* over theK = 3 curve.
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(K=3, Log MAP decoder, 8 iterations, 1000 bit interleaver, first code terminated, 10,000 blocks)
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Figure 3.28: Effect of generator polynomials on BER performance of turbding. Other parameters as in
Table 3.5.

(Log MAP decoder, 8 iterations, 1000 bit random separated interleaver, first code terminated, 10,000 blocks)
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Figure 3.29: Effect of constraint length on the BER performance of turbding. Other parameters as in
Table 3.5.
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(K=3, Gy=7 G;=5, Log MAP decoder, 1000 bit interleaver, first code terminated, 8 Iterations, 50,000 blocks)
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Figure 3.30: Effect of block interleaver choice fdt ~ 190 frame length turbo codes. Other parameters as
in Table 3.5.

For the constraint length 5 turbo code we used the octal gergpolynomials 37 and 21 (31 and 17
in decimal), which were the polynomials used by Beretal. [12] in the original paper on turbo coding.
We also tried using the octal generator polynomials 23 an¢ll95and 29), which are again the optimum
minimum free distance generator polynomials for the conepboodes, as suggested by Hagenauat. in
[61]. We found that these generator polynomials gave alidestical results to those used by Beredial.

It can be seen from Figure 3.29 that increasing the constiemgth of the turbo code does improve its
performance, with thé{ = 4 code performing about 0.25 dB better than #ie= 3 code at a BER of
10~*, and theK = 5 code giving a further improvement of about 0.1 dB. Howeveese improvements
are provided at the cost of approximately doubling or quplilng the decoding complexity. Therefore,
unless otherwise stated, we have used component codes watistraint length of 3 in our work. Let us
now focus on the effects of the interleaver used within thkedwencoder and decoder.

3.4.6 Effect of the Interleaver

It is well known that the interleaver used in turbo codes hagta influence on the performance of the
code. The interleaver design together with the generattynpmials used in the component codes, and
the puncturing used at the encoder, have a dramatic affeitteofiee distance of the resultant turbo code.
Several algorithms have been proposed, for example ineredes [150] and [65], that attempt to choose
good interleavers based on maximising the minimum freeadést of the code. However, this process
is complex, and the resultant interleavers are not nedgssatimum. For example, in [157] random
interleavers designed using the technique given in [65]carapared to a2 x 16 dimensional block
interleaver, and the ‘optimised’ interleavers are foungdédorm worse than the block interleaver.

In [68] a simple technique for designing good interleaversich is referred to as ‘odd—even separation’
is proposed. With alternate puncturing of the parity bitsrfreach of the component codes, which is the
puncturing most often used, if an interleaver is designetiaithe odd and even input bits are kept separate,
then it can be shown that one (and only one) parity bit assstiaith each information bit will be left
unpunctured. This is preferable to the more general sitoatihere some information bits will have their
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(K=3, Gy=7 G;=5, Log MAP decoder, 8 iterations, first code terminated, 10,000 blocks)
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Figure 3.31: Effect of interleaver choice fof. ~ 961 frame length turbo codes. Other parameters as in

Table 3.5.
(K=3, Gy=7 G;=5, Log MAP decoder, first code terminated, 8 iterations, 60,000 blocks)
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parity bits from both component codes transmitted, wheoghsrs will have neither of their parity bits
transmitted.

A convenient way of achieving odd—even separation in therliedver is to use a block interleaver with
an odd number of rows and columns [68]. The benefits of usirmddmumber of rows and columns with a
block interleaver can be seen in Figure 3.30. This shows gadson between turbo coders using several
block interleavers with frame lengths of approximately b&6. Thel2 x 16 dimensional block interleaver,
proposed for short frame transmission systems in [157] aed by the same authors in other papers such
as [66,67,158], clearly has a somewhat lower performarae te other block interleavers, which use an
odd number of rows and columns. Itis also interesting to tiweof the two block interleavers with an odd
number of rows and columns, the interleaver which is closdreing square (i.e. thE3 x 15 interleaver)
performs better than the more rectangularx 17 interleaver.

We also attempted using random interleavers of variousdrimgths. The effect of the interleaver
choice for a turbo coding system with a frame length of apipnaxely 960 bits is shown in Figure 3.31. It
can be seen from this figure that, as was the case with the eotteame lengths around 192 bits shown
in Figure 3.30, the block interleaver with an odd number efg@nd columns (th81 x 31 interleaver)
performs significantly better than the interleaver with &arenumber of rows and columns (tB@ x 32
interleaver). However, both of these interleavers are exfdpmed by the two random interleavers. In
the ‘random separated’ interleaver odd—even separatiopraposed by Barbulescu and Pietrobon [68], is
used. This interleaver performs very slightly better thaa ather random interleaver, which does not use
odd-even separation. However, the effect of odd—even agaris much less significant for the random
interleavers than it is for the block interleavers.

Similar curves are shown in Figure 3.32 for turbo coding sobe with approximately 169 bits per
frame. It can be seen again that the scheme using blockeateénlg with odd—even separation (i.e. the
13 x 13 interleaver) performs better than the scheme using bldekl@aving without odd—even separation
(i.e. thel2 x 14 interleaver). However, for this short frame length systéen tivo random interleavers
perform worse than the best block interleaver. From ourte&wappears that although random interleavers
give the best performance for turbo codes with long framgtlesy for short frame length systems the best
performance is given using a block interleaver with an oduloer of rows and columns.

When puncturing is not used, and we have a third-rate codehehefit of using odd—even separation
with block interleavers, i.e. using block interleavershndin odd number of rows and columns, disappears.
This can be seen from Figure 3.33, which compares the pesfmeenof a turbo code with no puncturing
using three different interleavers, all with a length of apgimately 169 bits. As in the case of the half-rate
turbo codes using puncturing in Figure 3.32, for a small #d@mgth, such as 169 bits, the best performance
is given by using a block rather than a random interleavewdder, it can be seen from Figure 3.33 that,
unlike for half-rate codes, for turbo codes without punictgrthere is little difference between the block
interleavers with and without odd—even separation, i.ewvéen thel3 x 13 and12 x 14 interleavers.

In [159] Herzberg suggests that a ‘reverse block’ inteeaie. a block interleaver in which the
output bits are read from the block in the reverse orderiveldad an ordinary block interleaver, gives an
improved performance over ordinary block interleaversalde suggests that for high SNRs, and hence for
low BERS, reverse block interleavers having a short framgtte give a better performance than random
interleavers having a significantly higher frame lengthwdeer, as can be seen from Figure 3.34, which
portrays the performance of ordinary and reverse blocklgdeers for various frame lengths, we found very
little difference between the performances of block an@rss block interleavers. One difference between
our results and those in [159] is that we have used punctuatferdte turbo codes, whereas Herzberg
used turbo codes without puncturing. However, we found ¢heh with third-rate turbo codes using no
puncturing, and usin@g4 x 14 interleavers as Herzberg did, the performances of blockreverse block
interleavers were almost identical. It appears in [1591 fbaturbo codes with long random interleavers,
and with an ordinary block interleaver, Herzberg used theegator polynomialssyy = 5 andG; = 7,
whereas for the reverse block interleaver he used the gengralynomialsGo = 7 andG, = 5. The
generator polynomial&o = 5 andG; = 7 were used so that the performance of turbo codes with long
random interleavers could be approximated using the Unbamé and the error coefficients calculated by
Benedetto and Montorsi in [59] for these generator polyradsniHowever, as was seen in Figure 3.28, these
generator polynomials give a significantly worse perforogathan the generator polynomials = 7 and
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(No puncturing (1/3 rate), K=3 &7 G,=5, first code terminated, 8 iterations Log MAP decoder, 200,000 blocks)

10"

10°
x s
L
m
2
10°
5
= ——- Uncoded
[J —— 13x13 Block Interleaver
2| & —— 12x14 Block Interleaver
A —— L=169 Random Interleave
10* :
0.0 0.5 2.0

1.0
Ey/No (dB)

Figure 3.33: Effect of interleaver choice for third-rafe ~ 169 frame length turbo codes. Other parameters
as in Table 3.5.
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Figure 3.34: BER performance of block and reverse block interleavereeOparameters as in Table 3.5.
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(K=3, Gy=7 G;=5, 8 Iterations, 1000 Bit Random Interleaver, 10,000 Blocks)
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Figure 3.35: Effect of using incorrect channel reliability measudeson an iterative turbo decoder using
various component decoders. Other parameters as in Table 3.

G1 = 5 we have used for most of our simulations, and Herzberg ustdhis reverse block interleaver.
Thus it appears that the reason Herzberg found such pragmissults for the reverse block interleaver was
not because of this interleaver’s superiority, but becanigbe inferiority of the generator polynomials he
used with random and block interleavers.

Let us now focus our attention on the effect of the estimatiothe channel reliability measure..

3.4.7 Effect of Estimating the Channel Reliability ValueL.

In the previous section we highlighted how the componentdexs of an iterative turbo decoder interacted
using soft inputs, the channel inputsyx; as well as the a-priori inputs(uy, ), and provided the a-posteriori
LLRs L(ux|y) as soft outputs. In the MAP and Log-MAP algorithms the champuts and a-priori infor-
mation are used to calculate the transition probabilitigs, s) that are then used to recursively calculate
the ax(s) and Bk (s) and finally the a-posteriori LLRE (ur|y). Similarly, in the Max-Log-MAP and the
SOVA algorithms the channel and a-priori information valaee used to update metrics, which are then
used to give the soft-output a-posteriori LLRs. In this getive investigate how important an accurate
estimate of the channel reliability measurgis to the good performance of an iterative turbo decoder.

Figure 3.35 shows the performance of iterative turbo demodsing three different component
decoders:- the Log-MAP, Max-Log-MAP and the SOVA algorithmFor each component decoder type
the continuous line shows the performance of the codec wieenftannel reliability valué.. is calculated
exactly using the known channel SNR. For all our previousltesve assumed that the channel SNR, and
hence the correct value @f., would be known at the decoder. The broken curves in Figia® $how how
the three component decoders perform whetis not known. For these curves the valuedof= 1, which
corresponds to a value @, /Ny of —3 dB, was used at all channel SNRs. It can be seen from Figube 3.3
that for the SOVA and the Max-Log-MAP algorithms the turba@alder performs equally well whether or
not the correct value af. is known. However, for the Log-MAP algorithm the performaru the iterative
turbo decoder is drastically affected by the valud.efused.
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The reason for these effects can be understood by congiddséndifferent operation of the three al-
gorithms, as was described in Section 3.3. In the SOVA theméavaluesL.yx; are used to recursively
calculate the metric8/,, using Equation 3.63. The metrid,, for a stateS, = s along a path is given by
the metricM,,—, for the previous state along the path, added to an a-prifanirimation term and to a cross-
correlation term between the expected and the receivechehaalues;zy; andyx;. The channel reliability
measurd.. is used to scale this cross-correlation between the rataivd expected channel values. Then,
once the ML path has been identified, the soft outputs fronalperithm are given by the minimum metric
difference between the ML path and the paths merging withNHi path, as seen in Equation 3.68. When
we use an incorrect value éf., effectively we are scaling the inputs to the component deroby a factor.
For instance, if we simply usé. = 1, then we scale the channel input values by a factor of onetheer
correct value ofL.. In the SOVA this has the effect of scaling all the metrids by the same factor, and
as the a-posteriori LLRs from the algorithm are given by tifiecence between metrics for different paths,
these output LLRs are also scaled by the same factor. Whithipahosen by the algorithm as the ML
path will be unaffected by this scaling of the metrics, andh&ohard decisions given by the algorithm will
be unaffected by using the incorrect value/of

Consider now the operation of the SOVA as a component deceitlein an iterative turbo decoder.
Assuming that no a-priori information about the values eflbits is available to the iterative turbo decoder,
the first component decoder in the first iteration takes chlavalues only. The a-priori information values
L(uy) are set equal to zero. If the correct value of the channelbitity measure for the channel SNR used
is L., but an incorrect value dt. is used instead, then effectively the channel input valuiéshave been
scaled by a factoX, where:

LC

X = I (3.73)
The first component decoder will process these scaled chealnes, and give soft-output LLRS(ur|y).
From our discussions above these soft outputs, and henaxtiesic informationL. (uy) derived from
them using Equation 3.71, will be equal to the correct safpots scaled byX'. Next the second component
decoder will take a-priori information, equal to the in&&Ved extrinsic informatiofi. (ux) from the first
decoder and the channel inputs, and will use these valuesi¢alate its soft outputs. Both the channel
valuesjicykl and the a-priori informatiord (u ) will have been scaled bi relative to their values if the
correctL. had been used, and so again all the metrics used in the SOVAeanlcaled byX, and the soft
outputs from this decoder will simply be the correct softputs scaled by the factdr. Hence we see that,
because of the linearity in the SOVA, the effect of using awirect value of the channel reliability measure
is that the output LLRs from the decoder are scaled by a confdator. The relative importance of the
two inputs to the decoder, i.e. the a-priori information #imel channel information, will not change, since
the LLRs for both these sources of information will be scdigdhe same factor. The soft outputs from
the final component decoder in the final iteration will have #ame sign as those that would have been
calculated using the correct value bf, and will merely have been scaled B§. Hence the hard outputs
from an iterative turbo decoder using the SOVA are unaftkébiethe value of the channel reliability value
L. used, as can be seen from Figure 3.35.

The same linearity that is present in the SOVA is also fourtiérMax-Log-MAP algorithm. Instead of
one metric two are calculated, but again only simple adatiof the cross-correlation of the expected and
received channel values are used. Hence, if an incorrast wdlthe channel reliability value is used, all the
metrics are simply scaled by a factar. As in the SOVA, the soft outputs are given by the differerices
metrics between different paths, and so the same argumertsassed above for the SOVA will also apply
to the Max-Log-MAP algorithm:- if the input channel value® acaled byX, then the soft outputs of all
the component decoders will also be scaled¥hyand the final hard decisions given by the turbo decoder
will be unaffected.

Let us now consider the Log-MAP algorithm. This is identimathe Max-Log-MAP algorithm, except
for a correction factorf.(z) = In(1 + e~ *) used in the calculation of the forward and backward metrics
Ar(s) andBx(s) and the soft-output LLRs. The functigfa(x) is non-linear — it decreases asymptotically
towards zero ag increases. Hence the linearity that is present in the Magé\P and SOVA algorithms
is not present in the Log-MAP algorithm. We found that theeeffof this non-linearity is two-fold if
an incorrect value of the channel reliability value is usé&dst, even when only the channel values are
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(K=3, Gy=7 G;=5, 8 Iterations, 1000 Bit Random Interleaver, Log-MAP Decoder, 10,000 Blocks)
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Figure 3.36: BER within an iterative turbo decoder using the Log-MAP digroand the parameters of
Table 3.5, with correct and incorrect channel reliabiligfuesL..

used to calculate the soft outputs from the algorithm, themmnent decoder makes more hard-decision
errors than if the correct value df. were used. This is the case for the first component decodéein t
first iteration, where the a-priori information valuégu) are assumed to be equal to zero. Figure 3.36
shows the performance of an iterative turbo decoder usimgdly-MAP algorithm after the first component
decoder in the first iteration, denoted by ‘Dec 1 It 1’ in thg,kehen both the correct value of the channel
reliability measurel. and an incorrect value df. = 1 are used. It can be seen from this figure that when
the channel reliability valué.. = 1 is used the BER for the first component decoder in the firsiti@m is
significantly increased.

As well as making more hard-decision errors, if an incorkadtie of the channel reliability measure
is used with the Log-MAP algorithm, then the extrinsic infation derived from the soft-output values
from the first component decoder has incorrect amplitudbis Means that the a-priori information that is
used by the second decoder in the first iteration, and by betbders in subsequent iterations, will have
incorrect amplitudes relative to the soft channel inputsan iterative turbo decoder the feeding of a-priori
information from one component decoder to the next allowespidrdecrease in the BER of the decoder as
the number of iterations increases, as was seen in Figute Bl@wever, when the incorrect value bf
is used in an iterative turbo decoder employing the Log-MAg®r@thm, owing to the incorrect scaling of
the a-priori information relative to the channel inputs,suzh rapid fall in the BER with the number of
iterations occurs. In fact the performance of the decodirigely unaffected by the number of iterations
used. This can be seen from Figure 3.36, which shows the BiRthie second decoder after one and two
iterations. A significant performance improvement can beeoled between the first and second iterations
when the correct value di. is used. By contrast, when the valuelof = 1 is used, there is only a marginal
improvement between the first and second iteration.

In reference [160] Summers and Wilson consider the degmadat the performance of an iterative
turbo decoder using the MAP algorithm when the channel SNiiscorrectly estimated. As explained
in Section 3.3, the MAP and Log-MAP algorithms give identtioatputs and hence our analysis of the
Log-MAP algorithm also applies to the MAP algorithm. In [188e authors propose a method for blind
estimation of the channel SNR, using the ratio of the avesggared received channel value to the square
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(K=3, Gy=7 G;=5, 8 Iterations, 1000 Bit Random Interleaver, Log-MAP Decoder, 10,000 Blocks)
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Figure 3.37: Turbo decoder performance using the Log-MAP algorithm dedpgarameters of Table 3.5
with a constant estimated channel reliability measiye

of the average of the magnitudes of the received channetsakor a one-third-rate code and a block length
of 420 data bits (so 1260 coded bits are transmitted) it isvehthat the SNR derived using this method

rarely differs from the true SNR by more than 3 dB. It is alsowh that using these estimated SNRs to
derive a channel reliability measure gives a turbo decodeiopmance using the MAP algorithm almost

identical to that given using channel reliability measutesved from the true SNR.

Our work presented here shows that if the Max-Log-MAP or S@igorithms are used as the compo-
nent decoders, then no such SNR estimation is necessarydds@decoder. If the MAP, or equivalently
the Log-MAP, algorithm is used then, as can be seen from EigL85, if a very inaccurate value &t is
used the turbo decoder performance will be drasticallyctdfd However, we have found that the value
of L. used does not have to be very close to the true value for a g&#t g@rformance to be obtained.
Figure 3.37 compares the performance of a turbo decodeg tisnLog-MAP algorithm with the correct
value of L., to that of a scheme which uses a constant valuk.cf 2.52. This corresponds to a value of
E,/Ny of 1 dB. It can be seen that using this estimated valuk.afives a performance virtually identical
to that given with the correct value df. for values ofE;,/No from 0 to 2.5 dB, or BERs froni0~! to
1075. Hence, even when using the Log-MAP algorithm, only a rougfinete ofL. is needed.

Having investigated the performance of turbo codes whed ustth BPSK modulation over AWGN
channels, in the next section we discuss the use of both kdiomal and turbo codes with higher-order
modulation schemes. This allows turbo codes to be used taragswhich are both bandwidth and power
efficient.

3.5 Turbo Coding Performance over Rayleigh Channels

3.5.1 Introduction

In the previous sections we have discussed the performédrtcebm coding in conjunction with various
modulation constellations over AWGN channels. We now mavto@n investigation of using turbo coding
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(uncorrelated rayleigh channel, convolutional code with K38%51 G=753 (oct), L=1000, terminated code, 10,000 blocks)
(tu[bo codes with K=3 g=7 G,=5 first code terminated, 8 iterations Log-MAP decodet0,000,000 data bits)
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Figure 3.38: BER performance of turbo codes with different frame lengthever perfectly interleaved
Rayleigh fading channels. Other turbo codec parameters Eabie 3.5.

over fading channels. In this work we have assumed Rayleidmg, and that the receiver has exact
estimates of the fading amplitude and phase inflicted by Hasgel. This assumption is justified, since
several techniques, such as for example Pilot Symbol Asbistodulation (PSAM) [161], are available
for providing practical mechanisms of Channel State Infation (CSI) recovery, achieving a performance
close to that assuming perfect CSl recovery. In Sectior2 3. look at the performance of various turbo
codes over Rayleigh fading channels which are perfecthrlieaved. Then in Section 3.5.3 we consider
the effects correlations experienced in real Rayleighig@dhannels have, and evaluate the performance of
turbo codes in such channels.

3.5.2 Performance over Perfectly Interleaved Narrowband
Rayleigh Channels

Figure 3.38 shows the performance of three turbo codes \ffgreht frame lengthd. over a perfectly
interleaved Rayleigh fading channel using BPSK modulatiat the turbo codecs use twA” = 3 RSC
component codes with generator polynomi@ls = 7 andG, = 5. At the decoder eight iterations of the
Log-MAP decoder are used. Also shown in Figure 3.38 is théopmance of a constraint lengthi = 9
convolutional code which, as explained earlier, has a dacodmplexity which is similar to or slightly
higher than that of the turbo decoder. It can be seen thautbe todes with frame lengths @f = 1000

or L = 10000 give a significant increase in performance over the conimiat code. Even the turbo code
with a short frame length of 169 bits outperforms the contiohal code for BERs below0~3.

Comparing the performance of tie= 169, L = 1000 and L = 10, 000 turbo codes in Figure 3.38
to those in Figure 3.26 for the same codes over an AWGN chammebee that the perfectly interleaved
fading of the received channel values degrades the BERrpegifice of the code by around 2 dB at a BER
of 10~*, with a larger degradation for the shorter frame length sode

The short frame length = 169 turbo codec in Figure 3.38 usedax 13 block interleaver. We found
in Section 3.4.6 that when communicating over a Gaussiannghafor a half-rate turbo code having short
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(K=3,Gy=7 G;=5, uncorrelated rayleigh channel, first code terminated, 8 iterations Log-MAP decoder, 60,000 blocks)
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Figure 3.39: BER performance of turbo codes with different interleavexgr perfectly interleaved
Rayleigh fading channels. Other turbo codec parameters Eabie 3.5.

frame lengths, a block interleaver with an odd number of raws columns should be used. Figure 3.39
shows the effect of using different interleavers, all witframe length of approximately 169 bits, on the
BER performance of a turbo codec over a perfectly interlea/®ayleigh channel. It can be seen from this
figure that again for the short frame length of 169 bits the pesdformance is given by a block interleaver
with an odd number of rows and columns. This block interleaeheives odd—even separation [68] so that
each data bit has one, and only one, of the two parity bitscéstsal with it transmitted. Th&2 x 14 block
interleaver shown in Figure 3.39 does not give odd—evenragpa, and so even though its frame length
is almost identical to that of th&3 x 13 block interleaver (168 rather than 169 bits) it performs @dn

1 dB worse than thé&3 x 13 block interleaver at a BER af0~*. The two random interleavers shown in
Figure 3.39 also perform worse than th& x 13 block interleaver, although the random interleaver with
odd-even separation does perform better than the nonateganterleaver.

Figure 3.40 shows how the choice of the component decodexs atsthe turbo decoder affects the
performance of the codec over a perfectly interleaveredergly channel. It can be seen that again the
Log-MAP decoder gives the best performance, followed byMa-Log-MAP decoder, with the SOVA
decoder, the simplest of the three, giving the worst perforre. It can also be seen that the differences
in performances between the different decoders are slitdrjer than they were over an AWGN channel
— the Max-Log-MAP decoder performs about 0.2 dB worse thanlthg-MAP decoder, and the SOVA
decoder is about 0.8 dB worse than the Log-MAP decoder.

Figure 3.41 shows the effect of puncturing on a turbo codé Wwame length, = 1000 over the
perfectly interleaved Rayleigh channel. In Figure 3.22 @ that over the AWGN channel the third-rate
code outperformed the half-rate code by about 0.6 dB in terfds, /No. We see from Figure 3.41 that
again for the perfectly interleaved Rayleigh channel tlffeidince in performance is bigger — about 1.5 dB
in terms ofE, /Ny or about 3.25 dB in terms of channel SNR.
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(K=3,Gy=7 G;=5, uncorrelated rayleigh channel, 1000 bit interleaver, first code terminated, 8 iterations, 10,000 blocks)
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Figure 3.40: BER performance of turbo codes wifh = 1000 using different component decoders over

perfectly interleaved Rayleigh fading channels. Othdsdwodec parameters as in Table 3.5.

(K=3,Gy=7 G;=5, uncorrelated rayleigh channel, 1000 bit interleaver, first code terminated, 8 iterations, 10,000 blocks)
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Figure 3.41: The BER performance comparison between one-third- anchaleaate of turbo codes over
perfectly interleaved Rayleigh fading channels. Othdsdwodec parameters as in Table 3.5.
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(K=3,Gy=7 G;=5, 1000 bit interleaver, first code terminated, 8 iterations Log-MAP decoder, 10,000 blocks)
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Figure 3.42: Performance of turbo coding over Rayleigh fading channélgbo codec parameters as in
Table 3.5.

3.5.3 Performance over Correlated Narrowband Rayleigh Chanels

Figure 3.42 shows the performance of a half-rate turbo epslstem withl, = 1000 over various Rayleigh
fading channels. It can be seen that by far the best perfaen@nachieved over the perfectly inter-
leaved Rayleigh channel, where there is no correlation éetveuccessive fading values. The narrowband
Rayleigh channel exhibits a normalised Doppler frequetiigf; o= 2.44%10~4, since we assumed a carrier
frequency of 1.9 GHz, a symbol rate of 360 KBaud and a vehiggdaed of 50 km/h. It can be seen that the
turbo codes give a significant coding gain over the uncodeR Bisults even for this channel. We found
that for Rayleigh fading channels exhibiting faster fading. a higher normalised Doppler frequency, the
coding gain increased. Furthermore, it can be seen thataaténg the output bits of the turbo encoder
before transmission over the Rayleigh fading channel ingsdhe performance for the narrowband system
by about 2.5 dB at a BER dfo~%. This gain was acheived by merely interleaving over the 26i0&ngth

of the output block of the turbo encoder. Higher interlegugains can be achieved at the cost of extra delay,
by interleaving over longer periods. Near-perfect int&vlag over a significantly longer period would give
the performance indicated by the uncorrelated Rayleighecur Figure 3.42.

Also shown in Figure 3.42 is the performance of our turbo comlethe context of an Orthogonal
Frequency Division Multiplexing (OFDM) system communiogt over Rayleigh fading channels. The
performance of turbo coded OFDM will be explored in more Heptvarious parts of the book, but suffice
to say here that OFDM achieves a good turbo coded performavideh is close to that recorded, when
communicating over the perfectly interleaved Rayleighncteh. Again, interleaving over the 2000 output
bits of the turbo encoder substantially improves the acttikvcoded performance.

3.6 Summary and Conclusions

In this chapter we have characterised the performance o ttwding schemes in conjunction with BPSK
modulation, when communicating over both AWGN and Raylaghnnels. As expected, the turbo codes
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have been shown to perform significantly better than cortiaial codes. We have demonstrated the effects
of the various decoding algorithms, the constraint lengthgenerator polynomials of the constituent codes,
as well as the influence of the transmission frame length@acthievable performance. Furthermore, based
on our detailed investigations we have demonstrated theriiapce of the choice of the interleaver in the
context of turbo codes. More explicitly, we have reacheddliewing conclusions regarding the choice of
interleavers:

e When block interleavers are used in conjunction with hatércodes, an odd number of rows and
columns should be used.

e For long frame length systems random interleavers perfattebthan block interleavers, but for
shorter frame length systems, such as those that might bifasgpeech transmission, block inter-
leavers perform better.

Finally, in Section 3.5 we provided performance resultsamtigd when using turbo codes in conjunction
with BPSK and QPSK modulation for transmissions over Rayléading channels.
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13.1 Introduction

In this chapter our elaborations are related to a set of aoesberror control techniques, where channel
coding and modulation are carried out jointly. At the reeeiit is possible to employ both iterative and
non-iterative detection and, as expected, the latter faafiiterative decoders typically achieves a better
performance, although at the cost of an increased implatienal complexity.

Since we are relying on convolutional coding principlesniféarity with the basic concepts of Chap-
ters 2 and 3 is assumed.

The radio spectrum is a scarce resource. Therefore, one afdist important objectives in the design
of digital cellular systems is the efficient exploitatiortié available spectrum, in order to accommodate the
ever-increasing traffic demands. Trellis-Coded ModutaibCM) [290], which will be detailed in Section
13.2, was proposed originally for Gaussian channels, budastfurther developed for applications in mobile
communications [291, 292]. Turbo Trellis-Coded Modulati@ TCM) [92], which will be augmented in
Section 13.4, is a more recent joint coding and modulatidres® that has a structure similar to that
of the family of power-efficient binary turbo codes [12], lmhploys TCM schemes as component codes.
TTCM [92] requires approximately 0.5 dB lower Signal-toimRatio (SNR) at a Bit Error Ratio (BER) of
10~* than binary turbo codes when communicating using 8-levakBIShift Keying (8PSK) over Additive
White Gaussian Noise (AWGN) channels. TCM and TTCM invoked Bartitioning (SP) based signal
labelling, as will be discussed in the context of Figure 1B.@rder to achieve a higher Euclidean distance
between the unprotected bits of the constellation, as wiesiiw during our further discourse. It was
shown in [290] that parallel trellis transitions can be assed with the unprotected information bits; as
we will augment in Figure 13.2(b), this reduced the decodiomplexity. Furthermore, in our TCM and
TTCM oriented investigations random symbol interleaveather than bit interleavers, were utilised, since
these schemes operate on the basis of symbol, rather thaedigions.

Turbo Coding, Turbo Equalisation and Space-Time Coding
L.Hanzo, T.H. Liew, B.L. Yeap,
(©2002 John Wiley & Sons, Ltd. ISBN 0-470-84726-3
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Another coded modulation scheme distinguishing itself tiysing bit-based interleaving in conjunc-
tion with Gray signal constellation labelling is referramas Bit-Interleaved Coded Modulation (BICM)
[84]. More explicitly, BICM combines conventional convtilbnal codes with several independent bit in-
terleavers, in order to increase the achievable diversigroto the binary Hamming distance of a code
for transmission over fading channels [84], as will be shinvBection 13.5.1. The number of parallel bit
interleavers equals the number of coded bits in a symboh#8BICM scheme proposed in [84]. The perfor-
mance of BICM is better than that of TCM over uncorrelatedenfectly interleaved narrowband Rayleigh
fading channels, but worse than that of TCM in Gaussian aslarowing to the reduced Euclidean dis-
tance of the bit-interleaved scheme [84], as will be demratest in Section 13.5.1. Recently iterative joint
decoding and demodulation assisted BICM (BICM-ID) was psgal in an effort to further increase the
achievable performance [90,293-297], which uses SP-tsgedl labelling. The approach of BICM-ID is
to increase the Euclidean distance of BICM, as will be shaw@ection 13.6, and hence to exploit the full
advantage of bit interleaving with the aid of soft-decisieadback-based iterative decoding [298].

In this chapter, we are going to study the properties of tlvedmentioned TCM, TTCM, BICM and
BICM-ID schemes. Their performance will be evaluated int®ecl13.7.

13.2 Trellis-Coded Modulation

The basic idea of TCM is that instead of sending a symbol farbyem information bits, for example two
information bits for 4-level Phase Shift Keying (4PSK), wéroduce a parity bit, while maintaining the
same effective throughput of 2 bits/symbol by doubling thenber of constellation points in the original
constellation to eight, i.e. by extending it to 8PSK. As asmmuence, the redundant bit can be absorbed
by the expansion of the signal constellation, instead oépiiag a50% increase in the signalling rate, i.e.
bandwidth. A positive coding gain is achieved when the dwtrital effect of decreasing the Euclidean
distance of the neighbouring phasors is outweighted by dding gain of the convolutional coding incor-
porated.

Ungerbdck has written an excellent tutorial paper [29%jal fully describes TCM, and which this
section is based upon. TCM schemes employ redundant nanybimodulation in combination with a finite
state Forward Error Correction (FEC) encoder, which gavéine selection of the coded signal sequences.
Essentially the expansion of the original symbol set alssorbre bits per symbol than required by the data
rate, and these extra bit(s) are used by a convolutionaldemaghich restricts the possible state transitions
amongst consecutive phasors to certain legitimate cdaisoels. In the receiver, the noisy signals are
decoded by a trellis-based soft-decision maximum likeltheequence decoder. This takes the incoming
data stream and attempts to map it onto each of the legitipteteor sequences allowed by the constraints
imposed by the encoder. The best fitting symbol sequencaddve minimum Euclidean distance from
the received sequence is used as the most likely estimate afansmitted sequence.

Simple four-state TCM schemes, where the four-state adgefers to the number of possible states
that the encoder can be in, are capable of improving the tobss of 8PSK-based TCM transmission
against additive noise in terms of the required SNR by 3dB pamed to conventional uncoded 4PSK
modulation. With the aid of more complex TCM schemes the mgdjain can reach 6 dB [299]. As
opposed to traditional error correction schemes, thesegae obtained without bandwidth expansion, or
without the reduction of the effective information rate.&hg, this is because the FEC encoder’s parity bits
are absorbed by expanding the signal constellation in dod@ansmit a higher number of bits per symbol.
The term ‘trellis’ is used, because these schemes can balsbby a state transition diagram similar to
the trellis diagrams of binary convolutional codes [300heTdifference is that in the TCM scheme the
trellis branches are labelled with redundant non-binarglmtation phasors, rather than with binary code
symbols.

13.2.1 TCM Principle

We now illustrate the principle of TCM using the example obarfstate trellis code for 8PSK modulation,
since this relatively simple case assists us in undersigritie principles involved.
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Figure 13.1: 8PSK set partitioning [290D|EEE, 1982, Ungerbdck.

The partitioned signal set proposed by Ungerbock [290, B%hown in Figure 13.1, where the binary
phasor identifiers are now not Gray encoded. Observe in theefihat the Euclidean distance amongst
constellation points is increased at every partitionirgpstThe underlined last two bits, namely bit 0 and
bit 1, are used for identifying one of the four partitionetssevhile bit 2 finally pinpoints a specific phasor
in each partitioned set.

The signal sets and state transition diagrams for (a) urcd&@SK modulation and (b) coded 8PSK
modulation using four trellis states are given in Figure218vhile the corresponding four-state encoder-
based modulator structure is shown in Figure 13.3. Obséraeafter differential encoding bit 2 is fed
directly to the 8PSK signal mapper, whilst bit 1 is half-ratewvolutionally encoded by a two-stage four-
state linear circuit. The convolutional encoder adds théyphit, bit O, to the sequence, and again these
two protected bits are used for identifying which constalasubset the bits will be assigned to, whilst the
more widely spaced constellation points will be selectembeding to the unprotected bit 2.

The trellis diagram for 4PSK is a trivial one-state treligjich portrays uncoded 4PSK from the view-
point of TCM. Every connected path through the trellis représ a legitimate signal sequence where no
redundancy-related transition constraints apply. In systems, starting from any state, four transitions
can occur, as required for encoding two bits/symbol. The fawallel transitions in the state trellis diagram
of Figure 13.2(a) do not restrict the sequence of 4PSK sysnthait can be transmitted, since there is no
channel coding and therefore all trellis paths are legittmadence the optimum detector can only make
nearest-phasor-based decisions for each individual symabeived. The smallest distance between the
4PSK phasors i§/2, denoted ady, and this is termed the free distance of the uncoded 4PSKadtation.
Each 4PSK symbol has two nearest neighbours at this distdfmeh phasor is represented by a two-bit
symbol and transitions from any state to any other statecgiiirhate.

The situation for 8PSK TCM is a little less simplistic. Thellis diagram of Figure 13.2(b) is consti-



382 CHAPTER 13. CODED MODULATION THEORY AND PERFORMANCE

2(010) dg = 2singt /8)
2, 1 1(001) d, =2
dO d2:2
dg=/2
4(100) 0(000)
3 dy 0 5101,  7(111)
6(110)
4-PSK Signal Set Redundant 8-PSK signal set
State
SR : ,
0 O :i!‘““
N R R W
AAA 0 1 el IO OO
ke K NSy
AN o> (s s
@V @SN ale\
OSSN S
11
n ° n+15 n+f n+3
One state trellis Four state trellis
(@) (b)

Figure 13.2: Constellation and trellis for 4- and 8PSK [298]IEEE, 1982, Ungerbdck.

tuted by four states according to the four possible statéiseo$hift-register encoder of Figure 13.3, which
we represent by the four vertically stacked bold nodes. oiatlg the elapse of a symbol period a new
two-bit input symbol arrives and the convolutional encé&lshift register is clocked. This event is char-
acterised by a transition in the trellis from sta#ig to stateS,, 11, tracking one of the four possible paths
corresponding to the four possible input symbols.

In the four-state trellis of Figure 13.2(b) associated litha 8PSK TCM scheme, the trellis transitions
occur in pairs and the states corresponding to the bold reméespresented by the shift-register staifs
andsS} in Figure 13.3. Owing to the limitations imposed by the cdational encoder of Figure 13.3 on the
legitimate set of consecutive symbols only a limited settafestransitions associated with certain phasor
sequence is possible. These limitations allow us to detettta reject illegitimate symbol sequences,
namely those which were not legitimately produced by thedag but rather produced by the error-prone
channel. For example, when the shift register of Figure 18i8 state (0,0), only the transitions to the
phasor points (0,2,4,6) are legitimate, whilst those tasphaoints (1,3,5,7) are illegitimate. This is readily
seen, because the linear encoder circuit of Figure 13.3otgmaduce a non-zero parity bit from the zero-
valued input bits and hence the symbols (1,3,5,7) cannotdduped when the encoder is in the all-zero
state. Observe in the 8PSK constellation of Figure 13.2{&) the underlined bit 1 and bit 0 identify four
twin-phasor subsets, where the phasors are opposite t@#aatin the constellation and hence have a high
intra-subset separation. The unprotected bit 2 is therkad/éor selecting the required phasor point within
the subset. Since the redundant bit 0 constitutes also dhe shift-register state bits, named§), from the
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Figure 13.3: Encoder for the four-state 8PSK trellis [298]IEEE, 1982, Ungerbock.

initial states of G;.,S%) = (0,0) or (1,0) only the even-valued phasors (0,2,4,6)itag. = 0 can emerge,
as also seen in Figure 13.2(b). Similarly, if we ha$é (S%) = (0,1) or (1,1) associated with = 1 then
the branches emerging from these lower two states of thestielFigure 13.2(b) can only be associated
with the odd-valued phasors of (1,3,5,7).

There are other possible codes, which would result in forrgta four distinct transitions from each
state to all possible successor states, but the one setemegroved to be the most effective [299]. Within
the 8PSK constellation we have the following distances: = 2sin(7/8), di = V2 andd, = 2. The
8PSK signals are assigned to the transitions in the fote-gteallis in accordance with the following rules:

1) Paralleltrellis transitions are associated with phabaring the maximum possible distance, namely
(d2), between them, which is characteristic of phasor pointiseérsubsets (0,4), (1,5), (2,6) and (3,7).
Since these parallel transitions belong to the same subB@we 13.2(b) and are controlled by the
unprotected bit 2, symbols associated with them should ffier apart as possible.

2) All four-state transitions originating from, or mergiimgo, any one of the states are labelled with
phasors having a distance aff leastd; = /2 between them. These are the phasors belonging to
subsets (0,2,4,6) or (1,3,5,7).

3) All 8PSK signals are used in the trellis diagram with equrabability.

Observe that the assignment of bits to the 8PSK constedlafiigure 13.2(b) does not obey Gray cod-
ing and hence adjacent phasors can have arbitrary Hamnstandes between them. The bit mapping and
encoding process employed was rather designed for exgdhie high Euclidean distances between sets of
points in the constellation. The underlined bit 1 and bit G-igfure 13.2(b) representing the convolutional
codec’s output are identical for all parallel branches eftitellis. For example, the branches labelled with
phasors 0 and 4 between the identical consecutive statdés)dfnd (0,0) are associated with (bit 1)=0 and
(bit 0)=0, while the uncoded bit 2 can be either ‘0’ or ‘1’, iding the phasors 0 and 4, respectively. How-
ever, owing to appropriate code design this unprotectetddsitthe maximum protection distance, namely
d2 = 2, requiring the corruption of phasor 0 into phasor 4, in otdénflict a single bit error in the position
of bit 2.

The effect of channel errors exhibits itself at the decogediberging from the trellis path encountered
in the encoder. Let us consider the example of Figure 13.érevthe encoder generated the phasors 0-0-0
commencing from state (0,0), but owing to channel errorsldmder’s trellis path was different from this,
since the phasor sequence 2-1-2 was encountered. Thelesg-tak distance of a TCM scheme can be
computed as the lower one of two distances. Namely, the deati distances between the phasors labelling
the parallel branches in the trellis of Figure 13.2(b) asged with the uncoded bit(s), which i& = 2
in our example, as well as the distances between trellisspditlerging and remerging after a number of
consecutive trellis transitions, as seen in Figure 13.4érfitst and last of the four consecutive (0,0) states.
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State

ST

n n+1 n+2 n+3

Figure 13.4: Diverging trellis paths for the computation @f,.... The parallel paths labelled by the sym-
bols 0 and 4 are associated with the uncoded bits ‘0’ and éEpectively, as well as with the
farthest phasors in the constellation of Figure 13.2(b).

The lower one of these two distances characterises theregsitience of the underlying TCM scheme, since
the error event associated with it will be the one most fratjyeesncountered owing to channel effects.
Specifically, if the received phasors are at a Euclideamuaigt higher than half of the code’s free distance
from the transmitted phasor, an erroneous decision will bdem It is essential to ensure that by using an
appropriate code design the number of decoded bit errorgnisnised in the most likely error events, and
this is akin to the philosophy of using Gray coding in a nagllis-coded constellation.

The Euclidean distance between the phasors of Figure )3a2@wciated with the parallel branches
is d2 = 2 in our example. The distance between the diverging trelfithe of Figure 13.2(b) la-
belled by the phasor sequences of 0-0-0 and 2-1-2 followire states{(0,0),(0,0),(0,0),(0,d and
{(0,0),(0,1),(1,0),(0,0) respectively, portrayed in Figure 13.4, is inferred frongu¥e 13.2(b) agli-do-
di1. By inspecting all the remerging paths of the trellis in Fg3.2(b) we infer that this diverging path has
the shortest accumulated Free Euclidean Distance (FEDg#émabe found, since all other diverging paths
have higher accumulated FED from the error-free 0-0-0 datinthermore, this is the only path having the
minimum free distance of/d? + d2 + d?. More specifically, the free distance of this TCM sequence is
given by:

dfree = min{da;\/d? + d2 + d2} (13.1)

= min{2; \/2 + (2.sin %)2 +2}. (13.2)

Explicitly, since the term under the square root in Equafi8t® is higher thamls = 2, the free distance
of this TCM scheme is given ultimately by the Euclidean dis&between the parallel trellis branches
associated with the uncoded bhit 2, i.e.:

Afree = 2. (13.3)

The free distance of the uncoded 4PSK constellation of Eid3:2(a) wasly = +/2 and hence the
employment of TCM has increased the minimum distance betwle® constellation points by a factor of
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Figure 13.5: Ungerbock’s RSC encoder and modulator forming the TCM dacorhe SP-based mapping
of bits to the constellation points was highlighted in FigaB.1.

2
free __

9=-g = % = 2, which corresponds to 3 dB. There is only one nearest-neighphasor at

dfree = 2, corresponding to the-rotated phasor in Figure 13.2(b). Consequently the presangement
can be rotated by, whilst retaining all of its properties, but other rotatsosre not admissible.

The number of erroneous decoded bits induced by the divgngath 2-1-2 is seen from the phasor
constellation of Figure 13.2(b) to be 1-1-1, yielding a katthree bit errors. The more likely event of a
bit 2 error, which is associated with a Euclidean distancé,of 2, yields only a single bit error.

Soft-decision-based decoding can be accomplished in s stThe first step is known as subset de-
coding, where within each phasor subset assigned to paraltesitions, i.e. to the uncoded bit(s), the
phasor closest to the received channel output in terms ofidean distance is determined. Having re-
solved which of the parallel paths was more likely to haventerecountered by the encoder, we can remove
the parallel transitions, hence arriving at a conventidrellis. In the second step the Viterbi algorithm
is used for finding the most likely signal path through thdligevith the minimum sum of squared Eu-
clidean distances from the sequence of noisy channel autpaeived. Only the signals already selected
by the subset decoding are considered. For a descriptidmedfiterbi algorithm the reader is referred to
references [32, 301].

13.2.2 Optimum TCM Codes

Ungerbdck’s TCM encoder is a specific convolutional encaddected from the family of Recursive Sys-
tematic Convolutional (RSC) codes [290], which attachess arity bit to each information symbol. Only
f out of m information bits are RSC encoded and hence afilpranches will diverge from and merge into
each trellis state. When not all information bits are RSCoelad, i.e.m <m, 2™~™ parallel transitions
are associated with each of t28 branches. Therefore a total 2f x 2™~ = 2™ transitions occur at each
trellis stage. The memory lengthi of a code defines the number of shift-register stages in thedam.
Figure 13.5 shows the TCM encoder using an eight-state Bidgkrcode [290], which has a high FED for
the sake of attaining a high performance over AWGN chanitigksa systematic encoder, which attaches an
extra parity bit to the original 2-bit information word. Thesulting 3-bit codewords generated by the 2-bit
input binary sequence are then interleaved by a symbolléatezr in order to disperse the bursty symbol
errors induced by the fading channel. Then, these 3-bitworks are modulated onto one of thé = 8
possible constellation points of an 8PSK modulator.

The connections between the information bits and the megwdders, as shown in Figure 13.5, are
given by the generator polynomials. The coefficients ofehmslynomials are defined as:

H’(D) := h}e.D* + h)e . DX " 4 ...+ h].D+h), (13.4)

where D represents the delay due to one register stage. The camfﬂxjieakes the value of ‘1, if there
is a connection at a specific encoder stage or ‘0, if thereisannection. The polynomidl® (D) is the
feedback generator polynomial aitf (D) for j < 1 is the generator polynomial associated with jtie
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[ Code [ State][ m [ H'(D) [ H'(D) [ H*(D) |
40AM | 8 1 13 06 -
4QAM 64 1 117 26 -
8PSK 8 2 11 02 04
8PSK 32 2 45 16 34
8PSK 64 2 103 30 66
8PSK 128 2 277 54 122
8PSK 256 2 435 72 130
16QAM 64 2 101 16 64

Table 13.1: Ungerbock’'s TCM codes [290, 299, 302, 303].

information bit. Hence, the generator polynomial of thecater in Figure 13.5 can be described in binary
format as:

H°(D) = 1001
HY(D) = 0010
H*(D) = 0100,

or equivalently in octal format as:

H(D) [ H°(D) HY(D) H*(D) ]

= [11 02 04 ]. (13.5)

Ungerbdck suggested [290] that all feedback polynomiatsikl have coefficientd = h = 1. This
guarantees the realisability of the encoders shown in EgaB.3 and 13.5. Furthermore, all generator
polynomials should also have coefficierht@ = hg = 0 for j > 0. This ensures that at timethe input
bits of the TCM encoder have no influence on the parity bit tgéeerated, nor on the input of the first
binary storage element in the encoder. Therefore, whemeegraths diverge from or merge into a common
state in the trellis, the parity bit must be the same for theswsitions, whereas the other bits differ in at least
one bit [290]. Phasors associated with diverging and mgrggamnsitions therefore have at least a distance
of d; between them, as can be seen from Figure 13.2(b). Table d®harises the generator polynomials
of some TCM codes, which were obtained with the aid of an estiaicomputer search conducted by
Ungerbock [299], wheren (< m) indicates the number of information bits to be encoded,ofhe m
information bits in a symbol.

13.2.3 TCM Code Design for Fading Channels

It was shown in Section 13.2.1 that the design of TCM for traission over AWGN channels is motivated
by the maximisation of the FEDIs.... By contrast, the design of TCM concerned for transmissicer o
fading channels is motivated by minimising the length of shertest error event path and the product of
the branch distances along that particular path [291].

The average bit error probability of TCM using M-ary PSK (MB$290] for transmission over Rician
channels at high SNRs is given by [291]:

_ = L
o1 (1+K)e ™\ _
P, BC ( B /Ne ) 1 Es/No > K (13.6)

whereC' is a constant that depends on the weight distribution of tlike cwhich quantifies the number of
trellises associated with all possible Hamming distanceasured with respect to the all-zero path [49]. The
variableB in Equation 13.6 is the number of binary input bits of the TOMeder during each transmission
interval, while K is the Rician fading parameter [49] aifgl /Ny is the channel’s symbol energy to noise
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Figure 13.6: Ungerbdck’s eight-state 8PSK code.

spectral density ratio. Furthermorg,is the ‘length’ of the shortest error event path which is esged

in terms of the number of trellis stages encountered befemgerging with the all-zero path. It is clear
from Equation 13.6 thaP, varies inversely proportionally withE; /No)™ and this ratio can be increased
by increasing the code’s diversity [291], which was definefB04] as the ‘lengthZ of the shortest error
event path or the Effective Code Length (ECL). More spedifican [304], the authors pointed out that the
shortest error event paths are not necessarily associ#tethe minimum accumulated FED error events.
For example, let the all-zero path be the correct path. Thercode characterised by the trellis seen in
Figure 13.6 exhibits a minimum squared FED of:

diree = di+dy+di
= 4.585, (13.7)

from the 0-0-0 path associated with the transmission oktbmmsecutive 0 symbols from the path labelled
with the transmitted symbols of 6-7-6. However, this is et shortest error event path, since its length is
L = 3, which is longer than the path labelled with transmitted kgt of 2-4, which has a length &f = 2
and a FED ofi2,.. = d? + d2 + d? = 6. Hence, the ‘length’ of the shortest error event path is 2 for
this code, which, again, has a squared Euclidean distanée ¢f d3 = 6. In summary, the number of bit
errors associated with the abofie= 3 and L = 2 shortest error event paths is seven and two, respectively,
clearly favouring thel, = 2 path, which had a higher accumulated FED of 6 than that of tS@4FED of
the L = 3 path. Hence, it is worth noting that if the code was desigraebt on the minimum FED, it may
not minimise the number of bit errors. Hence, as an alteraatésign approach, in Section 13.5 we will
study BICM, which relies on the shortest error event pathr the bit-based Hamming distance of the code
and hence minimises the BER.

The design of coded modulation schemes is affected by atyaridactors. A high squared FED is
desired for AWGN channels, while a high ECL and a high mininpneduct distance are desired for fading
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Figure 13.7: Set partitioning of a 16QAM signal constellation. The minim Euclidean distance at a par-
tition level is denoted by the line between the signal pdi2@)] ©IEEE, 1982, Ungerbdck.

channels [291]. In general, a code’s diversity or ECL is dqffi@d in terms of the shortest error event path
L, which may be increased for example by simple repetitioringpcalthough at the cost of reducing the
effective data rate proportionately. Alternatively, spaitne-coded multiple transmitter/receiver structures
can be used, which increase the scheme’s cost and compleiiglly, simple interleaving can be invoked,
which induces latency. In our approach, symbol-basedl@#eing is employed in order to increase the
code’s diversity.

13.2.4 Set Partitioning

As we have seen in Figure 13.4, if higher-order modulatidiestes, such as 16-level Quadrature Amplitude
Modulation (16QAM) or 64QAM, are used, parallel transisomay appear in the trellis diagram of the
TCM scheme, when not all information bits are convolutiooadnnel encoded or when the number of
states in the convolutional encoder has to be kept low forptexity reasons. As noted before, in order to
avoid encountering high error probabilities, the paratkahsitions should be assigned to constellation points
exhibiting a high Euclidean distance. Ungerbock solves pinoblem by introducing the set partitioning
technique. Specifically, the signal set is split into a numifesubsets, such that the minimum Euclidean
distance of the signal points in the new subset is increasexkay partitioning step.

In order to elaborate a little further, Figure 13.7 illustisathe set partitioning of 16QAM. Here we used
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the R = %-rate code of Table 13.1. This is a relatively high-rate cadleich would not be sufficiently
powerful if we employed it for protecting all three originaformation bits. Moreover, if we protect for
example two out of the three information bits, we can use aerpotent%-rate code for the protection of
the more vulnerable two information bits and leave the mastreesilient bit of the 4-bit constellation
unprotected. This is justifiable, since we can observe inf€id.3.7 that the minimum Euclidean distance
of the constellation points increases from Level O to Levelf 3he constellation partitioning tree. This
indicates that the bits labelling or identifying the specffartitions have to be protected by the RSC code,
since they label phasors that have a low Euclidean distaBgeontrast, the intra-set distance at Level 3
is the highest, suggesting a low probability of corruptiéfence the corresponding bit, bit 3, can be left
unprotected. The partitioning in Figure 13.7 can be comtihwintil there is only one phasor or constellation
point left in each subset. The intra-subset distance iseeas we traverse down the partition tree. The first
partition level,Level 0, is labelled by the parity bit, and the next two levels by tbdex bits. Finally, the
uncoded bit labels the lowest levélevel 3, in the constellation, which has the largest minimum E @zlial
distance.

Conventional TCM schemes are typically decoded/demoedlaith the aid of the appropriately mod-
ified Viterbi Algorithm (VA) [305]. Furthermore, the VA is a aximum likelihood sequence estimation
algorithm, which does not guarantee that the Symbol ErrdioRSER) is minimised, although it achieves
a performance near the minimum SER. By contrast, the syidedd MAP algorithm [92] guarantees the
minimum SER, albeit at the cost of a significantly increasedhglexity. Hence the symbol-based MAP
algorithm has been used for the decoding of TCM sequencewilVaowever, in Section 13.4, also con-
sider Turbo TCM (TTCM), where instead of the VA-based segaegstimation, symbol-by-symbol-based
soft information has to be exchanged between the TCM desafehe TTCM scheme. Hence in the next
section we will present the symbol-based MAP algorithm.

13.3 The Symbol-based MAP Algorithm

In this section, the non-binary or symbol-based MAP deagdigorithm will be presented. The non-binary
MAP algorithm was proposed in [92], while the binary MAP aiigom was first presented in [11] and it has
been described in detail in Section 3.3.3. In our forthcandiscourse we usB(e) to denote the probability

of the evente, and, given a received symbol sequegogf length V, the received channel output symbol
yr associated with the present transitigg],< X is constituted by the symbol sequence received prior to the
present transition, as seen in Figure 13.9 below. Simijlany symbol sequencg received after the
present transition is shown in Figure 13.9. We note heredsinty that while in Section 3.3;3 associated
with the present transition was a codeword of lengtiin the context of the symbol-based MAP algorithm
of this sectiony,, denotes a channel output sample representing a specifieaéaymbol.

13.3.1 Problem Description

The problem that the MAP algorithm has to solve is presenmtdeddure 13.8. An information source pro-
duces a sequence df information symbolsu,, k = 1,2, ..., N. Each information symbol can assuthg&
different values, i.eux € {0,1,..., M —1}, whereM is typically a power of two, so that each information
symbol carriesn = log, M information bits. We assume here that the symbols are tcapertritted over

an AWGN channel. To this end, tim-bit symbols are first fed into an encoder for generating asece

of N channel symbols:;, € X, whereX denotes the set of complex values belonging to some phasor
constellations such as an increased-order QAM or PSK dtatite, havingM possible values carrying

m = log, M bits. Again, the channel symbols are transmitted over an A\Bannel and the received
symbols are:

Yk = Tk + N, (13.8)
wheren;, represents the complex AWGN samples. The received symbelfed to the decoder, which

has the task of producing an estimageof the 2™-ary information sequence, based on #Reary received
sequence, whema > m. If the goal of the decoder is that of minimising the numbesyfbol errors,
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where a symbol error occurs whein # 4, then the best decoder is the MAP decoder [11]. This de-
coder computes the A-Posteriori Probability (ARB) ., for every2™-ary information symbot;, that the
information symbol value was: given the received sequence, i.e. computges,, = p(ur = mly), for
m=0,1,...,M — 1,k = 1,2,..., N. Then it decides that the information symbol was the oneritavi
the highest probability, i.€ix, = m if Ay, > Ag;fori =0... M —1. In order to realise a MAP decoder
one has to devise a suitable algorithm for computing the APP.

Uy, T Yk Uy,
— | Encoder Channel Decoder —»

Y
\J

Figure 13.8: The transmission system.

In order to compute the APP, we must specify how the encodenatgs. We consider a trellis encoder.
The operation of a trellis encoder can be described by iitstr&he trellis seen in Figure 13.9 is constituted
by (V 4+ 1) - S nodes arranged i@V + 1) columns ofS nodes. There ar@/ branches emerging from
each node, which arrive at nodes in the immediately follgagolumn. The trellis structure repeats itself
identically between each pair of columns.

So S -1 % R-1 R

| | | |
| Q-1 | Yk | By |
I Lol E— L
| | | |
| Yik | Yk | Y sk \
. |
| | | |
| | | |

Figure 13.9: The non-binary trellis and its labelling, where there &fdranches emerging from each node.
(The binary trellis for the binary MAP algorithms is illuated in Figure 3.6, where there are
only two possible branches emerging from each node.)

It is possible to identify a set of paths originating from tiales in the first column and terminating in
a node of the last column. Each path will comprise exabtlpranches. When employing a trellis encoder,
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the input sequence unambiguously determines a singlemp#ik trellis. This path is identified by labelling
the M branches emerging from each node by Mepossible values of the original information symbols,
although only the labelling of the first branchrat = 0 and the last branch at = M — 1 IS shown in
Figure 13.9 owing to space limitations. Then, commenciognfa specified node in the first column, we
use the first input symbol;, to decide which branch is to be chosenuif = m, we choose the branch
labelled withm, and move to the corresponding node in the second columthikadiranch leads to. In this
node we use the second information symhagl, for selecting a further branch and so on. In this way the
information sequence identifies a path in the trellis. Ineotd complete the encoding operation, we have
to produce the symbols to be transmitted over the channeielyac:, x2, . .., from the information
symbolsui,us,...,un. To this end we add a second label to each branch, which isatiesponding
phasor constellation point that is transmitted when theditas encountered.

In a trellis it is convenient to attach a time index to eachunul, from0 to IV, and to number the
nodes in each column fromto S — 1. This allows us to introduce the concept of trellis statenag .
Specifically, during the encoding process, we say that tikstis in states at timek, and writeSy, = s, if
the path determined by the information sequence crossestimode of thekth column. There is a branch
leading from stateS,_1 = s to stateSy, = s, which is encountered if the input symbolig = m, and
the corresponding transmitted symbolis. The aim of the MAP decoding algorithm is to find the path
in the trellis that is associated with the most likely traitsead symbols, i.e. that of minimising the SER.
By contrast, the VVA-based detection of TCM signals aims &miidy the most likely transmitted symbol
sequence, which does not automatically guarantee attgiihéxminimum SER.

13.3.2 Detailed Description of the Symbol-based MAP Algotihm

Having described the problem to be solved by the MAP decoadigttze encoder structure, we now seek an
algorithm capable of computing the APP, iy . = P(ur = m|y). The easiest way of computing these
probabilities is by determining the sum of a different sepafbabilities, namelyP(ux = m A Sp—1 =

3 A\ Sk = sly), where, againy denotes the received symbol sequence. This is because wieziae a
recursive way of computing the second set of probabiliteessa traverse through the trellis from state to
state, which reduces the detection complexity. Thus weswrit

Apm = Plug =mly) = Y Plup =mASk1=35A Sk = s|y), (13.9)

all 3,s

where the summation implies adding all probabilities aisged with the nodes ands labelled byu, = m
and the problem is now that of computifg(ur = m A Sx—1 = 3 A Sk = sly). As a preliminary
consideration we note that this probability is zero, if thedific branch of the trellis emerging from state
and merging into stateis not labelled with the input symbat. Hence, we can eliminate the corresponding
terms of the summation. Thus, we can rewrite Equation 13.9 as

Agm =Y P(Sk-1=35ASk =sly), (13.10)

(3,8)=
up=m

where(s, s) = ur = m indicates the specific set of transitions emerging from te&ipus state, 1 = $
to the present statg;, = s that can be encountered when the input symbalis= m. If the transitions
(3,s) = ur = m exist, then we can compute the probabiliti®6S,_1 = 3 A Sy, = s|g), using Bayes’
rule, as:

P(sNsly) = “P(3NAsANyY). (13.11)

1
P(y)
Using Equations 3.18 to 3.20 of Section 3.3.3.1, we can teviguation 13.11 as:

P(sNsly) = Br(8) - 7k(3, 8) - ar—1(3), (13.12)

1
P(y)
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where:
Oékfl(é) = P(Sk, s/\yJ<k)
Br(s) = P(gj>k|5'k =) (13.13)
Y(8,5) = P({yx A Sk = s}|Sk—1 =3)

similar to those in Equations 3.21, 3.22 and 3.23 for the iifdAP algorithm, except for the slight
differences that will be discussed during our discoursewelMore specifically, in Sections 3.3.3.2 and
3.3.3.3 we have shown how the,_;(3) values and theg,(s) values can be efficiently computed using
thevx (3, s) values. However, the computation of the(s, s) values in the symbol-based MAP is different
from that of the binary MAP. In our forthcoming discourse wedy theys (3, s) values and further simplify
Equation 13.10.

Upon substituting Equation 13.12 into Equation 13.10 weshav

Apm =Ci- Y Br(s) - k(3,5) - on—1(3), (13.14)

(3,8)=
uk:m
whereC} = ﬁ is a common normalisation factor. The first simplificatiortasnote that we do not

necessarily need the exadt, ,, values, only their ratios. In fact, for a fixed time instdntthe vector
Ak, m, Which is a vector of probabilities, has to sum to unjty. Thow normalising the sum in Equation
13.10 to unity, we can compute the exact valuelgf,, from A ., with the aid of:

Agom = Cr + Agm. (13.15)

For this reason we can omit the common normalisation fadtai;oin Equation 13.14.
Let us now consider the term (3, s) of Equation 13.14, which can be rewritten using Bayes’ rate a

w(3,s) = Py As}3)
—  Pl{3 As)) - Psl3)
= P(l{s ns}) - P(m), (13.16)

whereu;, = m is the input symbol necessary to cause the transition frate §,_; = s to stateS;, = s,
andP(m) is the a-priori probability of this symbol. Let us now studhetmultiplicative terms at the right of
Equation 13.16, wher® (yx|{5 A s}) is the probability that we receivg, when the branch emerges from
stateS,_; = 5 of Figure 13.9 to stat®), = s. When this branch is encountered, the symbol transmitted is
zk, as seen in Figure 13.9. Thus, the probability of receiviiydampleyy, given that the previous state
wasSk—1 = & and the current state & = s, can be written as:

P(yel{5 A s}) = p(yx|zk). (13.17)

By remembering thag, = x + nx, wheren; is the complex AWGN, we can compute Equation 13.17
as [306]:

N 1 _lyp—agl?
Plyel{3Ans}) = gz €
= Ci-m(3,9), (13.18)
whereg? = Ny /2 is the noise’s variance) is the noise’s Power Spectral Density (PSD%, = ﬁ
-1 2
andni(s,s) = e ot . In verbal terms, Equation 13.18 indicates that the prdibaleixpressed in

Equation 13.17 is a function of the distance between theivetenoisy sampley, and the transmitted

noiseless sampley,. Observe in Equation 13.18 that we can drop the multiphieafictor of C7 = > L FooT

since it constitutes another scaling factor. As to the sécualtiplicative term on the right-hand side of
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Equation 13.16, note that(ur = m|Sx—1 = 3) = p(ur = m), since the original information to be
transmitted is independent of the previous trellis state probabilities:

Hk,m = p(uk = m) (1319)

are the a-priori probabilities of the information symbdIgpically the information symbols are independent
and equiprobable, hendg&; ,, = 1/M. However, if we have some prior knowledge about the trarischit
symbols, this can be used as their a-priori probability. Aswill see, a turbo decoder will have some
a-priori knowledge about the transmitted symbols afteffittse iteration. We now rewrite Equation 13.16
using Equations 13.18 and 13.19 as:

(3, 8) = Ck - T - (3, 8).mk (4, m). (13.20)

Then, by substituting Equation 13.20 into Equation 13.1dlamd exchanging the order of summations we
can portray the APPs in their final form, yielding:

Apm = Cr-Tem- Y Brls) - ax-1(3) (3, 9), (13.21)
e
whereCy, = C} - C? is a common scaling factor at instdnthat can be dropped for the sake of simplicity
without any ambiguity. Therefore, we only have to consider,, of Equation 13.15, yielding:

A = Tm- Y Brls) ax-1(3) - nk(3,5). (13.22)

(s,i)¢

up=m
The symbol-based MAP algorithm can be evaluated also inaparithmic domain (log-domain) for the
sake of reducing the computational complexity and for ratiigg the numerical stability problems associ-
ated with the MAP algorithm [11], when processing small nemstrepresenting the associated probabili-
ties. The modifications of the symbol-based MAP algorithgureed for transforming it to the log-domain
are similar to that of the binary MAP algorithm, which wasatissed in Section 3.3.5.

13.3.3 Symbol-based MAP Algorithm Summary

Let us now summarise the operations of the symbol-based Mgdrithm using Figure 13.10. We assume
that the a-priori probabilitiel, ., in Equation 13.19 were known. These are either all equal/fd or
constituted by additional external information. The fitgfpsis to compute the set of probabilitigs(s, s)
from Equation 13.18 as:

_lyg—wgl?
nk(8,8) =e 20T . (13.23)
From these and the a-priori probabilities, the 3, s) values are computed according to Equation 13.20 as:
Vi (8,8) = Hi,m - nk(8, 5). (13.24)

The above values are then used to recursively compute thesl_1(5) employing Equation 3.25 as:

ar(s) =D w(3,s) ar-1(3), (13.25)
all 3

and the valueg (s) using Equation 3.28 as:

Be1(3) =D Br(s) - k(3,5). (13.26)
all s
Finally, the APP can be obtained using Equation 13.22:
Apm = Tm - > Br(s) - ak—1(3) - me(3,5). (13.27)

(8,8)=
up=m
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Channel Values a priori Info.
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Eq. 13.24
Vi
Eq. 13.25 Eq. 13.27 Eq. 13.26
a1 Ak ﬂk

Figure 13.10: Summary of the symbol-based MAP algorithm operations. @hemary of the LLR-based
binary MAP algorithm operations is shown in Figure 3.8.)

When considering the implementation of the MAP algorithme @an opt for computing and storing
theni (3, s) values, and use these values together with the a-prioriapitities for determining the val-
uesvyx (3, s) during decoding. In order to compute the probabilitigés, s) it is convenient to separately
evaluate the exponential function of Equation 13.23 forgveand for every possible value of the trans-
mitted symbol. As described in Section 13.3.1, a sequend€ offormation symbols was produced by
the information source and each information symbol canraesy possible values, while the number of
encoder states i$. There arél/ = 2- M possible transmitted symbols, since the size of the origigaal
constellation was doubled by the trellis encoder. Thus2 - M evaluations of the exponential function
of Equation 13.23 are needed. Using the online computafitimeoy;, (3, s) values, two multiplications are
required for computing one additive term in each of EquatibB.25 and 13.26, and there &'e S terms to
be computed, each requiridg terms to be summed. Henge N - M - S multiplications andV - M - S
additions are required for computing the forward recursiam the backward recursigf. Approximately
three multiplications are required for computing each taglterm in Equation 13.27, and there adye M
terms to be computed, each requirifigerms to be summed. Hence, the total implementational caxiipl
entails7- N - M - S multiplications,3- N - M - .S summations andV - 2- M exponential function evaluations,
which is directly proportional to the lengtN of the transmitted sequence, to the number of code states
and to the number of different valudg assumed by the input symbols.

The computational complexity can be reduced by implemgritie algorithm in the log-domain, where
the evaluation of the exponential function in Equation B3avoided. The multiplications and additions
in Equations 13.24 to 13.27 are replaced by additions ambiat comparisons, respectively. Hence the
total implementational complexity imposedrsN - M - S additions and- N - M - S Jacobian comparisons.

When implementing the MAP decoder presented here it is sacg# control the dynamic range of the
likelihood terms computed in Equations 13.25 to 13.27. Tixecause these values tend to become lower
and lower owing to the multiplication of small values. Thedynic range can be controlled by normalising
the sum of thex(s) and thess(s) values to unity at every particuldr symbol. The resulting symbol
values will not be affected, since the normalisation onfgetb the scaling factor§', in Equation 13.15.
However, this problem can be avoided when the MAP algorithimplemented in the log-domain.

To conclude, let us note that the MAP decoder presented beseitable for the decoding of finite-
length, preferably short, sequences. When long sequeneg¢sasmitted, the employment of this decoder
is impractical, since the associated memory requiremantsase linearly with the sequence length. In this
case the MAP decoder has to be modified. A MAP decoder desfgnémhg sequences was first presented
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Figure 13.11: Schematic of the TTCM encoder. The selector enables thertrigsion of the information
bits only once and selects alternative parity bits from thestituent encoders seen at the top
and bottom [92]OIEEE, 1998, Robertson and Worz.

in [307]. An efficient implementation, derived by adaptimg talgorithm of [11], was proposed by Piazzo
in [308]. Having described the symbol-based MAP algoritfehus now consider Turbo TCM (TTCM)
and the way it invokes the MAP procedure.

13.4 Turbo Trellis-coded Modulation
13.4.1 TTCM Encoder

It is worth describing the signal set dimensionalify)([309, 310] before we proceed. For a specifio
code, we have onD symbol per codeword. For a general multidimensional codéba dimensionality
of D = 2 - n wheren > 0 is an integer, on®D codeword is comprised of 2D sub-codewords. The
basic concept of the multidimensional signal mapping [363b assign more than o) symbol to one
codeword, in order to increase the spectral efficiency, wisadefined as the number of information bits
transmitted per channel symbol. For instanc2aB8PSK TCM code seen in Table 13.2 maps- % =1
three-bit2D symbol to one2D codeword, where the number of information bits gép codeword is
m = 2 yielding a spectral efficiency ah/n = 2 information bits per symbol. However, 4D 8PSK
TCM code seen in Table 13.2 maps= g = 2 three-bit2D symbols to one six-bit.D codeword using
the mapping rule of [309], where the number of informatiots lpier4D codeword isn = 5, yielding a
spectral efficiency oi/n = 2.5 information bits per symbol. However, during our furthesaiurse we
only consideD signal sets.

Employing TTCM [92] avoids the obvious disadvantage of tass that one would incur when applying
the principle of parallel concatenation to TCM without iRy puncturing. Specifically, this is achieved
by puncturing the parity information in a particular manrsar that all information bits are sent only once,
and the parity bits are provided alternatively by the two ponment TCM encoders. The TTCM encoder is
shown in Figure 13.11, which comprises two identical TCMaaters linked by a symbol interleaver.

Let the memory of the interleaver ¢ symbols. The number of modulated symbols per block is,
wheren = % is an integer an® is the number of dimensions of the signal set. The numberfofrimation
bits transmitted per block i&.m, wherem is the number of information bits per symbol. The encoder is
clocked at a rate of.7', whereT is the symbol duration of each transmit@d+)/™-ary 2D symbol. At
each stepm information bits are input to the TTCM encoder andymbols each constituted oy + 1 bits
are transmitted, yielding a coding rate- gk .

Each component TCM encoder consists of an Ungerbdck enandea signal mapper. The first TCM
encoder operates on the original input bit sequence, winles¢cond TCM encoder manipulates the inter-
leaved version of the input bit sequence. The signal mapaeslates the codewords into complex symbols
using the SP-based labelling method of Section 13.2.4. Aptexrsymbol represents the amplitude and
phase information passed to the modulator in the systemis&égure 13.11. The complex output symbols
of the signal mapper at the bottom of Figure 13.11 are syméehtirleaved according to the inverse op-
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| Code | m [ H(D) [ H(D) | H*(D) | H'(D) | d},../A% |

2D, 8PSK, 4 states 2 07 02 04 -

2D, 8PSK, 8 states 2 11 02 04 - 3
4D, 8PSK, 8 states 2 11 06 04 - 3
2D, 8PSK, 16 states 2 23 02 10 - 3
4D, 8PSK, 16 states 2 23 14 06 - 3
2D, 16QAM, 8 states || 3 11 02 04 10 2
2D, 16QAM, 16 states| 3 21 02 04 10 3
2D, 64QAM, 8 states 2 11 04 02 - 3
2D, 64QAM, 16 states| 2 21 04 10 - 4

Table 13.2: ‘Punctured’ TCM codes exhibiting the best minimum distafwe8PSK, 16QAM and 64QAM,
where octal format is used for specifying the generator patyials [92] ©IEEE, 1998,
Robertson and Worz. The notatidh denotes the dimensionality of the code whil§ de-
notes the squared Euclidean distance of the signal sdtats#fi% .., denotes the squared FED
of the TCM code.

eration of the interleaver. Again, the interleaver andrierleaver are symbol interleavers [311]. Owing to
invoking the de-interleaver of Figure 13.11 at the outputhef component encoder seen at the bottom, the
TTCM codewords of both component encoders have identifairimation bits before the selector. Hence,
the selector that alternatively selects the symbols of gpeuand lower component encoders is effectively
a puncturer that punctures the parity bits of the output ©mb

The output of the selector is then forwarded to the channetlgaver, which is, again, another symbol
interleaver. The task of the channel interleaver is to éffely disperse the bursty symbol errors experi-
enced during transmission over fading channels. This &s&® the diversity order of the code [291, 304].
Finally, the output symbols are modulated and transmitteaiigh the channel.

Table 13.2 shows the generator polynomials of some compdi@éM codes that can be employed
in the TTCM scheme. These generator polynomials were aixddiry Robertson and Worz [92] using an
exhaustive computer search of all polynomials and findirgathe that maximises the minimal Euclidean
distance, taking also into account the alternative selecf parity bits for the TTCM scheme. In Table 13.2,
m denotes the number of information bits to be encoded outeofdtalm information bits in a symbolA2
denotes the squared Euclidean distance of the signal el its. after TCM signal expansion, amﬁwe
denotes the squared FED of the TCM constituent codes, agdéfitsection 13.2.1. Sin(d%ree/Aé >0,
the ‘punctured’ TCM codes constructed in Table 13.2 exhdljpositive coding gain in comparison to the
uncoded but expanded signal set, although not necessalynmparison to the uncoded and unexpanded
original signal set. Nonetheless, the design target is @oigle a coding gain also in comparison to the
uncoded and unexpanded original signal set at least foatljeted operational SNR range of the system.

Considering the 8PSK example, whefe; = dipsx, We haveds,../dipsx = 3, but when
we compare the ‘punctured’ 8PSK TCM codes with the originataded QPSK signal set we have
AFree/dppsx = diree/2 = 0.878 [92], which implies a negative coding gain. However, whea ith
erative decoding scheme of TTCM is invoked, we can attaigaifstant positive coding gain, as we will
demonstrate in Section 13.7.

13.4.2 TTCM Decoder

Recall that in Figure 3.9 of Section 3.3.4 the concept 6f priori, a — posteriori and extrinsic in-
formation was introduced. This illustration is repeatecehia Figure 13.12(a) for the sake of convenient
comparison with its non-binary counterpart seen in Figd@d2(b). The associated concept is portrayed in
more detail in Figure 13.13, which will be detailed during wrther discourse.

The TTCM decoder structure of Figure 13.13(b) is similar hattof binary turbo codes shown in
Figure 13.13(a), except that there is a difference in thereaif the information passed from one decoder to
the other and in the treatment of the very first decoding Segcifically, each decoder alternately processes
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(b) A non-binary TTCM component decoder

Figure 13.12: Schematic of the component decoders for binary turbo codgsan-binary TTCM.
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(b) TTCM Decoder at step k

Figure 13.13: Schematic of the decoders for binary turbo codes and TTCMe Mt the labels and ar-
rows apply only to one specific information bit for the binauybo decoder, or a group of
m information bits for the TTCM decoder [92ZDIEEE, 1998, Robertson and Worz. The
interleavers/de-interleavers are not shown and the vo&®, S, A and E denote the parity
information, systematic informatiom, — prior: probabilities ancztrinsic probabilities,
respectively. Upper (lower) case letters represent thiegtnitities of the upper (lower) com-
ponent decoder.
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its corresponding encoder’s channel-impaired output }naimd then the other encoder’s channel-impaired
output symbol.

In a binary turbo coding scheme the component encodersubagm be split into three additive parts
for each information bit:;, at stepk, when operating in the logarithmic or LLR domain [52] as shaw
Figure 13.13(a), which are:

1) the systematic componerfifs), i.e. the corresponding received systematic value fou it

2) thea — priori or intrinsic component4/a), i.e. the information provided by the other component
decoder for bituy; and

3) the extrinsic information component related towit(E/e), which depends not on bity, itself but
on the surrounding bits.

These components are impaired by independent noise amgjfaffects. In turbo codes, only the extrinsic
component should be passed on to the other component desodéat the intrinsic information directly
related to a bit is not reused in the other component decd@gr This measure is necessary in turbo codes
for avoiding the prevention of achieving iterative gaingedo the dependence of the constituent decoders’
information on each other.

However, in a symbol-based non-binary TTCM schemethsystematic information and the parity bit
are transmitted together in the same non-binary symbolcélehe systematic component of the non-binary
symbol, namely the original information bits, cannot beasafed from the extrinsic component, since the
noise and/or fading that affects the parity component dfects the systematic component. Therefore, in
this scenario the symbol-based information can be spbtomiy two components:

1) the a-priori component of a non-binary symbdl/@), which is provided by the other component
decoder, and

2) the inseparable extrinsic as well as systematic compafennon-binary symbol[£&S]/[e& s]),
as can be seen from Figure 13.13(b).

Each decoder passes only the latter information to the rerponent decoder while the a-priori informa-
tion is removed at each component decoder’s output, as séegtire 13.13(b), where, again, the extrinsic
and systematic components are inseparable.

As described in Section 13.4.1, the number of modulated sigyder block isV -n, withn = %, where
D is the number of dimensions of the signal set. Hence fbaignal set we have = 1 and the number
of modulated symbols per block i§. Therefore the symbol interleaver of lengthwill interleave a block
of N complex symbols. Let us consideD modulation having a coding rate efi; for the following
example.

The received symbols are input to the ‘Metric’ block of Figut3.14, in order to generate a set of
M = 2™ symbol probabilities for quantifying the likelihood thatartain symbol of thélZ-ary constel-
lation was transmitted. The selector switches seen at the of the ‘Symbol by Symbol MAP’ decoder
select the current symbol’s reliability metric, which isoduced at the output of the ‘Metric’ block, if
the current symbol was not punctured by the correspondilcgdsr. Otherwise puncturing will be ap-
plied where the probabilities of the various legitimate bphs at indexk are set tal or to 0 in the log-
domain. The upper (lower) case letters denote the set ofapilities of the upper (lower) component
decoder, as shown in the figure. The ‘Metric’ block provides tlecoder with the inseparable parity and
systemati([P&S] or [p&s]) information, and the second input to the decoder is the @ipfi or a)
information provided by the other component decoder. ThePMi&coder then provides the a-posteriori
(A + [E&S] or a + [e&s]) information at its output. Therl (or a) is subtracted from the a-posteriori
information, so that the same information is not used maxa tince in the other component decoder, since
otherwise the component decoders’ corresponding infeomatould become dependent on each other,
which would preclude the achievement of iteration gainse f@sulting £&S or e&s] information is sym-
bol interleaved (or de-interleaved) in order to presenttfier A) input for the other component decoder in
the required order. This decoding process will continuetteely, in order to offer an improved version of
the set of symbol reliabilities for the other component disroOne iteration comprises the decoding of the
received symbols by both the component decoders once.l\ited a-posteriori information of the lower
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Figure 13.14: Schematic of the TTCM decoder. P, S, A and E denote the pafitymation, systematic in-
formation,a — priori probabilities an@ztrinsic probabilities, respectively. Upper (lower)
case letters represent the probabilities of the upper (oeemponent decoder.

component decoder will be de-interleaved in order to extradecoded information bits per symbol. Hard

decision implies selecting the specific symbol which exhkithie maximum a-posteriori probability associ-

ated with them-bit information symbol out of the™ probability values. Having described the operation of
the symbol-based TTCM technique, which does not protectaiksmitted bits of the symbols, let us now

consider bit-interleaved coded modulation as a designmatige.

13.5 Bit-interleaved Coded Modulation

Bit-interleaved Coded Modulation (BICM) was proposed byh@é [84] with the aim of increasing the
diversity order of Ungerbdck’s TCM schemes which was gfi@atin Section 13.2.3. Again, the diversity
order of a code is defined as the ‘length’ of the shortest @vent path expressed in terms of the number
of trellis stages encountered, before remerging with theeab path [304] or, equivalently, defined as the
minimum Hamming distance of the code [91] where the divgrsider of TCM using a symbol-based
interleaver is the minimum number of different symbols bextw the erroneous path and the correct path
along the shortest error event path. Hence, in a TCM scemaniing parallel transitions, as shown in
Figure 13.4, the code’s diversity order is one, since thetekberror event path consists of one branch.
This implies that parallel transitions should be avoide@@M codes at all was possible, and if there were
no parallel branches, any increase in diversity would beinbt by increasing the constraint length of the
code. Unfortunately no TCM codes exist where the paraligiditions associated with the unprotected bits
are avoided. In order to circumvent this problem, Zehadiési [84] was to render the code’s diversity equal
to the smallest number of different bits, rather than to tiahe different channel symbols, by employing
bit-based interleaving, as will be highlighted below.
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Figure 13.15:BICM encoder schematic employing independent bit intedes and and protecting all
transmitted bits. Instead of the SP-based labelling of T@MFigure 13.1 here Gray la-
belling is employed [8410OIEEE, 1992, Zehavi.
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Figure 13.16: Paaske’s non-systematic convolutional encoder, bitébagerleavers and modulator form-
ing the BICM encoder [84, 120], where none of the bits are otguted and instead of the
SP-based labelling as seen in Figure 13.1 here Gray lapédlieamployed.

13.5.1 BICM Principle

The BICM encoder is shown in Figure 13.15. In comparison ® TEM encoder of Figure 13.5, the
differences are that BICM uses independent bit interlesafa@rall the bits of a symbol and non-systematic
convolutional codes, rather than a single symbol-basestl@zver and systematic RSC codes protecting
some of the bits. The number of bit interleavers equals thmbeu of bits assigned to the non-binary
codeword. The purpose of bit interleaving is:

e to disperse the bursty errors induced by the correlateddaaind to maximise the diversity order of
the system;

e to render the bits associated with a given transmitted symibcorrelated or independent of each
other.

The interleaved bits are then grouped into non-binary sysplwhere Gray-coded labelling is used for the
sake of optimising the performance of the BICM scheme. TH@&\BEncoder uses Paaske’s non-systematic
convolutional code proposed on p. 331 of [120], which exhkitkie highest possible free Hamming distance,
hence attaining optimum performance over Rayleigh fadimnoels. Figure 13.16 shows Paaske’s non-
systematic eight-state code of r&t¢3, exhibiting a free bit-based Hamming distance of four. THe
decoder implements the inverse process, as shown in Figuig.1 In the demodulator module six bit
metrics associated with the three bit positions, each lgabinary values of) and1, are generated from
each channel symbol. These bit metrics are de-interleayéu®e independent bit de-interleavers, in order
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Figure 13.17: BICM decoder [84].

| Rate| K | g(l) | 9(2) | 9(3) | 9(4) | dfree |

1/2 | 3 15 17 - - 5
6 | 133 | 171 - - 10
2/3 | 3 4 2 6 - 4
1 4 7 -
4 7 1 4 - 5
2 5 7 -
6 64 30 64 - 7
30 64 74 -
34 | 3 4 4 4 4 4
0 6 2 4
0 2 5 5
5 6 2 2 6 5
1 6 0 7
0 2 5 5
6 6 1 0 7 6
3 4 1 6
2 3 7 4

Table 13.3: Paaske’s non-systematic convolutional codes, p. 331 d][Mhere K denotes the code
memory andiy,.. denotes the free Hamming distance. Octal format is usedefmesenting
the generator polynomial coefficients.

to form the estimated codewords. Then the convolutionabdecof Figure 13.17 is invoked for decoding
these codewords, generating the best possible estimate ofiginal information bit sequence.

From Equation 13.6 we know that the average bit error prdibpaluif a coded modulation scheme
using MPSK over Rayleigh fading channels at high SNRs isrgelg proportional ta £ /No)~, where
Es /Ny is the channel's symbol energy to noise spectral density eatd L is the minimum Hamming
distance or the code’s diversity order. When bit-basedledgers are employed in BICM instead of the
symbol-based interleaver employed in TCM, the minimum Hamgndistance of BICM is quantified in
terms of the number of different bits between the erroneatis in the shortest error event and the correct
path. Since in BICM the bit-based minimum Hamming distascmaximised, BICM will give a lower bit
error probability in Rayleigh fading channels than that @M maximising the FED. Again, the design of
BICM is aimed at providing maximum minimum Hamming distanegher than providing maximum FED,
as in TCM schemes. Moreover, we note that attaining a maxifREm is desired for transmission over
Gaussian channels, as shown in Section 13.2.1. Hence, ioerpance of BICM is not as good as that of
TCM in AWGN channels. The reduced FED of BICM is due to the ¢lam’ modulation imposed by the
‘random’ bit interleavers [84], where th-bit BICM, coded symbol is randomised by tiienumber of bit
interleavers. Againm denotes the number of information bits, whifedenotes the total number of bits in
a2™-ary modulated symbol.

Table 13.3 summarises the parameters of a range of Paaske®yatematic codes utilised in BICM.
For a ratek/n code there aré& generator polynomials, each havingcoefficients. For exampleg; =
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| Rate| K | g™ | ¢ | puncturing matrix| djee |

56 | 3 15 17 10010 3
01111

6 | 133 | 171 11111 3
10000

Table 13.4: Rate-Compatible Punctured Convolutional (RCPC) code8,[292], whereK denotes the
code memory andy... denotes the free Hamming distance. Octal format is usecdefmer
senting the generator polynomial coefficients.

Figure 13.18: Paaske’s non-systematic convolutional encoder [120].

(¢° g%, ..., g"), i <k, is the generator polynomial associated with generatiegtthinformation bit.
The generator matrix of the encoder seen in Figure 13.16 is:

1 D 1+D

GD)=| p2 | 14pip? |’ (13.28)
while the equivalent polynomial expressed in octal formiveg by:
g1=[4 2 6] g2=[1 4 7]. (13.29)

Observe in Table 13.3 that Paaske generated codes af f2t@/3 and3/4, but not5/6. In order to study
rate5/6 BICM/64QAM, we created the required punctured code fromrtite-1/2 code of Table 13.3.
Table 13.4 summarises the parameters of the Rate-Congegiilnictured Convolutional (RCPC) codes that
can be used in raté#6 BICM/64QAM schemes. Specifically, raie”2 codes were punctured according
to the puncturing matrix of Table 13.4 in order to obtain thee$ /6 codes, following the approach of
[198,312]. Let us now consider the operation of BICM with tié of an example.

13.5.2 BICM Coding Example

Considering Paaske’s eight-state convolutional code][i2€igure 13.18 as an example, the BICM en-
coding process is illustrated here. The corresponding rgesrepolynomial is shown in Equation 13.29.

A two-bit information word, namely: = (u', ), is encoded in each cycle in order to form a three-bit
codewordc = (c?, ¢*, ). The encoder has three shift registers, nan®lyS* andS?, as shown in the

figure. The three-bit binary contents of these registersesgmt eight states, as follows:
S = (8% 8" 8% e {000, 001, ..., 111} ={0, 1, ..., 7}. (13.30)

The input sequence, generates a new stateand a new codewordat each encoding cycle. Table 13.5
illustrates the codewords generated and the associatedstasitions. The encoding process can also be
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State Information Wordu = (u*, u°)
S=(8>6"5) [ 00=0T]01=1]10=27]11=3
000 =0 000=0 ] 101=5| 110=6 | 011 =3
001 =1 110=6 | 011=3 | 000=0 | 101 =5
010 =2 101=5 | 000=0 | 011=3 | 110=6
011 =3 011=3 | 110=6 | 101 =5 | 000 =0
100 = 4 100=4 | 001=1|010=2 | 111=7
101 =5 010=2 | 111=7 [ 100=4 | 001 =1
110=6 001=1[100=4 | 111=7 | 010 =2
1ni=7 111=7[010=2 | 001=1 | 100 =4
Codeworde = (c?, ', c°)
000 =0 000=0]001=1]100=4 | 101=5
001 =1 000=0]001=1]100=4 | 101=5
010 =2 000=0 | 00l=1]100=4 | 101=5
011 =3 000=0]001=1]100=4 | 101=5
100 = 4 010=2|011=3|110=6 | 111=7
101 =5 010=2[011=3 | 110=6 | 111=7
110=6 010=2|011=3]110=6 | 111=7
=7 010=2|011=3|110=6 | 111=7
Next StateS = (57, S', S?)

Table 13.5: The codeword generation and state transition table of thesgstematic convolutional encoder
of Figure 13.18. The state transition diagram is seen inreid3.19.

represented with the aid of the trellis diagram of Figurel®3.Specifically, the top part of Table 13.19
contains the codewords = (c?, ¢*, ") as a function of the encoder state= (52, S*, S°) as well

as that of the information word = (ul, uo), while the bottom section contains the next states, again
as a function ofS and . For example, if the input i& = (u!, ©°) = (1,1) = 3 when the shift
register is in statés = (52%,58',5% = (1,1,0) = 6, the shift register will change its state to state
S =(82,8%,5% =(1,1,1) = 7andc = (¢?, ¢, ") = (0,1,0) = 2 will be the generated codeword.
Hence, if the input binary sequence{isl 10 01 00 10 10 — } with the rightmost being the firstinput bit, the
corresponding information words afé 2 1 0 2 2 —}. Before any decoding takes place, the shift register is
initialised to zero. Therefore, as seen at the right of FEdLB.19, when the first information wordef = 2
arrives, the state changes frfn! = 0to S = 4, generating the first codeword = 6 as seen in the
bottom and top sections of Table 13.5, respectively. Thersétond information word af, = 2 changes
the state fromS—! = 4to S = 6, generating the second codewordegf= 2. The process continues in a
similiar manner according to the transition table, namellgl& 13.5. The codewords generated as seen at the
right of Figure 13.19 ar¢4 00 1 2 6 —}, and the state transitions af2 «— 4 < 1 «— 2 «— 6 — 4 — 0}.
Then the bits constituting the codeword sequence are éaezll by the three bit interleavers of Figure
13.16, before they are assigned to the corresponding 8P&stadtation points.

13.6 Bit-Interleaved Coded Modulation Using
Iterative Decoding

BICM using Iterative Decoding (BICM-ID) was proposed by B0], 293] for further improving the FED of

Zehavi's BICM scheme, although BICM already improved thedsity order of Ungerbtck’s TCM scheme.
This FED improvement can be achieved with the aid of combii8R-based constellation labelling, as in
TCM, and by invoking soft-decision feedback from the decdmutput to the demodulator’s input, in order
to exchange soft-decision-based information between th&snwe will see below, this is advantageous,
since upon each iteration the channel decoder improvesliabitity of the soft information passed to the
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Figure 13.19: Trellis diagram for Paaske’s eight-state convolutionalezovhereu indicates the informa-
tion word, ¢ indicates the codewordy~! indicates the previous state aSdindicates the
current state. As an example, the encoding of the input bitesece 0011001001010 —}
is shown at the right. The encoder schematic is portrayedgar€ 13.18, while the state
transitions are summarised in Table 13.5.

demodulator.

13.6.1 Labelling Method

Let us now consider the mapping of the interleaved bits ttieesor constellation in this section. Figure
13.20 shows the process of subset partitioning for eacheofttree bit positions for both Gray labelling
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(Bit 2, Bit 1, Bit 0)

Bit 2
001
o 000
100
a. Gray Labelling
Bit 2 Bit 1 Bit 0
Oolo 010 0010
011, -,001 011 5,001 011 001

©000 100 0000 1000 © 000

o )

111 101 111 101

¥t
110 110 110

b. Set Partitioning Based Labelling

Figure 13.20: SP and Gray labelling methods for 8PSK and the corresporaiibget partitioning for each
bit, wherex (4, b) defined in Equation 13.36 refers to the subset of the modulabnstella-
tion for Bit ¢ where Biti = b € {0, 1} [293] ©IEEE, 1999, Li and Ritcey.

and in the context of SP labelling. The shaded regions shasideé the circle correspond to the subset
x (%, 1) defined in Equation 13.36, and the unshaded regiongid), « = 0, 1, 2, wherei indicates the
bit position in the three-bit BICM/8PSK symbol. These argoahe decision regions for each bit, if hard-
decision-based BICM demodulation is used for detectindp éitdndividually. The two labelling methods
seen in Figure 13.20 have the same intersubset distantesygt a different number of nearest neighbours.
For examplex (0, 1), which denotes the region where bit 0 equals to 1, is dividéal two regions in the
context of Gray labelling, as can be seen in Figure 13.208g)contrast, in the context of SP labelling
seen in Figure 13.20(b) (0, 1) is divided into four regions. Clearly, Gray labelling hasosér number

of nearest neighbours compared to SP-based labelling. ighermthe number of nearest neighbours, the
higher the chances for a bit to be decoded into the wrongmegience, Gray labelling is a more appropriate
mapping during the first decoding iteration, and hence itadmpted by the non-iterative BICM scheme of
Figure 13.17.

During the second decoding iteration in BICM-ID, given tleedback information representing the
original uncoded information bits in Figure 13.16, hameliyBand Bit 2, the constellation associated with
Bit 0 is confined to a pair of constellation points, as showthatright of Figure 13.21. Therefore, as far
as Bit 0 is concerned, the 8PSK phasor constellation islatatsinto four binary constellations, where one
of the four possible specific BPSK constellations is setétte the feedback Bit 1 and Bit 2. The same
is true for the constellations associated with both Bit 1 Bitd2, given the feedback information of the
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(Bit 2, Bit 1, Bit 0)

Bit 2 Bit 1 Bit 0
011 011 0.11
010

A 001 010\0:)1 010, — \001
110/ 000 110'\ 000 110o\ © 000

111 100 111 100 111" 7100
101 101 101

a. Gray Labelling

Bit 2 Bit 1 Bit 0
010 010 010
011 001 011 001 011./O 001

)

10 000 100°

000 1000\ \® 000

101 111 101 111 101 i
110 110 110

1

b. Set Partitioning Labelling

Figure 13.21:Iterative decoding translates the 8PSK scheme into threalllabinary sub-channels,
each associated with a BPSK constellation selected fromfahe possible signal sets
[293] ©IEEE, 1999, Li and Ritcey.

corresponding other two bits.

In order to optimise the second-pass decoding performar8eodl-1D, one must maximise the mini-
mum Euclidean distance between any two points of albffie! = 4 possible phasor pairs at the left (Bit 2),
centre (Bit 1) and the right (Bit 0) of Figure 13.21. Clea®P-based labelling serves this aim better, when
compared to Gray labelling, since the corresponding mininkiuclidean distance of SP-based labelling is
higher than that of Gray labelling for both Bit 1 and Bit 2, Hastrated at the left and the centre of Fig-
ure 13.21. Although the first-pass performance is imporiandrder to prevent error precipitation due to
erroneous feedback bits, the error propagation is effelgtisontrolled by the soft feedback of the decoder.
Therefore, BICM-ID assisted by soft decision feedback &feabelling.

Specifically, the desired high Euclidean distance for Bih Figure 13.21(b) is only attainable when
Bit 1 and Bit O are correctly decoded and fed back to the SRebdsmodulator. If the values to be fed back
are not correctly decoded, the desired high Euclideanrdistavill not be achieved and error propagation
will occur. On the other hand, an optimum convolutional cbd&ing a high binary Hamming distance
is capable of providing a high reliability for the decodetsbiTherefore, an optimum convolutional code
using appropriate signal labelling is capable of ‘indilgdranslating the high binary Hamming distance
between coded bits into a high Euclidean distance betwesmphhasor pairs portrayed in Figure 13.21.
In short, BICM-ID converts 2™-ary signalling scheme tm independent parallel binary schemes by the
employment ofn number of independent bit interleavers and involves aatite¥ decoding method. This
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Figure 13.22: The transmitter and receiver modules of the BICM-ID schesiagisoft-decision feedback
[90] ©IEEE, 1998, Li.

simultaneously facilitates attaining a high diversity @ravith the advent of the bit interleavers, as well
as achieving a high FED with the aid of the iterative decoding SP-based labelling. Hence, BICM-ID
effectively combines powerful binary codes with bandwidfficient modulation.

13.6.2 Interleaver Design

The interleaver design is important as regards the perfoceaf BICM-ID. In [294], Li introduced certain
constraints on the design of the interleaver, in order toimie the minimum Euclidean distance between
the two points in the™ ! possible specific BPSK constellations. However, we adeoaainore simple
approach, where th@ number of interleavers used for th&-ary modulation scheme are generated ran-
domly and separately, without any interactions betweemthEhe resultant minimum Euclidean distance
is less than that of the scheme proposed in [294], but the bursts inflicted by correlated fading are ex-
pected to be randomised effectively by the independennhtgtleavers. This was expected to give a better
performance over fading channels at the cost of a slighbpednce degradation over AWGN channels,
when compared to Li’'s scheme [294]. However, as we will destrate in the context of our simulation
results in Section 13.7.2.2, our independent random gdedr design and Li's design perform similarly.

Having described the labelling method and the interleagsigh in the context of BICM-ID, let us now
consider the operation of BICM-ID with the aid of an example.

13.6.3 BICM-ID Coding Example

The BICM-ID scheme using soft-decision feedback is showRigure 13.22. The interleavers used are
all bit-based, as in the BICM scheme of Figure 13.16, althoioy the sake of simplicity here only one
interleaver is shown. A Soft-Input Soft-Output (SISO) [Bdldcoder is used in the receiver module and the
decoder’s output is fed back to the input of the demodulatbe SISO decoder of the BICM-ID scheme
is actually a MAP decoder that computes the a-posteriobadsdities for the non-systematically channel-
coded bits and the original information bits.
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For an @, k) binary convolutional code the encoder’s input symbol atett is denoted byu; =
[uf, uf, ..., u"~'] and the coded output symbol by = [}, ci, ..., '], whereu; or ¢} is theith
bit in a symbol as defined in the context of Table 13.5 and Eidi8.19. The coded bits are interleaved
by m independent bit interleavers, theninterleaved bits are grouped together in order to form awélan
symbolv: = [o?, vi, ..., v™ '] as seen in Figure 13.22(a), for transmission usifega® modulation.
Let us consider 8PSK modulation, im.= 3 as an example.

A signal labelling methog@ maps the symbal; to a complex phasor accordingte = p(vt), z+ € X,
where the 8PSK signal set is definedyas= {VE; ¢/>"™/%, n = 0,...,7} and E; is the energy per
transmitted symbol. In conjunction with a ra2¢3 code, the energy per information bitis = E, /2. For
transmission over Rayleigh fading channels using cohetetetction, the received discrete time signal is:

Yt = peT + M, (13.31)

where p; is the Rayleigh-distributed fading amplitude [49] haviny expectation value of 7) = 1,
while n, is the complex AWGN exhibiting a variance of = N, /2 where Ny is the noise’s PSD. For
AWGN channels we have, = 1 and the Probability Density Function (PDF) of the non-faetinoise-
contaminated received signal is expressed as [306]:

L3

P(yt|ze, pe) = e/, (13.32)

2102 ¢
whereo? = Ny/2 and the constant multiplicative factor gﬁ? does not influence the shape of the
distribution and hence can be ignored when calculating thadh transition metrig), as described in
Section 13.3.3. For AWGN channels, the conditional PDF efrteived signal can be written as:

Clye = 2412

P(yt|ze) =€ 207, (13.33)

Considering AWGN channels, the demodulator of Figure 1®Ptakesy: as its input for computing
the confidence metrics of the bits using the maximum APPraitg298]:

Pi=bly) = > Pladw), (13.34)

z+€x(4,b)

wherei € {0,1,2}, b € {0,1} andzy = p(v:). Furthermore, the signal after the demodulator of Fig-
ure 13.22 is described by the demapping of the Bit(z:), V' (z+), V(x+)] whereVi(z:) € {0,1} is
the value of theth bit of the three-bit label assigned:te. With the aid of Bayes’ rule in Equation 3.12 we
obtain:

P(vi=bly:) = Y Pydz)Px), (13.35)
xt €x(i,b)

where the subseg(, b) is described as:
X0 0) = {u([V° (@0), V' (@0), VA(z0)]) | V7 (w0) € {0,1},5 # i}, (13.36)

which contains all the phasors for Whi&ﬁi(xt) = b holds. For 8PSK, wheren = 3, the size of each
such subset i8" ! = 4 as portrayed in Figure 13.20. This implies that only theiarpprobabilities of

m — 1 = 2 bits out of the total om = 3 bits per channel symbol have to be considered, in order tgpaten
the bit metric of a particular bit.

Now using the notation of Benedettt al. [313], the a-priori probabilities of an original uncoded
information bit at time index and bit indexi, namelyu} being0 and1, are denoted by’ (u; = 0; I) and
P(u} = 1;I) respectively, whild refers to the a-prlori probabilities of the bit. This notatiis simplified
to P(ui; I), when no confusion arises, as shown in Figure 13.22. Siil&(c;; I) denotes the a-priori
probabilities of a legitimate coded bit at time indeand position index. Finally, P(ui; O) and P(c}; O)
denote the extrinsic a-pOsteriori information of the araiinformation bits and coded bits, respectively.
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The a-priori probabilityP(z:) in Equation 13.35 is unavailable during the first-pass diecpdhence
an equal likelihood is assumed for all th® legitimate symbols. This renders the extrinsic a-postikio
probabilities,P(vi = b; O), equal toP(vi = bly;), when ignoring the common constant factors. Then, the
SISO decoder of Figure 13.22(b) is used for generating ttiénsic a-posteriori bit probabilitie® (u;; O)
of the information bits, as well as the extrinsic a-postéti probabilitiesP(ci; O) of the coded bits, from
the de-interleaved probabilitig3(vi = b; O), as seen in Figure 13.22(b). SinBéu}; I) is unavailable, it
is not used in the entire decoding process.

During the second iteratioR(c}; O) is interleaved and fed back to the input of the demodulattinén
correct order in the form aP(v;; I), as seen in Figure 13.22(b). Assuming that the probatsilitiev); I),
P(vt; I) and P(v?; I) are independent by the employment of three independenttbitéavers, we have
for eachx; € x:

P(z:) = Pu([V°(2:), V' (xe), V(20)]))
= [P0l =vV(x);D), (13.37)

whereV7 (z;) € {0, 1} is the value of thgth bit of the three-bit label far,. Now that we have the a-priori
probability P(z+) of the transmitted symbal;, the extrinsic a-posteriori bit probabilities for the sedo
decoding iteration can be computed using Equations 13.83.&187, yielding:

P(vz =b0) = %
= > (P(yt|xt)HP(Ug = Vj(?ft)ﬂ))
¢ €x(i,b) J#i
i€{0,1,2}, be{0,1}. (13.38)

As seen from Equation 13.38, in order to recalculate theimfgtr a bit we only need the a-priori proba-
bilities of the other two bits in the same channel symbol.eAfhterleaving in the feedback loop of Figure
13.22, the regenerated bit metrics are tentatively softdieiated again and the process of passing informa-
tion between the demodulator and decoder is continued. akdecoded output is the hard-decision-based
extrinsic bit probability P(uf; O).

So far in Sections 13.2-13.6 we have studied the concepiffeiethces between four coded modula-
tion schemes in terms of their coding structure, signallledgephilosophy, interleaver type and decoding
philosophy. The symbol-based non-binary MAP algorithm @& highlighted, when operating in the
log-domain. In the next section we will proceed to study teefgemance of TCM, BICM, TTCM and
BICM-ID when communicating over both narrowband and widebehannels.

13.7 Coded Modulation Performance

13.7.1 Introduction

Having described the principles of TCM, BICM, TTCM and BICI-in Sections 13.2—-13.6, in this section
their performance will be evaluated for transmission ov@hmarrowband and wideband fading channels.
Specifically, in Section 13.7.2 we will evaluate the perfanoe of these coded modulation schemes for
transmissions over narrowband channels, while in Secton.3 we will consider their performance in the
context of wideband channels.

Owing to the Inter-Symbol Interference (ISl) inflicted bydeband channels, the employment of
equalisers is essential in assisting the operation of tideconodulation schemes considered. Hence a
Decision Feedback Equaliser (DFE) is introduced in Secti®i7.3.2, while Section 13.7.3.3 will evalu-
ate the performance of a DFE-aided wideband burst-by-lagiaptive coded modulation system. Another
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Figure 13.23: System overview of different coded modulation schemes.

approach to overcoming the ISI in wideband channels is th#@ment of a multi-carrier Orthogonal Fre-
guency Division Multiplexing (OFDM) system. Hence, OFDMsisidied in Section 13.7.3.4, while Section
13.7.3.5 evaluates the performance of an OFDM-assisteeomddulation scheme.

13.7.2 Coded Modulation in Narrowband Channels

In this section, a comparative study of TCM, TTCM, BICM anddB4-1D schemes over both Gaussian and
uncorrelated narrowband Rayleigh fading channels is ptedein the context of eight-level Phase Shift
Keying (PSK), 16-level Quadrature Amplitude ModulationAK) and 64QAM. We comparatively study
the associated decoding complexity, the effects of thedingdlock length and the achievable bandwidth
efficiency. It will be shown that TTCM constitutes the bestnpwomise scheme, followed by BICM-ID.

13.7.2.1 System Overview

The schematic of the coded modulation schemes under coasateis shown in Figure 13.23. The source
generates random information bits, which are encoded bybtiee TCM, TTCM or BICM encoders. The
coded sequence is then appropriately interleaved and osedddulating the waveforms according to the
symbol mapping rules. For a narrowband Rayleigh fading elkim conjunction with coherent detection,
the relationship between the transmitted discrete timeasig, and the received discrete time sigpalis
given by:

Yt = pt&e + N, (13.39)

wherep;, is the Rayleigh-distributed fading amplitude having anested value of Ep?) = 1, while n; is
the complex AWGN having a variance ef = Ny /2 whereNj is the noise’s PSD. For AWGN channels
we havep, = 1. The receiver consists of a coherent demodulator followed He-interleaver and one of
the TCM, TTCM or BICM decoders. TTCM schemes consist of twmponent TCM encoders and two
parallel decoders. In BICM-ID schemes the decoder outpapjsopriately interleaved and fed back to the
demodulator input, as shown in Figure 13.23.

The log-domain branch metric required for the maximum Ikebd decoding of TCM and TTCM over
fading channels is given by the squared Euclidean distaetveden the faded transmitted symhgland
the noisy received symbagl, which is formulated as:

T = |ys — pexe]®. (13.40)

By contrast, the corresponding branch metric for BICM an€®tID is formed by summing the de-
interleaved bit metrica of each coded bit; which quantifies the reliability of the corresponding syiinbo
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[ Rate [Ste][m [ H° [0 | - [ 0" |
2/3 8 2 11| 02 | 04 -
(8PSK) | 64* 2 | 103 | 30 | 66 -
3/4 8 311 | 02| 04| 10
(16QAM) | 64 * 3]101| 16 | 64 -
5/6 8 2 11| 02 | 04 -
(64QAM) | 64 * 2]1101| 16 | 64 -

Table 13.6: ‘Punctured’ TCM codes with best minimum distance for PSK @@\, ©Robertson and
Worz [92]. ** indicates Ungerbdck’s TCM codes [290]. Twdimensional () modulation is
utilised. Octal format is used for representing the geoerdlynomialsd ¢ andm denotes the
number of coded information bits out of the tomlinformation bits in a modulated symbol.

yielding:

o= Auvi=b), (13.41)

wherei is the bit position of the coded bit in a constellation symlimolis the number of information bits
per symbol and € (0,1). The number of coded bits per symbol is ¢ 1), since the coded modulation
schemes add one parity bit to theinformation bits by doubling the original constellatiozesj in order to
maintain the same spectral efficiencyroits/s/Hz. The BICM bit metrics. before the de-interleaver are
defined as [293]:

Avi=b)= > |y —peal’, (13.42)

z€Xx(1,b)

wherex (4, b) is the signal set, for which the hitof the symbol has a binary valie

To elaborate a little further, the coded modulation schethes we comparatively studied are
Ungerbdck’s TCM [290], Robertson’s TTCM [92], Zehavi's ®\ [84] and Li's BICM-ID [298]. Ta-
ble 13.6 shows the generator polynomials of both the TCM af@M codes in octal format. These are
RSC codes that add one parity bit to the information bits. déethe coding rate of 8" *-ary PSK or
QAM signal iskR = miﬂ The number of decoding states associated with a code of myeRids 2.
When the number of protected/coded information bitss less than the total number of original informa-
tion bitsm, there arery — m) uncoded information bits ar@l"~™ parallel transitions in the trellis of the
code. Parallel transitions assist in reducing the decodamgplexity and the memory required, since the

dimensionality of the corresponding trellis is smallentltiat of a trellis having no parallel branches.

Table 13.7 shows the generator polynomials for the BICM al@MBID codes in octal format. These
codes are non-systematic convolutional codes having amamifree Hamming distance. Again, only one
extra bit is added to the information bits. Hence, the a@bky coding rate and the bandwidth efficiency
are similar to that of TCM and TTCM for the™*-ary modulation schemes used. In order to reduce
the required decoding memory, the BICM and BICM-ID schemased on 64QAM were obtained by
puncturing the rate-1/2 codes following the approach oR[3%ince for a non-punctured rate-5/6 code
there are2(M=> = 32 branches emerging from each trellis state for a block lenfjth, whereas for the
punctured rate-1/2 code, there are o2~ = 2 branches emerging from each trellis state for a block
length ofmL = 5L. Therefore the required decoding memory is reduced by arfaﬂ:thLL =3.2.

Soft-decision trellis decoding utilising the Log-MaximukaPosteriori (Log-MAP) algorithm [52] was
invoked for the decoding of the coded modulation schemedligmissed in Section 13.3.3, the Log-MAP
algorithm is a numerically stable version of the MAP aldumit operating in the log-domain, in order to
reduce its complexity and to mitigate the numerical proldessociated with the MAP algorithm [11].
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[ Rate [ State [ g" [ ¢° [ " [ 9" [ dsree ]
2/3 8 4 2 6 - 4
(8PSK) | (k=3) | 1 | 4 | 7| -
16 7 1 4 - 5
(K=4) | 2 | 5| 7| -
64 15| 6 | 15| - 7
(K=6) | 6 | 15| 17| -
3/4 8 4 4 4 4 4
(16QAM) | (K=3) | 0 | 6 | 2 | 4
0 2 5 5
32 6 2 2 6 5
(K=5)| 1| 6| 0| 7
0 2 5 5
| Rate [ State | g' | ¢g° [ Puncturing] dyrec |
5/6 8 15 17 10010 3
(64QAM) | (K=3) 01111
64 133 | 171 11111 3
(K=6) 10000

Table 13.7: Top table shows the generator polynomials of Paaske’s qod831 of [120]. Bottom table
shows those of the rate-compatible puncture convoluticodés [312].K is the code memory
anddyy.. is the free Hamming distance. Octal format is used for thgmuhial coefficients
g%, while ‘1" and ‘0’ in the puncturing matrix indicate the ptish of the unpunctured and
punctured coded bits, respectively.

13.7.2.2 Simulation Results and Discussions

In this section we study the performance of TCM, TTCM, BICMI@BICM-ID using computer simula-
tions. The complexity of the coded modulation schemes ispaoed in terms of the number of decoding
states, and the number of decoding iterations. For a TCM 6MBtode of memoryi, the corresponding
complexity is proportional to the number of decoding statasiely toS = 2. Since TTCM schemes
invoke two component TCM codes, a TTCM code witherations and using af-state component code
exhibits a complexity proportional tat.S or t.25+1. As for BICM-ID schemes, only one decoder is used
but the demodulator is invoked in each decoding iteratioowéler, the complexity of the demodulator
is assumed to be insignificant compared to that of the chasemdder. Hence, a BICM-ID code with
iterations using a$-state code exhibits a complexity proportionatts or t.2.

13.7.2.2.1 Coded Modulation Performance over ANGN Channsl It is important to note that in
terms of the total number of trellis states the decoding derily of 64-state TCM and 8-state TTCM using
two TCM decoders in conjunction with four iterations can basidered similar. The same comments are
valid also for 16-state BICM-ID using four iterations or #®istate BICM-ID using eight iterations. In our
forthcoming discourse we will always endeavour to compahesies of similar decoding complexity, un-
less otherwise stated. Figure 13.24 illustrates the effeicinterleaving block length on the TCM, TTCM
and BICM-ID performance in an 8PSK scheme over AWGN channkls clear from the figure that a
high interleaving block length is desired for the iterafiVECM and BICM-ID schemes. The block length
does not affect the BICM-ID performance during the first pagsce it constitutes a BICM scheme using
SP-based phasor labelling. However, if we consider fouatitens, the performance improves, converging
faster to the Error-Free-Feedback (EFF) bduj93] for larger block lengths. At a BER of 10 a 500-

bit block length was about 1 dB inferior in terms of the reqdilSNR to the 2000-bit block length in the

2The EFF bound is defined as the BER upper bound performandevadhfor the idealised situation, when the
decoded values fed back to the demodulator in Figure 13e28raor free.
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Figure 13.24: Effects of block length on the TCM, TTCM and BICM-ID perfornee in the context of an
8PSK scheme for transmissions over AWGN channels.

context of the BICM-ID scheme. A slight further SNR improvem was obtained for the 4000-bit block
length. In other words, the advantage of BICM-ID over TCM fiansmissions over AWGN channels is
more significant for larger block lengths. The 8-state TTC&ffprmance also improves, when using four
iterations, as the block length is increased and, on theayAAICM is the best performer in this scenario.

Figure 13.25 shows the effects of the decoding complexittheriTCM, TTCM, BICM and BICM-ID
schemes’ performance in the context of an 8PSK scheme fusrigsions over AWGN channels using a
block length of 4000 information bits (2000 symbols). Agdime 64-state TCM, 64-state BICM, 8-state
TTCM using four iterations and 16-state BICM-ID along withuf iterations exhibit a similar decoding
complexity. At a BER of 104, TTCM requires about 0.6 dB lower SNR than BICM-ID, 1.6 dBsles
energy than TCM and 2.5 dB lower SNR than BICM. When the dempdiomplexity is reduced such
that 8-state codes are used in the TCM, BICM and BICM-ID sawertheir corresponding performance
becomes worse than that of the 64-state codes, as shownureHig.25. In order to be able to compare
the associated performance with that of 8-state BICM-IDhgi$our iterations, 8-state TTCM along with
two iterations is employed. Observe that due to the insefiichumber of iterations, TTCM exhibits only
marginal advantage over BICM-ID.

Figure 13.26 shows the performance of TCM, TTCM and BICM+tizoking 16QAM for transmissions
over AWGN channels using a block length of 6000 informatida {2000 symbols). Upon comparing 64-
state TCM with 32-state BICM-ID using two iterations, we ebg&d that BICM-ID outperforms TCM for
Ey /Ny values in excess of 6.8 dB. However, 8-state BICM-ID usinghareased number of iterations, such
as four or eight, outperforms the similar complexity 32&fICM-ID scheme employing two iterations as
well as 64-state TCM. An approximately 1.2 dB,/No gain was obtained at a BER of 16 for 8-state
BICM-ID using eight iterations over 64-state TCM at a simitkecoding complexity. Comparing 8-state
TTCM using two iterations and 8-state BICM-ID employing féerations reveals that BICM-ID performs
better for theE, /Ny range of 5.7 dB to 7 dB. When the number of iterations is irsgddo four for TTCM
and to eight for BICM-ID, TTCM exhibits a better performanes seen in Figure 13.26.

Owing to the associated SP, the intra-subset distance of &M TCM increases as we traverse down
the partition tree of Figure 13.7, for example. It was show{BR] that we only need to encode = 2 out
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Figure 13.25: Effects of decoding complexity on the TCM, TTCM, BICM and BWYaID schemes’ perfor-
mance in the context of an 8PSK scheme for transmissionsAWEN channels using a
block length of 4000 information bits (2000 symboals).

of m = 5 information bits in the 64QAM/TTCM to attain target BERs anal 1075 in AWGN channels.
Hence in this scenario there &8~ = 8 parallel transitions due to tha — m = 3 uncoded information
bits in the trellis of 64QAM/TTCM. Figure 13.27 illustratése performance of TCM, TTCM, BICM and
BICM-ID using 64QAM over AWGN channels. When using a blockdéh of 10000 information bits (2000
symbols), 8-state TTCM invoking four iterations is the bemtdidate, followed by the similar complexity
8-state BICM-ID scheme employing eight iterations. Agai@M performs better than BICM in AWGN
channels. When a block length of 1250 information bits (2a@tsols) was used, both TTCM and BICM-
ID experienced a performance degradation. It is also seEigure 13.27 that BICM-ID performs close to
TTCM, when a longer block length is used.

13.7.2.2.2 Performance over Uncorrelated Narrowband Ragigh Fading Channels The uncorre-
lated Rayleigh fading channels implied using an infinitegléa interleaver over narrowband Rayleigh fad-
ing channels. Figure 13.28 shows the performance of 64-3i@M, 64-state BICM, 8-state TTCM using
four iterations and 16-state BICM-ID employing four itéceis in the context of an 8PSK scheme commu-
nicating over uncorrelated narrowband Rayleigh fadinghaeés using a block length of 4000 information
bits (2000 symbols). These four coded modulation schemesasimilar complexity. As can be seen from
Figure 13.28, TTCM performs best, followed by BICM-ID, BICAhd TCM. At a BER of 104, TTCM
performs about 0.7 dB better in terms of the requifgd N, value than BICM-ID, 2.3 dB better than BICM
and 4.5 dB better than TCM. The error floor of TTCM [92] was lowan the associated EFF bound of
BICM-ID. However, the BERs of TTCM and BICM-ID were identic E, /No = 7 dB.

Figure 13.29 compares the performance of TCM, TTCM and BICMrvoking 16QAM for commu-
nicating over uncorrelated narrowband Rayleigh fadinghakeés using a block length of 6000 information
bits (2000 symbols). Observe that 32-state BICM-ID using ti@rations outperforms 64-state TCM for
Ey/No in excess of 9.6 dB. At the same complexity, 8-state BICM+iking eight iterations outperforms
64-state TCM beyond, /Ny = 8.2 dB. Similarly to 8PSK, the coding gain of BICM-ID over TCM ihe
context of 16QAM is more significant over narrowband Raytefgding channels compared to AWGN
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Figure 13.26: Performance comparison of TCM, TTCM and BICM-ID employingQAM for transmis-
sions over AWGN channels using a block length of 6000 infdromebits (2000 symbols).

channels. NeaE} /Ny of 11 dB the 8-state BICM-ID scheme approaches the EFF bcwerte 32-state
BICM-ID using two iterations exhibits a better performante to its lower EFF bound. Observe also that
8-state BICM-ID using four iterations outperforms 8-stafeCM employing two iterations in the range
of E,/No = 8.5 dB to 12.1 dB. Increasing the number of iterations only nveatly improves the perfor-
mance of BICM-ID, but results in a significant gain for TTCMhd performance of 8-state TTCM using
four iterations is better than that of 8-state BICM-ID alawigh eight iterations for, /Ny values in excess
of 9.6 dB.

Figure 13.30 illustrates the performance of TCM, TTCM, Bl@ktl BICM-ID when invoking 64QAM
for communicating over uncorrelated narrowband Rayledglirfg channels. Using a block length of 10000
information bits (2000 symbols), 64-state BICM performstésethan 64-state TCM foE; /Ny values in
excess of 15 dB. BICM-ID exhibits a lower error floor than TT@Mhis scenario, since BICM-ID protects
all the five information bits, while TTCM protects only twof@armation bits of the six-bit 64QAM symbol.
The three unprotected information bits of TCM and TTCM rarithese schemes less robust to the bursty
error effects of the uncorrelated fading channel. If we uS€® or TTCM code generator that encodes all
the five information bits, a better performance is expedRatlucing the block length from 2000 symbols to
250 symbols resulted in a small performance degradatiom T&@M, but yielded a significant degradation
for BICM-ID.

13.7.2.2.3 Coding Gain versus Complexity and Interleaver Bck Length In this section, we will
investigate the coding gaidx) of the coded modulation schemes utilising an 8PSK schemseis¢he De-
coding Complexity (DC) and the Interleaver Block Length)(Ht a BER of1l0~%. The coding gairG is
measured by comparing to the uncoded 4PSK scheme, whichitsiBER ofl0~* at E;, /Ny = 8.35 dB
andFEy /Ny = 35 dB for transmissions over AWGN channels and uncorrelatedwband Rayleigh fading
channels, respectively. Again, the DC is measured usinggbeciated number of decoding states and the
notationsS andt represent the number of decoding states and the number oflidgdterations, respec-
tively. Hence, the relative complexity of TCM, BICM, TTCM dmBICM-ID is given by S, S,2 x t x S
andt x S, respectively. The IL is measured in terms of the numberfoirmation bits in the interleaver.
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Figure 13.27: Performance comparison of TCM, TTCM, BICM and BICM-ID usi®4QAM over AWGN
channels.

Figure 13.31 portrays the coding gaihversus DC plot of the coded modulation schemes for 8PSK
transmissions over (a) AWGN channels and (b) uncorrelaaewband Rayleigh fading channels, using an
IL of 4000 information bits (2000 symbols). At a DC as low a#i& non-iterative TCM scheme exhibits the
highest coding gaid- for transmissions over ANGN channels, as seen in Figurel{&#)3By contrast, the
BICM scheme exhibits the highest coding géirfor transmissions over uncorrelated narrowband Rayleigh
fading channels, as seen in Figure 13.31(b). However, fo€ahi@her than 16, the iterative TTCM and
BICM-ID schemes exhibit higher coding gains than their itenative counterparts for transmission over
both channels.

For the iterative schemes different combinations ahd .S may yield different performances at the
same DC. For example, the coding g&inof BICM-ID in conjunction witht - S = 8 x 8 is better than
that oft - S = 4 x 16 at DC=64 for transmissions over AWGN channels, as seen in Figurel{®)3since
BICM-ID invoking a constituent code associated with= 16 has not reached its optimum performance
at iterationt = 4. However, the coding gai@' of BICM-ID in conjunction witht - S = 4 x 16 is better
than that oft - S = 8 x 8 at DC=64, when communicating over uncorrelated narrowband Rayliiding
channels, as seen in Figure 13.31(b). This is because BIZMvbking a constituent code associated with
S = 8 has reached its EFF bound at iteratios 4, while BICM-ID invoking a constituent code associated
with S = 16 has not reached its EFF bound, because the EFF bound for sedeiaed withS = 16 is
lower than that of a code associated with= 18. In general, the coding gaii of TTCM is the highest for
DC values in excess @R for transmissions over both channels.

Figure 13.32 portrays the coding gaihversus IL plot of the coded modulation schemes for 8PSK
transmissions over (a) AWGN channels and (b) uncorrelaaewband Rayleigh fading channels in con-
junction with a DC of 64 both with and without code terminatidVe can observe in Figure 13.32(a) that
IL affects the performance of the schemes using no code nation, since the shorter the IL, the higher
the probability for the decoding trellis to end at a wrongestaFor transmissions over AWGN channels
and upon using code-terminated schemes, only the perfaenaiithe BICM-ID scheme is affected by the
IL, since the performance of the scheme communicating oVGA channels depends on the FED, while
the high FED of BICM-ID depends on the reliability of the féadk values. Therefore, when the IL is
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Figure 13.28: Performance comparison of TCM, TTCM, BICM and BICM-ID for 8R transmissions
over uncorrelated Rayleigh fading channels using a blongtte of 4000 information bits
(2000 symbols).

short, BICM-ID suffers from a performance degradation. ldeer, the other schemes are not affected by
the IL when communicating over AWGN channels, as seen inrEig3.32(a), since there are no bursty
channel errors to be dispersed by the interleaver and héece is no advantage in utilising a long IL. To
elaborate a little further, as seen in Figure 13.32 for tr@ssions over uncorrelated narrowband Rayleigh
fading channels using code-terminated schemes, the IL wakesignificantly affect the performance of
the schemes, since the error events are uncorrelated imtweralated Rayleigh fading scenario. These
results constitute the upper bound performance achievai®e an infinitely long interleaver is utilised for
rendering the error events uncorrelated.

Figure 13.33 portrays the coding gaihversus IL plot of the coded modulation schemes for 8PSK
transmissions over correlated narrowband Rayleigh fadiamnels, in conjunction with a decoding com-
plexity of 64, when applying code termination. The normedisDoppler frequency of the channel is
3.25 x 1075, which corresponds to a Baud rate of 2.6 MBaud, a carrieutraqy of 1.9 GHz and a vehic-
ular speed of 30 mph. This is a slow fading channel and herctatting envelope is highly correlated. Itis
demosntrated by Figure 13.33 that the coding d@aiof all coded modulation schemes improves as the IL
increases. This is because the MAP decoder is unable torpediits best when the channel errors occur
in bursts. However, the performance improves when the ersts are dispersed by the employment of a
long interleaver. In general, TTCM is the best performeraaariety of IL values. However, BICM-ID is
the worst performer for an IL of 4000 bits, while performirigngarly to TTCM for long IL values.

On one hand, TCM performs better than BICM for short IL valughkich follows the performance
trends observed for transmissions over AWGN channels, asrslin Figure 13.32(a). This is because
slowly fading channels are highly correlated and hence theyave as near-Gaussian channels, where
TCM is at its best, since TCM was designed for Gaussian chgnrigy contrast, although BICM was
designed for fading channels, when the channel-inducest bursts are inadequately dispersed owing to
the employment of a short IL, the performance of BICM suffémsother words, when communicating over
slowly fading channels, extremely long interleavers manéeessary for over-bridging the associated long
fades and for facilitating the dispersion of bursty trarssiun errors, which is a prerequisite for the efficient
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Figure 13.29: Performance comparison of TCM, TTCM and BICM-ID for 16QANMatismissions over
uncorrelated narrowband Rayleigh fading channels tratiagni2000 symbols/block (6000
information bits/block).

operation of channel codecs.

On the other hand, BICM performs better than TCM for long Ilues, which is reminiscent of the per-
formance trends observed when communicating over unededRayleigh fading channels, as evidenced
by Figure 13.32(b). This is justified, since the correlatiéthe fading channel is broken when a long IL is
employed for dispersing the error bursts.

13.7.2.3 Conclusion

In conclusion, at a given complexity TCM performs betterntiCM in AWGN channels, but worse
in uncorrelated narrowband Rayleigh fading channels. HeweBICM-ID using soft-decision feedback
outperforms TCM and BICM for transmissions over both AWGN amcorrelated narrowband Rayleigh
fading channels at the same DC. TTCM has shown superiornpeaftce over the other coded modulation
schemes studied, but exhibited a higher error floor for tH@4M scheme due to the presence of uncoded
information bits for transmissions over uncorrelated oaband Rayleigh fading channels. Comparing the
coding gain against the DC, the iterative decoding schefEE@M and BICM-ID are capable of providing

a high coding gain even in conjunction with a constituentecexhibiting a short memory length, although
only at the cost of a sufficiently high number of decodingatiems, which may imply a relatively high
decoding complexity. Comparing the achievable coding ga@inst the IL, TTCM is the best performer
for a variety of ILs, while the performance of BICM-ID is highdependent on the IL for transmissions
over both AWGN and Rayleigh fading channels.

13.7.3 Coded Modulation in Wideband Channels

In this section we will consider the performance of the vasiooded modulation schemes in the context of
practical dispersive channels.
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Figure 13.30: Performance comparison of TCM, TTCM, BICM and BICM-ID usi6dQAM for trans-
missions over uncorrelated narrowband Rayleigh fadingicbis.

13.7.3.1 Inter-symbol Interference

The mobile radio channels [49] can be typically characterisy band-limited linear filters. If the mod-
ulation bandwidth exceeds the coherence bandwidth of ie hannel, Inter-Symbol Interference (ISI)
occurs and the modulation pulses are spread or dispersaé iimte domain. The IS, inflicted by band-
limited frequency, selective time-dispersive channeistodts the transmitted signals. At the receiver, the
linearly distorted signal has to be equalised in order tovecthe information.

The linearly distorted instantaneous signal received thedispersive channel can be visualised as the
superposition of the channel’s response due to severahmafiion symbols in the past and in the future.
Figure 13.34 shows the Channel’s Impulse Response (CIR)ierly three distinct parts. The main tép
possesses the highest relative amplitude. The taps béfradin tap, namelfo andh;, are referred to as
pre-cursors, whereas those following the main tap, nagebndh., are referred to as post-cursors.

The energy of the wanted signal is received mainly over thke gascribed by the main channel tap.
However, some of the received energy is contributed by tmwaiation of the pre-cursors with future
symbols and the convolution of the post-cursor with pasttsyls) which are termed pre-cursor ISI and
post-cursor ISI, respectively. Thus the received signabisstituted by the superposition of the wanted
signal, pre-cursor ISI and post-cursor ISI.

13.7.3.2 Decision Feedback Equaliser

Channel equalisers that are utilised for compensating ffieete of ISI can be classified structurally as
linear equalisers or DFEs. They can be distinguished algb@basis of the criterion used for optimising
their coefficients. When applying the Minimum Mean SquareE(MMSE) criterion, the equaliser is
optimised such that the mean squared error between thetdibgignal and the actual transmitted signal
is minimised. For time varying dispersive channels, a ramigadaptive algorithms can be invoked for
updating the equaliser coefficients and for tracking thenokhvariations [193].
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Figure 13.31: Coding gain at a BER of0~* over the uncoded 4PSK scheme, against the decoding com-
plexity of TCM, TTCM, BICM and BICM-ID for 8PSK transmissiarover (a) AWGN chan-
nels and (b) uncorrelated narrowband Rayleigh fading oblanmsing an interleaver block
length of 4000 information bits (2000 symbols). The notadi§ andt represent the number
of decoding states and the number of decoding iteratiospertively.



422 CHAPTER 13. CODED MODULATION THEORY AND PERFORMANCE

Interleaver Length (Symbol)
50° 500 1000 1500

45

»
o

w
&

Coding Gain (dB)
w
o

25
~n
- 8
20t . [al
=
A TCM (64)
157 —— Code-Termination 0 BICM (64)
No Code-Termination O TTCM (2x4x8)
1o o © BICM-ID (4x16)
) 1000 2000 3000 4000
Interleaver Length (Bit)
(a) AWGN channels
Interleaver Length (Symbol)
0 500 1000 1500 00
28 : : o e
27 + 8
5 )
26 @ — o e v
o . .
a 251 B/ = £
S o a
c 24 =
oo}
o 23 )
o B
S22t & °
e]
o
O 21t
20 + =
A TCM (64)
19 | —— Code-Termination 0 BICM (64)
No Code-Termination O TTCM (2x4x8)
8 © BICM-ID (4x16)
1 L L L
0 1000 2000 3000 4000

Interleaver Length (Bit)

(b) uncorrelated narrowband Rayleigh fading channels

Figure 13.32: Coding gain at a BER 010~* over the uncoded 4PSK scheme, against the IL of TCM,
TTCM, BICM and BICM-ID for 8PSK transmissions over (a) AWGKannels and (b) un-
correlated narrowband Rayleigh fading channels, invokifiC of 64 applying code termi-
nation or no code termination.
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Figure 13.34: Channel Impulse Response (CIR) having pre-cursors, the tagiand post-cursors.

13.7.3.2.1 Decision Feedback Equaliser PrincipleThe simple Zero Forcing Equaliser (ZFE) [314]
forces all the impulse response contributions of the camzded system constituted by the channel and the
equaliser to zero at the signalling instants for n # 0, whereT is the signalling interval duration. The
ZFE provides gain in the frequency domain at frequenciegevtiee channel’s transfer function experiences
attenuation and vice versa. However, both the signal anddtse are enhanced simultaneously and hence
the ZFE is ineffective owing to the associated noise entraroe effects. Furthermore, no finite-gain ZFE
can be designed for channels that exhibit spectral null3, 288].
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Figure 13.35: Schematic of the transmission system portraying the atefaedforward (Fwd) and back-
ward (Bwd) filter of the DFE, wher€'(f) and B(f) are the corresponding frequency-
domain transfer functions, respectively.

Linear MMSE equalisers [314] are designed for mitigatinthtthe pre-cursor ISI and the post-cursor
ISI, as defined in Section 13.7.3.1. The MMSE equaliser isenmelligent than the ZFE, since it jointly
minimises the effects of both the I1SI and noise. Althoughlithear MMSE equaliser approaches the same
performance as the ZFE at high SNRs, an MMSE solution dossseiir all channels, including those that
exhibit spectral nulls.

The idea behind the DFE [193, 288, 314] is that once an infaomasymbol has been detected and
decided upon, the ISI that these detected symbols inflictetlture symbols can be estimated and the
corresponding ISI can be cancelled before the detectionlifexjuent symbols.

The DFE employs a feedforward filter and a backward-oriefitedt for combating the effects of dis-
persive channels. Figure 13.35 shows the general blockatiagf the transmission system employing
a DFE. The forward-oriented filter partially eliminates 1% introduced by the dispersive channel. The
feedback filter, in the absence of decision errors, is fedh wie error-free transmitted signal in order to
further reduce the ISI.

The feedback filter, denoted as the Bwd Filter in Figure 1388eives the detected symbol. Its output
is then subtracted from the estimates generated by the rfdrieer, denoted as the Fwd Filter, in order
to produce the detector’s input. Since the feedback filtes tilse ISI-free signal as its input, the feedback
loop mitigates the ISI without introducing enhanced noige ithe system. The drawback of the DFE is
that when wrong decisions are fed back into the feedback lewpr propagation is inflicted and the BER
performance of the equaliser is degraded.

The detailed DFE structure is shown in Figure 13.36. Theftaadrd filter is constituted by the
coefficients or taps labelled &, — Cn,—1, whereN; is the number of taps in the feedforward filter,
as shown in the figure. The causal feedback filter is constitbl Vv, feedback taps, denoted &s —
bn,. Note that the feedforward filter contains only the presaput signalr,, and future input signals
Thtl - o Tk (Np41)s which implies that no latency is inflicted. Therefore, teedforward filter eliminates
only the pre-cursor ISI, but not the post-cursor ISI. By cast, the feedback filter mitigates the ISI caused
by the past data symbols, i.e. post-cursor ISI. Since théfdeward filter only eliminates the pre-cursor
ISI, the noise enhancement effects are less problemati€Es@ompared to the linear MMSE equaliser.

Here, the MMSE criterion [314] is used for deriving the optimcoefficients of the feedforward section
of the DFE. The Mean Square Error (MSE) between the transdhiignal,s,., and its estimatesy, at the
equaliser’s output is formulated as:

MSE = E[|sx — 4°], (13.43)
whereFE][|sy — 5|%] denotes the expected value|ef — 5|2. In order to minimise the MSE, the orthogonality
principal [315] is applied, stating that the residual ewbthe equaliserg, = s — 3k, is orthogonal to the
input signal of the equaliser,, when the equaliser taps are optimal, yielding:

Elexriyi] =0, (13.44)

where the superscript * denotes conjugation. Followingu®@iyés approach [193, 316], the optimum coef-
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Figure 13.36: Structure of the DFE where, and S;, denote the received signal and detected symbol, re-

spectively, whileC,,,, b, represent the coefficient taps of the forward- and backwaiehted
filters, respectively.

ficient of the feedforward section can be derived from thiofaing set of NV; equations:

Ny—1 1
> Cn | hshoym-10% + Nobpmt| =hios, 1=0...N;—1, (13.45)
m=0 v=0

wheres? and Ny /2 are the signal and noise variance, respectively, wtiildenotes the complex conjugate
of the CIR and’ is the delta function. By solving thes€; simultaneous equations, the equaliser coeffi-
cients,C,,,, can be obtained. For the feedback filter the following se¥Vpfequations were used, in order
to derive the optimum feedback coefficiety,[316]:

Ny—1
bg= Y Comhmiq, q=1...Np. (13.46)

m=0

13.7.3.2.2 Equalizer Signal To Noise Ratio LossThe equaliser’'s performance can be measured in
terms of the equaliser’s SNR loss, BER performance and M8B][2Here the SNR loss is considered,
since this parameter will be used in next section.

The SNR loss of the equaliser was defined by Cheung [316] as:

SNRloss = SNRinput - SNRoutput7 (1347)
whereSN Rinput is the SNR measured at the equaliser’s input, given by:

2
SN Rinput = —-, (13.48)
20%
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with o2 being the average received signal power, assuming wide staionary conditions, ant; is the
variance of the AWGN.

The equaliser’s output contains the wanted signal, the@ffleGaussian noise, the residual ISI and the
ISI caused by the past data symbols. In order to simplify gteutation ofS N Rowtput, We assume that the
SNR is high and hence we consider the low-BER range, wheeetefely correct bits are fed back to the
DFE’s feedback filter. Thus the post-cursor ISI is compie&timinated from the equaliser’s output. Hence
SN Routpus 1S given by [316]:

Wanted Signal Power
Residual ISI Powert Effective Noise Power

SN Routput = (13.49)

where the residual ISI is assumed to be an extra noise statpdssessed a Gaussian distribution. There-
fore, we have:

Ny—1
Wanted Signal Powet: E [[si > Cohm|*| (13.50)
m=0
Np-1
Effective Noise Power= Ny Y |Cif?, (13.51)
=0
and:
-1
Residual ISIPower= >~ E[|fgsk—q|’], (13.52)
g=—(Ns—1)

wheref, = Zfif:f)l Chmhm+4 @and the remaining notations are accrued from Figure 13.8&uBstituting
Equations 13.50, 13.51 and 13.52 into 13.49,3%€R,.+».+ can be written as [288]:

B [lsk Sl Ol ]

N;—1

SNRoutput = ) .
Zq:,(Nf,UE“ququP] + No Zi:o |Ci]2

(13.53)

Following this rudimentary introduction to channel egsation, we focus our attention on quantifying
the performance of various wideband coded modulation sekemeferring the reader to [193] for an in-
depth discourse on channel equalisation.

13.7.3.3 Decision Feedback Equalizer Aided Adaptive Codddodulation

In this section, DFE-aided wideband Burst-by-Burst (BbBagtive TCM, TTCM, BICM and BICM-ID
schemes are proposed and characterised in performancg, than communicating over the COST207
Typical Urban (TU) wideband fading channel. These schemmesesaluated using a practical near-
instantaneous modem mode switching regiBgstem Irepresents schemes without channel interleaving,
while System Il invokes channel interleaving over four transmission surSlystem | exhibited a factor
four delay in lower overall modem mode signalling, and haéhe&s capable of more prompt modem mode
reconfiguration. By contrasgystem Il was less agile in terms of modem mode reconfiguration, bug-ben
fited from a longer interleaver delay. We will show in Sectld7.3.3.4 that a substantially improved Bit
Per Symbol (BPS) and BER performance was achieve8ysyem Il in comparison tdSystem L We will
also show that BbB adaptive TTCM was found to perform bettantthe BbB adaptive TCM iBystem |l

at a similar DC, when aiming for a target BER of below 0.01%.

13.7.3.3.1 Introduction In general fixed-mode transceivers fail to adequately @rant the time vary-
ing nature of the mobile radio channel and hence typicalbultein bursts of transmission errors. By
contrast, in BbB adaptive schemes [209] a higher-order tatida mode is employed when the instanta-
neous estimated channel quality is high in order to incré@saumber of BPS transmitted and, conversely,
a more robust lower-order modulation mode is employed wherirtstantaneous channel quality is low, in
order to improve the mean BER performance. Uncoded adagthvemes [209,211,223,224,317,318] and
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coded adaptive schemes [218, 319, 320] have been investif@t transmissions over narrowband fading
channels. Finally, a turbo-coded wideband adaptive sclessisted by a DFE was investigated in [321].

In our practical approach the local transmitter is informabdut the channel quality estimate generated
by the remote receiver upon receiving the transmissiont lmirthe remote transmitter. In other words,
the modem mode required by the remote receiver for maimgiits target integrity is superimposed on
the transmission burst emitted by the remote transmittendd a delay of one transmission burst duration
is incurred. In the literature, adaptive coding designettifoe varying channels using outdated fading
estimates has been investigated for example in [322].

Over wideband fading channels the DFE employed will eliténmaost of the I1SI. Consequently, the
MSE at the output of the DFE can be calculated and used as tie meoked for switching the modulation
modes [223]. This ensures that the performance is optintigemploying equalization and BbB adaptive
TCM/TTCM jointly, in order to combat both the signal powerdtuations and the time variant IS of the
wideband channel.

In Section 13.7.3.3.2, the system’s schematic is outlinedSection 13.7.3.3.3, the performance of
various fixed-mode TCM and TTCM schemes is evaluated, whelei®n 13.7.3.3.4 contains the detailed
characterisation of the BbB adaptive TCM/TTCM schemes éndbntext of the non-interleave®l/stem |
and interleave@ystem Il. In Section 13.7.3.3.5 we compare the performance of thegsed schemes with
that of other adaptive coded modulation schemes, such asl Bl BICM-ID. Finally, we will conclude
with our findings in Section 13.7.3.3.6.
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Figure 13.37: The impulse response of a COST207 Typical Urban (TU) chd26dl].
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°

Data Training Data Guard
sequence

non-spread data burst
Figure 13.38: Transmission burst structure of the FMAL non-spread datspasified in the FRAMES
proposal [239].

13.7.3.3.2 System Overview The multi-path channel model is characterised by its diseé symbol-
spaced COST207 Typical Urban (TU) CIR [264], as shown in f&gl8.37. Each path is faded inde-
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pendently according to a Rayleigh distribution and the esgonding normalised Doppler frequency is
3.25 x 107°, the system’s Baud rate is 2.6 MBaud, the carrier frequeacy.9 GHz and the vehicular
speed is 30 mph. The DFE incorporagidfeed forward taps andfeedback taps and the transmission burst
structure used is shown in Figure 13.38. When consideririgha Division Multiple Access (TDMA)/Time
Division Duplex (TDD) system providing 16 slots per 4.615 Ti3MA frame, the transmission burst dura-
tion is 288 us, as specified in the Pan-European FRAMES proposal [239].

The following assumptions are stipulated. First, we asstiratthe equaliser is capable of estimating
the CIR perfectly with the aid of the equaliser training sage of Figure 13.38. Second, the CIR is time-
invariant for the duration of a transmission burst, butestfrom burst to burst according to the Doppler
frequency, which corresponds to assuming that the CIR islglearying. We refer to this scenario as
encountering burst-invariant fading. The error propagatf the DFE will degrade the estimated perfor-
mance, but the effect of error propagation is left for furtsieidy. At the receiver, the CIR is estimated, and
is then used for calculating the DFE coefficients [193]. ®gjpently, the DFE is used for equalising the
ISI-corrupted received signal. In addition, both the ClIRmate and the DFE feedforward coefficients are
utilised for computing the SNR at the output of the DFE. Mgpedifically, by assuming that the residual
ISI is near-Gaussian distributed and that the probabifityezision feedback errors is negligible, the SNR
at the output of the DFEy4., is calculated as [316]:

Wanted Signal Power
Residual ISI Power + Effective Noise Power
B[se X LoContinl’]
= — o . ~; > (13.54)
Sty BT Cntnasi—al’| + No Zlo |Conl

whereC,, and h,, denote the DFE’s feedforward coefficients and the CIR, smdy. The transmit-
ted signal is represented by, and N, denotes the noise spectral density. Finally, the nhumberF D
feedforward coefficients is denoted by .

The equaliser's SNRy4¢., in Equation 13.54, is then compared against a set of adaptddem mode
switching thresholdg’,,, and subsequently the appropriate modulation mode istedl§223, 323]. The
modem mode required by the remote receiver for maintairtmgairget integrity is then fed back to the
local transmitter. The modulation modes that are utilisethis scheme are 4QAM, 8PSK, 16QAM and
64QAM [193].

Ydfe

Data—s Encoder Modulator
A .
! Wideband
. Fading
Mode Switching Channel
! !
. Output SNR
DFE
Data-«— Decoder Demodulator

Figure 13.39: System lemploying no channel interleaver. The equaliser’'s outpNR % used for selecting
a suitable modulation mode, which is fed back to the trartemiin a burst-by-burst basis.

The simplified block diagram of the BbB adaptive TCM/TTC3§stem | is shown in Figure 13.39,
where no channel interleaving is used. Transmitter A etdrie modulation mode required by receiver B
from the reverse-link transmission burst in order to adjnstadaptive TCM/TTCM mode suitable for the
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currently experienced instantaneous channel qualitys irtdurs one TDMA/TDD frame delay between
estimating the actual channel condition at receiver B ardstiected modulation mode of transmitter A.
Better channel quality prediction can be achieved usingtélseniques proposed in [324]. We invoke
four encoders, each adding one parity bit to each informasigmbol, yielding the coding rate df/2
in conjunction with the TCM/TTCM mode of 4QAM,/3 for 8PSK,3/4 for 1L6QAM and5/6 for 64QAM.
The design of TCM schemes contrived for fading channeleseain the time and space diversity pro-
vided by the associated channel coder [291, 304]. Diversdy be achieved by repetition coding, which
reduces the effective data rate, spacedtime- coded nauttiphsmitter/receiver structures [79], which in-
creases cost and complexity, or by simple interleavingcivfinduces latency. In [325] adaptive TCM
schemes were designed for narrowband fading channeksingjliepetition-based transmissions during deep
fades along with ideal channel interleavers and assumirggdeday for the feedback of the channel quality
information.

1 4 4 4 1 1
——={ Buffer ——= Encoder / Channel / Buffer Modulator
Data Interleaver
A
} Wideband
Fading
Mode Switching Channel
 Output SNR #
1 4 4 4 1 1 DFE
-/ Buffer ++—{ Decoder _+Ch_annel +—{ Buffer F«+— Demodulatore—
Data Deinterleaver|

Figure 13.40: System Ilemploying a channel interleaver length of four TDMA/TDD bts. Data are
entered into the input buffer on a burst-by-burst basis &ednodulator modulates coded
data read from the output buffer for transmission on a boysiurst basis. The encoder and
channel interleaver as well as the decoder and channeteideiaver operate on a four-burst
basis. The equaliser’s output SNR during the fourth bursisid for selecting a suitable
modulation mode and fed back to the transmitter on the revark burst.

Figure 13.40 shows the block diagranByfstem Il, where symbol-based channel interleaving over four
transmission bursts is utilised, in order to disperse thstipilsymbol errors. Hence, the coded modulation
module assembles four bursts using an identical modulatiode, so that they can be interleaved using
the symbol-by-symbol random channel interleaver withtwet need of adding dummy bits. Then, these
four-burst TCM/TTCM packets are transmitted to the reaei¥@nce the receiver has received the fourth
burst, the equaliser’s output SNR for this most recent hisiisged for choosing a suitable modulation mode.
The selected modulation mode is fed back to the transmitteh® reverse-link burst. Upon receiving the
modulation mode required by receiver B (after one TDMA fradeday), the coded modulation module
assembles four bursts of data from the input buffer for apdind interleaving, which are then stored in
the output buffer ready for the next four bursts’ transneigsi Thus the first transmission burst exhibits
one TDMA/TDD frame delay and the fourth transmission busstilgits four frame delay which is the
worst-case scenario.

Soft-decision trellis decoding utilising the Log-MAP afitbm [52] of Section 3.3.5 was invoked for
TCM/TTCM decoding. The Log-MAP algorithm is a numericalliakle version of the MAP algorithm
operating in the log-domain, in order to reduce its compyegind to mitigate the numerical problems
associated with the MAP algorithm [11]. As stated in Secfi8t®2, the TCM scheme invokes Ungerbock’s
codes [290], while the TTCM scheme invokes Robertson’s £¢82]. A component TCM code memory
of 3 was used for the TTCM scheme. The number of turbo itematior TTCM was fixed to four and hence
it exhibited a similar DC to the TCM code memory of 6. In the nexction we present simulation results
for our fixed-mode transmissions.
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Figure 13.41: TCM performance of each individual modulation mode overRlagleigh fading COST207
TU channel of Figure 13.37. A TCM code memory of 6 was used;esinhad a similar
decoding complexity to TTCM in conjunction with four itei@s using a component TCM
code memory of 3.
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Figure 13.42: TTCM performance of each individual modulation mode overRayleigh fading COST207
TU channel of Figure 13.37. A component TCM code memory of 8 used and the number
of turbo iterations was four. The performance of the TCM caith memory 6 utilising a
channel interleaver was also plotted for comparison.
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13.7.3.3.3 Fixed-mode Performance Before characterising the proposed wideband BbB adaptive
scheme, the BER performance of the fixed modem modes of 4QA8K8 16QAM and 64QAM are
studied both with and without channel interleavers. Theselts are shown in Figure 13.41 for TCM,
and in Figure 13.42 for TTCM. The random TTCM symbol-inteder memory was set @84 symbols,
corresponding to the number of data symbols in the trangonigmirst structure of Figure 13.38, where the
resultant number of bits was the number of data bits per syf®&S) x 684. A channel interleaver of

4 x 684 symbols was utilised, where the number of bits WBS + 1) x 4 x 684 bits, since one parity

bit was added to each TCM/TTCM symbol.

As expected, in Figures 13.41 and 13.42 the BER performahtieeochannel-interleaved scenario
was superior compared to that without channel interleaaléinpugh at the cost of an associated higher
transmission delay. The SNR gain difference between thengldnterleaved and non-interleaved scenarios
was about 5 dB in the TTCM/4QAM mode, but this difference itlifor higher-order modulation modes.
Again, this gain was obtained at the cost of a four-burst ohbimterleaving delay. This SNR gain difference
shows the importance of time diversity in coded modulaticimesnes.
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Figure 13.43: TTCM and TCM performance of each individual modulation mdoletransmissions over
the unfaded COST207 TU channel of Figure 13.37. The TTCMmehaesed component
TCM codes of memory 3 and the number of turbo iterations was f@he performance
of the TCM scheme in conjunction with memory 6 was plotted domparison with the
similar-complexity TTCM scheme.

TTCM has been shown to be more efficient than TCM for trandgomnssover AWGN channels and
narrowband fading channels [92, 326]. Here, we illustrageadvantage of TTCM in comparison to TCM
over the dispersive or wideband Gaussian CIR of Figure 138%een in Figure 13.43. In conclusion,
TTCM is superior to TCM in a variety of channels.

Let us now compare the performance of the BbB adaptive TCI@NBystem landll .

13.7.3.3.4 System | and System Il Performance The modem mode switching mechanism of the adap-
tive schemes is characterised by a set of switching thrdshitie corresponding random TTCM symbol
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interleavers and the component codes, as follows:

4QAJ\/I7 Io :684, Ro :1/2 if’yDFE S f1
8PSK, I, =1368 R, =2/3 if fi <vpre < f2
16QAM, I =2052 Ry =3/4 if fo < yprEe < f3
64QAM, Is =342Q Rs =5/6 ifypre > fs,

Modulation Mode= (13.55)

wheref,,n = 1...3, are the equaliser’s output SNR thresholds, whjleepresents the random TTCM
symbol interleaver size in terms of the number of bits, whicmot used for the TCM schemes. The
switching thresholdsf,, were chosen experimentally, in order to maintain a BER obWwe).01%, and
these thresholds are listed in Table 13.8.

BER < 0.01 % Switching Thresholds
Adaptive System Type f fo fs
TCM, Memory 3 System | | 19.56 | 23.91 | 30.52
System Il | 17.17 | 21.91 | 29.61
TCM, Memory 6 System | | 19.56 | 23.88 | 30.07

System Il | 17.14 | 21.45 | 29.52
TTCM, 4 iterations System | | 19.69 | 23.45 | 30.29
System Il | 16.66 | 21.40 | 28.47
BICM, Memory 3 System | | 19.94 | 24.06 | 31.39
BICM-ID, 8 iterations | System Il | 16.74 | 21.45 | 28.97

Table 13.8: The switching thresholds were set experimentally for tnginsions over the COST207 TU
channel of Figure 13.37, in order to achieve a target BER &ivb®.01%. System |does
not utilise a channel interleaver, whifgystem Il uses a channel interleaver length of four
TDMA/TDD bursts.

Let us consider the adaptive TTCM scheme in order to invesithe performance @ystem land
System II. The performance of the non-interleav@gstem Iwas found to be identical to that of the same
scheme employing interleaving over one transmission pursich was described in the context of Fig-
ure 13.38. This is because in the context of the burst-iamafiading scenario the channel behaves like a
dispersive Gaussian channel, encountering a specificdainelope and phase trajectory across a trans-
mission burst. The CIR is then faded at the end or at the coroemeent of each transmission burst. Hence
the employment of a channel interleaver having a memory efteemsmission burst would not influence
the distribution of the channel errors experienced by thebder. The BER and BPS performances of
both adaptive TTCM systems using four iterations are shawFigure 13.44, where we observed that the
throughput ofSystem Il was superior to that oBystem L Furthermore, the overall BER @ystem I
was lower than that dbystem L In order to investigate the switching dynamics of both eyst, the mode
switching together with the equaliser’s output SNR wastptbiersus time at an average channel SNR of
25 dB in Figures 13.45 and 13.46. Observe in Table 13.8 tlaswitching thresholdg,, of System II
are lower than those @ystem |, since the fixed-mode-based resultsSystem Il in Figure 13.42 were
better. Hence higher-order modulation modes were chosee freguently than irsystem |, giving a bet-
ter BPS throughput. From Figures 13.45 and 13.46, it is ¢leiSystem Iwas more flexible in terms of
mode switching, whileSystem Il benefited from higher diversity gains due to the four-bunstnmel inter-
leaver. This diversity gain compensated for the loss of@viiig flexibility, ultimately providing a better
performance in terms of BER and BPS, as seen in Figure 13.44.

In our next endeavour, the adaptive TCM and TTCM schem&gystem landSystem |l are compared.
Figure 13.47 shows the BER and BPS performanc8yasftem |for adaptive TTCM using four iterations,
adaptive TCM of memory 3 (which was the component code of UM scheme) and adaptive TCM of
memory 6 (which had a similar decoding complexity to our TTE€Meme). As can be seen from the fixed-
mode results of Figures 13.41 and 13.42 in the previous@ecliCM and TTCM performed similarly
in terms of their BER, when no channel interleaver was usedhe slow fading wideband COST207
TU channel of Figure 13.37. Hence, they exhibited a similnfggmance in the context of the adaptive
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Figure 13.44:BER and BPS performance of adaptive TTCM for transmissiomes the COST207 TU
channel of Figure 13.37, using four turbo iterationSystem I(without channel interleaver)
and inSystem Il (with a channel interleaver length of four bursts) for a éaflBER of less
than 0.01%. The legends indicate the associated switchieghiolds expressed in dB, as
seen in the brackets.

schemes of System I, as shown in Figure 13.47. Even the TCkhsetof memory 3 associated with a
lower complexity could give a similar BER and BPS perforn&ang@his shows that the equaliser plays a
dominant role irSystem |, where the coded modulation schemes could not benefit fréfimisat diversity
due to the lack of interleaving.

When the channel interleaver is introduced®iystem I, the bursty symbol errors are dispersed. Figure
13.48 illustrates the BER and BPS performanceSgétem |l for adaptive TTCM using four iterations,
adaptive TCM of memory 3 and adaptive TCM of memory 6. Theqgrerfince of all these schemes im-
proved in the context oBystem Il, as compared to the corresponding schemeSyistem L The TCM
scheme of memory 6 had a lower BER than TCM of memory 3, andexdsibited a small BPS improve-
ment. As expected, TTCM had the lowest BER and also the hi@S throughput compared to the other
coded modulation schemes.

In summary, we have observed BER and BPS gains for the chartedbaved adaptive coded schemes
of System Il in comparison to the schemes without channel interleavéan 8ystem | Adaptive TTCM
exhibited a superior performance in comparison to adapi@#l in the context ofSystem I1.

13.7.3.3.5 Overall Performance Figure 13.49 shows the fixed modem modes’ performance for TCM
TTCM, BICM and BICM-ID in the context oSystem Il. For the sake of a fair comparison of the DC, we
used a TCM code memory of 6, TTCM code memory of 3 in conjumatiith four turbo iterations, BICM
code memory of 6 and a BICM-ID code memory of 3 in conjunctiathwight decoding iterations. How-
ever, BICM-ID had a slightly higher DC, since the demodulatas invoked in each BICM-ID iteration,
whereas in the BICM, TCM and TTCM schemes the demodulatoromgsvisited once in each decoding
process. As illustrated in the figure, the BICM scheme pearéat marginally better than the TCM scheme at
a BER below 0.01%, except in the 64QAM mode. Hence, adapti@d/Bs also expected to be better than
adaptive TCM in the context @ystem Il, when a target BER of less than 0.01% is desired. This is lsecau
when the channel interleaver depth is sufficiently high,diversity gain of the BICM'’s bit interleaver is
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Figure 13.45: Channel SNR estimate and BPS versus time plot for adaptiv@VI for transmissions over
the COST207 TU channel of Figure 13.37, using four turbcattens inSystem | at an
average channel SNR of 25 dB, where the modulation mode liwitds based upon the
equaliser’s output SNR, which is compared to the switchimggholdsf,, defined in Table
13.8. The duration of one TDMA/TDD frame is 4.615 ms. The TT@Mdde can be switched
after one frame duration.

higher than that of the TCM'’s symbol interleaver [84, 91].

Figure 13.50 compares the adaptive BICM and TCM schemesindhtext ofSystem |, i.e. without
channel interleaving, although the BICM scheme invokedngéerinal bit interleaver of one burst memory.
As can be seen from the figure, adaptive TCM exhibited a bBf®&S throughput and BER performance
than BICM, due to employing an insufficiently high channeénfeaving depth for the BICM scheme, for
transmissions over our slow fading wideband channels.

As observed in Figure 13.49, we noticed that BICM-ID had tloestvperformance at low SNRs in each
modulation mode compared to other coded modulation schehi@sever, it exhibited a steep slope and
therefore at high SNRs it approached the performance of &M scheme. The adaptive BICM-ID and
TTCM schemes employed in the contextyfstem Il were compared in Figure 13.50. The adaptive TTCM
scheme exhibited a better BPS throughput than adaptive BIZMince TTCM had a better performance in
fixed modem modes at a BER of 0.01%. However, adaptive BICMxBibited a lower BER performance
than adaptive TTCM owing to the high steepness of the BERecofBICM-ID in its fixed modem modes.

13.7.3.3.6 Conclusions In this section, BbB adaptive TCM, TTCM, BICM and BICM-ID wepro-
posed for transmissions over wideband fading channels witthand without channel interleaving and
they were characterised in performance terms when commtimgcover the COST207 TU fading channel.
When observing the associated BPS curves, adaptive TTCMitedhup to 2.5 dB SNR gain for a chan-
nel interleaver length of four bursts in comparison to tha-imgerleaved scenario, as evidenced in Figure
13.44. Upon comparing the BPS curves, adaptive TTCM alsithigt up to 0.7 dB SNR gain compared
to adaptive TCM of the same complexity in the contexSgbtem Il for a target BER of less than 0.01%,
as shown in Figure 13.48. Lastly, adaptive TCM performedebehan the adaptive BICM bench-marker
in the context ofSystem |, and the adaptive BICM-ID scheme performed marginally wdhan adaptive
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Figure 13.46: Channel SNR estimate and BPS versus time plot for adaptiv@VI for transmissions over
the COST207 TU channel of Figure 13.37, using four turbaattens inSystem Il at an
average channel SNR of 25 dB, where the modulation mode liwitds based upon the
equaliser’s output SNR which is compared to the switchimgsholdsf,, defined in Table
13.8. The duration of one TDMA/TDD frame is 4.615 ms. The TT@Mde is maintained
for four frame durations, i.e. for 18.46 ms.

TTCM in the context oSystem Il as discussed in Section 13.7.3.3.5.

13.7.3.4 Orthogonal Frequency Division Multiplexing

The employment of equalisers for removing the ISI has bescudsed in Section 13.7.3.2. By contrast,
as an attractive design alternative here Discrete Fouransform (DFT)-based Orthogonal Frequency
Division Multiplexing (OFDM) [193] will be utilised for reraving the ISI.

13.7.3.4.1 Orthogonal Frequency Division Multiplexing Pinciple In this section we briefly intro-
duce Frequency Division Multiplexing (FDM), also referr@das Orthogonal Multiplexing (OMPX), as a
means of dealing with the problems of frequency-selectadiniy encountered when transmitting over a
high-rate wideband radio channel. The fundamental prieajp orthogonal multiplexing originates from
Chang [327], and over the years a number of researchers maeaigated this technique [328, 329]. De-
spite its conceptual elegance, until recently its emplayhas been mostly limited to military applications
because of the associated implementational difficultiemvéver, it has recently been adopted as the new
European Digital Audio Broadcasting (DAB) standard; itlisoea strong candidate for Digital Terrestrial
Television Broadcast (DTTB) and for a range of other higte-rapplications, such as 155 Mbit/s wire-
less Asynchronous Transfer Mode (ATM) local area netwollteese wide-ranging applications underline
its significance as an alternative technique to conveniticimannel equalisation in order to combat signal
dispersion [219, 330, 331].

In the FDM scheme of Figure 13.51 the serial data stream oéffictchannel is passed through a
serial-to-parallel converter, which splits the data intouanber of parallel sub-channels. The data in each
sub-channel are applied to a modulator, such that\fochannels there ar& modulators whose carrier
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Figure 13.47:BER and BPS performance of adaptive TCM and TTCM without deainterleaving in
System |, for transmissions over the Rayleigh fading COST207 TU okhaf Figure 13.37.
The switching mechanism was characterised by Equatiorb13Be switching thresholds
were set experimentally, in order to achieve a BER of beélay %, as shown in Table 13.8.
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Figure 13.48: BER and BPS performance of adaptive TCM and TTCM using a akldnterleaver length
of four bursts inSystem |, for transmissions over the Rayleigh fading COST207 TU ehan
nel of Figure 13.37. The switching mechanism was charagdrby Equation 13.55. The
switching thresholds were set experimentally, in orderctieve a BER of below.01%, as

shown in Table 13.8.
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Figure 13.49: BER performance of the fixed modem modes of 4QAM, 8PSK, 16QAkI G4QAM ultil-
ising TCM, TTCM, BICM and BICM-ID schemes in the context®ystem Il for transmis-
sions over the COST207 TU channel of Figure 13.37. For the s&knaintaining a similar
DC, we used a TCM code memory of 6, TTCM code memory of 3 in aactjon with four
turbo iterations, BICM code memory of 6 and a BICM-ID code noeyrof 3 in conjunction
with eight decoding iterations. However, BICM-ID had a klig higher complexity than the
other systems, since the demodulator module was invokdd #iges as compared to only
once for its counterparts during each decoding process.

frequencies ar¢o, f1, ..., fn—1. The centre frequency difference between adjacent chama f and
the overall bandwidti?” of the N modulated carriers i& A f.

TheseN modulated carriers are then combined to give a FDM signal. Mg view the serial-to-
parallel converter as applying evefy'th symbol to a modulator. This has the effect of interleavimg
symbols entered into each modulator, hence symggl$~, San, ... are applied to the modulator whose
carrier frequency ig:. At the receiver the received FDM signal is demultiplexe iV frequency bands,
and theN modulated signals are demodulated. The baseband sigeatsearrecombined using a parallel-
to-serial converter.

The main advantage of the above FDM concept is that becaassythbol period has been increased,
the channel’s delay spread is a significantly shorter foactif a symbol period than in the serial system,
potentially rendering the system less sensitive to ISI thartonventionalV times higher-rate serial system.
In other words, in the low-rate sub-channels the signal ifonger subject to frequency-selective fading,
hence no channel equalisation is necessary.

A disadvantage of the FDM approach shown in Figure 13.51sisitreased complexity in compar-
ison to the conventional system caused by employihghodulators and filters at the transmitter alNd
demodulators and filters at the receiver. It can be showrthigtomplexity can be reduced by employing
the Discrete Fourier Transform (DFT), typically implemedhtwith the aid of the Fast Fourier Transform
(FFT) [193]. The sub-channel modems can use almost any m@oluischeme, and 4- or 16-level QAM is
an attractive choice in many situations.

The FFT-based QAM/FDM modem’s schematic is portrayed inuiggl3.52. The bits provided by
the source are serial/parallel converted in order to forewittevel Gray-coded symbolsy of which are
collected in TX buffer 1, while the contents of TX buffer 2 areing transformed by the Inverse Fast
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Figure 13.50: BER and BPS performance of the adaptive TCM/BI@yistem |, using memory 3 codes
and that of the adaptive TTCM/BICM-I3ystem Il, for transmissions over the Rayleigh
fading COST207 TU channel of Figure 13.37. The switchingmacsm was characterised
by Equation 13.55. The switching thresholds were set exparially, in order to achieve a
BER of below0.01%, as shown in Table 13.8.

Fourier Transform (IFFT) in order to form the time-domainduntated signal. The Digital-to-Analogue
(D/A) converted, low-pass filtered modulated signal is themsmitted via the channel and its received
samples are collected in RX buffer 1, while the contents of iRier 2 are being transformed to derive
the demodulated signal. The twin buffers are alternatdigdfiwith data to allow for the finite FFT-based
demodulation time. Before the data are Gray coded and p&asskd data sink, they can be equalised by
a low-complexity method, if there are some dispersionsiwitiie narrow sub-bands. For a deeper tutorial
exposure the interested reader is referred to referen&.[19

13.7.3.5 Orthogonal Frequency Division Multiplexing Aidel Coded Modulation

13.7.3.5.1 Introduction The coded modulation schemes of Sections 13.2—-13.6 arérttegeated with
OFDM by mapping coded symbols to the OFDM modulator at thestrtter and channel decoding the
symbols output by the OFDM demodulator at the receiver.

When the channel is frequency selective and OFDM moduladiosed, the received symbol is given by
the product of the transmitted frequency-domain OFDM sylmhd the frequency-domain transfer function
of the channel. This direct relationship facilitates thepayment of simple frequency-domain channel
equalisation techniques. Essentially, if an estimate efdbmplex frequency-domain transfer function
H), is available at the receiver, channel equalisation can Hermpeed by dividing each received value by
the corresponding frequency-domain channel transfettiimestimate. The channel’s frequency-domain
transfer function can be estimated with the aid of knowndestpy-domain pilot subcarriers inserted into the
transmitted signal’s spectrum [193]. These known pildisatively sample the channel’s frequency-domain
transfer function according to the Nyquist frequency. Ehfrequency-domain samples then allow us to
recover the channel’s transfer function between the freqgrelomain pilots with the aid of interpolation.
In addition to this simple form of channel equalisation, tieo advantage of the OFDM-based modulation
is that it turns a channel exhibiting memory into a memorylese, where the memory is the influence of
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Figure 13.51: Simplified block diagram of the orthogonal parallel modem.

the past transmitted symbols on the value of the present@ymb

13.7.3.5.2 System Overview The encoder produces a block &% channel symbols to be transmitted.
These symbols are transmitted by the OFDM modulator. As #B@ modulator transmit®V,, modulated
symbols per OFDM symbol, iV,, = N, then the whole block aV,, modulated symbols can be transmitted
in a single OFDM symbol. We refer to this case as the singheb®} mapping based scenario. By contrast,
if N, < N;, then more than one OFDM symbol is required for the transonissf the channel-coded block.
We refer to this case as the multiple-symbol mapping basedasiv. Both the single- and the multiple-
symbol scenarios are interesting. The single-symbol saeisamore appealing from an implementation
point of view, as it is significantly more simple. However,idtwell known that the performance of a
turbo-coded scheme improves upon increasing the IL. Smeawmber of subcarriers in an OFDM system
is limited by several factors, such as for example the @oills frequency stability, by using the single-
symbol solution we would be limited in terms of the TTCM bldekgth as well. Thus the multiple-symbol
solution also has to be considered in order to fully expluit advantages of the TTCM scheme. Since the
single-symbol based scheme is conceptually more simplevilveonsider this scenario first. Its extension
to the multiple-symbol scenario is straightforward.
In the single carrier system discussed in Section 13.7h& 2dceived signal is given by, = g x hi +
ng, wherex denotes the convolution of the transmitted sequenoeith the channel’'s impulse responsg.
An equaliser is used for removing the ISI before channel diecp giving g, = Zr + 7x. The associated
branch metrics can be computed as:
o _ a2
P(gelir) = e 2%

g =g l?

= e T . (13.56)

However, in a multi-carrier OFDM system, the received sigaa@iven byY, = X - Hy + N, which
facilitates joint channel equalisation and channel dew@p8lly computing the branch metrics as:

Yy, —Hy, X2
Pyrler) =e— 2e7 7, (13.57)

where Hy, is the channel’s frequency-domain transfer function atcetre frequency of théth subcar-
rier. Hence, as long as the the channel transfer functiomasbn is of sufficiently high quality, simple
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OFDM Parameters

Total number of subcarriergy 2048 (2K mode)
Number of effective subcarriersy, 1705
OFDM symbol duratior?’s 224 us

Guard interval Ts/4 = 56us

Total symbol duration 280us

(inc. guard interval)

Consecutive subcarrier spacihgl’s 4464 Hz
DVB channel spacing 7.61 MHz
QPSK and QAM symbol period 7164 us

Baud rate 9.14 MBaud

Table 13.9: Parameters of the OFDM module [333].

frequency-domain equalisation could be invoked duringitmoding process. If iterative channel decoding
is invoked, the channel transfer function estimation iseekgd to improve during the consecutive iterative
steps, in a fashion known in the context of turbo equalisaftl@9]. Indeed, a performance as high as that
in conjunction with perfect channel estimation can be agdi[332].

Let us now consider the effect of the channel interleaver.elvitne channel is frequency selective,
it exhibits frequency-domain nulls, which may obliteraéveral OFDM subcarriers. Thus the quality of
several consecutive received OFDM symbols will be low. & tuality is inferior, the channel decoder is
unable to correctly estimate the transmitted symbols. \Whewever, a channel interleaver is present, the
received symbols are shuffled before channel decoding amckhthese clusters of corrupted subcarriers
are disperse. Thus, after the channel interleaver we expdwve only isolated low-quality subcarriers
surrounded by unimpaired ones. In this case the decoder rie likely to be able to recover the sym-
bol transmitted on the corrupted subcarrier, using thenédncy added by the channel coding process,
conveyed by the surrounding unimpaired subcarriers.

Finally, we consider the multiple-symbol scenario. Thetaysrequires only a minor modification.
When more than one OFDM symbol is required for transmittheglilock of channel-coded symbols, the
OFDM demodulator has to store both the demodulated symbdishe channel transfer function estimates
in order to form a whole channel-coded block. This block ertifed to the channel interleaver and then to
the channel decoder, together with the channel transfetibmestimate. Exactly the same MAP decoder as
in the single-symbol case can be used for performing the ghiannel equalisation and channel decoding.
Similarly, the function of the channel interleaver is thengsaas in the single-symbol scenario.

13.7.3.5.3 Simulation Parameters The Digital Video Broadcasting (DVB) standard’s OFDM scleem
[193] was used for this study. The parameters of the OFDM Dy42esn are presented in Table 13.9. Since
the OFDM modem has 2048 subcarriers, the subcarrier siggadte is effectively 2000 times lower than
the maximum DVB transmission rate of 20 Mbit/s, correspogdio about 10 kbit/s. At this sub-channel
rate, the individual sub-channels can be considered nfradyency-flat.

The channel model employed is the 12-path COST207 [237) Hilrrain (HT) type of impulse re-
sponse, exhibiting a maximum relative path delay of 189 The unfaded impulse response is depicted
in Figure 13.53. The carrier frequency is 500 MHz and the dimgpate is 7/64us. Each of the channel
paths was faded independently, obeying a Rayleigh fadistgilolition, according to a normalised Doppler
frequency ofl0~° [49]. This corresponds to a worst-case vehicular velodigtmut 200 km/h.

13.7.3.5.4 Simulation Results and Discussiondn this section, the system performance of the OFDM-
based coded modulation schemes is evaluated using QPSK, &RE516QAM. The coding rate of the
coded modulation schemes changes according to the modem used. Hence the effective throughput
for QPSK is 1 bit/subcarrier, for 8PSK it is 2 bits/subcaraed finally for 16QAM it is 3 bits/subcarrier.
Figure 13.54 shows the performance of the integrated sgstenonjunction with a channel interleaver
of 5000 symbols using a QPSK modem. We can see from the figateBIiCM performs about 3.8 dB
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Figure 13.53: COST207 Hilly Terrain (HT) type of impulse response [237].

better than TCM at a BER of I#. When the iterative schemes of TTCM and BICM-ID are used, a
better performance is achieved. When using eight iteratidf CM and BICM-ID reach their optimum
performance. Clearly, in this scenario TTCM is superior t€®-ID.

Figure 13.55 illustrates the performance of the systemsidered for an effective throughput of 2
bits/subcarrier using a channel interleaver of 5000 symbdCM, BICM and BICM-ID exhibit a similar
complexity; however, TTCM using eight iterations is somatvmore complex. Specifically, in order to be
able to compare the associated complexities we assumeati¢haimber of decoder trellis states determined
the associated complexity. For example, a memory-ledigth= 3 TTCM scheme ha@” = 8 trellises
per decoding iteration and there are two decoders. Henee faftir iterations we encounter a total of
8 -2 -4 = 64 trellis states. Hence a 64-stai€, = 6 TCM scheme has a similar complexity toFa = 4
TTCM arrangement using four iterations. For the sake ofdaimparisons, TTCM employing four iterations
should be used, although the performance difference betfae and eight iterations is only marginal.
Again, TTCM is the best scheme. At a BER of 7Q TTCM performs about 1.2 dB better than BICM-ID,
2.2 dB better than BICM and 3.6 dB better than TCM.

Figure 13.56 compares the performance of the systems faaghput of 3 bits/subcarrier using a
channel interleaver of 5000 symbols. Again, the systemibigld a similar complexity, except for TTCM.
There is one uncoded information bit in the 4-bit 16QAM syinbbthe rate-3/4 TCM code having 64
states, as can be seen from its generator polynomial in Téb& For this reason, this TCM scheme is
only potent at lower SNRs, while exhibiting modest perfonec@improvements in the higher SNR region,
as demonstrated by Figure 13.56. The rest of the schemestdmw® uncoded information bits in their
16QAM symbols. BICM-ID outperforms BICM fo#;, /Ny values in excess of about 1.2 dB, while it is
inferior in comparison to TTCM by about 1 dB at a BER of 0 However, TTCM using 8-state TCM
component codes exhibits an error floor at a BER around 10

13.7.3.5.5 Conclusions In this section OFDM was studied and integrated with the dadedulation
schemes of Sections 13.2-13.6. The performance of OFDMtedsTCM, TTCM, BICM and BICM-
ID was investigated for transmissions over the dispersi@ST207 HT Rayleigh fading channel of Fig-
ure 13.53 using QPSK, 8PSK and 16QAM modulation modes. TTG@lfaund to be the best compromise
scheme, followed by BICM-ID, BICM and TCM.
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Figure 13.54: Comparison of TCM, TTCM, BICM and BICM-ID using QPSK-OFDM mem for trans-
missions over the Rayleigh fading COST207 HT channel of féidiB.53 at a normalised
Doppler frequency of0~5. The OFDM parameters are listed in Table 13.9, while the dode
modulation parameters were summarised in Section 13.7.2.1

13.8 Summary and Conclusions

In Sections 13.2-13.6 we have studied the conceptual éiféas between four coded modulation schemes
in terms of their coding structure, signal labelling phdphy, interleaver type and decoding philosophy.
The symbol-based non-binary MAP algorithm was also hidittéd, when operating in the logarithmic
domain.

Furthermore, in Section 13.7 the performance of the abosetioned four coded modulation schemes
was evaluated for transmissions over narrowband chanmé&gdtion 13.7.2 and over wideband channels
in Section 13.7.3. Over the dispersive Rayleigh fading nkéa DFE was utilised for supporting the
operation of the coded modulation schemes, as investiga®ection 13.7.3.3.

TCM was found to perform better than BICM in AWGN channels mgvio its higher Euclidean dis-
tance, while BICM faired better in fading channels, sinogas designed for fading channels with a higher
grade of time diversity in mind. BICM-ID gave better perfante both in AWGN and fading channels
compared to TCM and BICM, although it exhibited a higher ctarity due to employing several decoding
iterations, while TTCM struck the best balance betweengparénce and complexity.

The performance of the BbB DFE-assisted adaptive coded latimlu scheme was investigated in
Section 13.7.3.3, and attained an improved performancenmparison to the fixed-mode-based coded
modulation schemes in terms of both its BER and BPS perfocman

OFDM was also invoked for assisting the operation of codedutation schemes in highly disper-
sive propagation environments, as investigated in Sed8on.3.5 in a multi-carrier transmission scenario.
Again, TTCM/OFDM struck the most attractive trade-off inrtes of its performance versus complexity
balance in these investigations, closely followed by BIGMOFDM.

Having introduced a host of channel coding techniques iptagious chapters, in the next two chapters
we will concentrate on the family of transmit-diversitydad space-time coding arrangements, which are
very powerful in terms of mitigating the effects of fading @hcommunicating over wireless channels.
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Figure 13.55: Comparison of TCM, TTCM, BICM and BICM-ID using 8PSK-OFDM mem for trans-
missions over the Rayleigh fading COST207 HT channel of feidiB.53 at a normalised
Doppler frequency of0~>. The OFDM parameters are listed in Table 13.9 while the coded
modulation parameters were summarised in Section 13.7.2.1
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Figure 13.56: Comparison of TCM, TTCM, BICM and BICM-ID using 16QAM-OFDMadem for trans-
missions over the Rayleigh fading COST207 HT channel of feidiB.53 at a normalised
Doppler frequency of0~>. The OFDM parameters are listed in Table 13.9 while the coded
modulation parameters were summarised in Section 13.7.2.1
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Near-Capacity Irregular BICM-ID
Schemé

18.1 Introduction

In the previous chapters we have investigated various MLABAEM-ID designs for the sake of improving
their BER performance. In this chapter we further improveBhCM-ID scheme for the sake of achieving
an infinitesimally low BER close to the theoretical capadiityit. In view of this, we introduce the irregular
code-design concept contrived for BICM-ID schemes in otdesreate a more flexible system, which is
capable of achieving a near-capacity performance. Alteelg, with the aid of these irregular components,
we strike a more attractive trade off between near-capgeitiormance and a moderate system complexity.

BICM-ID [90] was described in Section 14.4, which consistdhwee main blocks - a convolutional
encoder, bit-interleavers and a bit-to-symbol mapperafiee detection was achieved by exchanging soft
extrinsic information between the symbol-to-bit demapged the decoder. The BER verslis/ Ny curve
of this BICM-ID scheme exhibits a turbo-like cliff and thehdevable convergence performance can be
characterised with the aid of EXIT charts [359].

Different bit-to-symbol mapping schemes have been ingatgi in order to improve the convergence
behaviour of BICM-ID [415, 416] by shaping the demapper’slEXharacteristic for the sake of creating
an open EXIT tunnel and hence to achieve an infinitesimallyB&R. Furthermore, an adaptive BICM ar-
rangement using various iterative decoding schemes wasged in [417], which employed different signal
constellations and bit-to-symbol mapping within one codly This flexible signalling scheme required
the knowledge of the average signal quality at the tranemiidr invoking advanced Adaptive Modulation
and Coding (AMC) [418] in order to improve the overall BICND-scheme’s achievable performance.

A Unity-Rate Code (URC) can be used as a precoder for reachangl,1) EXIT chart convergence
point [373] and hence to achieve an infinitesimally low BERrAcoded mapper scheme was also proposed
for a three-stage - encoder, precoder and modulator - desigstituted by either a bit-based or a symbol-
based precoder [419]. Furthermore, a flexible irregularajgrar combined with modulation doping was
proposed in [420] for the sake of producing an open EXIT tunne

The Irregular Convolutional Coding (IrCC) [421, 422] coptevas proposed for improving the con-
vergence behaviour of serially concatenated codes, whintbe employed as the encoder component of
an Ir-BICM-ID. Furthermore, in order to introduce a moreatise set of EXIT characteristics for creating
an IrCC, we invoke low-complexity Convolutional Codes (Gfohstituted from a hybrid combination of
memoryless repetition codes.

Ipart of this chapter is based on the collaborative researtiined in [142, 143].

571
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The novel contribution of this chapter is that we proposeat@yular BICM-ID arrangement for the sake
of creating an adaptive BICM-ID scheme, which can eitherit@kimear-capacity performance or lower-
complexity implementation. Our approach is based on im@iEXIT chart analysis for minimising the
area of the open EXIT tunnel in order to achieve a near-cgpperformance. Alternatively, the width of
the EXIT tunnel can be increased for the sake of reducingytbiem’s complexity.

18.2 Irregular Bit-Interleaved Coded Modulation Schemes

The classic BICM-ID scheme of Section 14.4 exchanges esitrinformation between the CC decoder and
the demapper, as shown again in Figure 18.1 for convenififieeprecoder concept was proposed in [361]
which was then used to create a recursive demapper at thelate@s previously described in Section
15.4. By combining the precoder and the demapper, we willaestnate that the demapper will facilitate

convergence to the (1,1) EXIT trajectory point. The systeschematic is shown in Figure 18.2.

Uuy CC (1 U2 M x
encoder - appet

Y

channel
A(v1)——E (u2)
i cC J
~+— decoder Demapper[™
.
E(v1) A(uz)

Figure 18.1: The general structure of the classic BICM-ID scheme. Thearyisource bit stream; is
encoded by the CC encoder and the encodedvbitire interleaved by the bit interleaver
yielding the permuted bitg,. The inner iterations exchange extrinsic information testwthe
demapper and the CC decoder, where the notatigi represents the priori information
quantified in terms of LLRs, whilé(.) denotes thextrinsic information also expressed in
terms of LLRs.
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Figure 18.2: The general structure of the Ir-BICM-ID scheme.
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Figure 18.3: The Ir-BICM-ID structure using irregular components, détg individual subcodes.

18.2.1 System Overview

Each component of the irregular scheme proposed consigtferent subcodes. To provide more detailed
illustration, the schematic of the proposed Ir-BICM-ID sate is shown in Figure 18.3, which is constituted
by the three main component blocks, namely the IrCC, thentgtieaver and the mapper. In our Ir-BICM-
ID design, the IrCC is constituted Bynumber of low-complexity Convolutional Code§'(). The inner
component module of Figure 18.3 conta@siumber of URCs an@ number of MAppers {/A).

The binary source bit stream is encoded by the IrCC encoder and the encoded bitse interleaved
by the bit interleaverr;, yielding the permuted bitg,. The bit streamu, is then fed into the IFURC
encoder and each of tHERC" codes yields the encoded biis; according to the appropriately assigned
weighting coefficients, wheredenotes the component index. The resultantditsare interleaved by the
corresponding bit interleaver, ; and the permuted bitss ; are then mapped to the input of the associated
mapperMA*, as shown in Figure 18.3. This adaptive mapping schemedgreefto as the Irregular Mapper
(IrMapper). The modulated symbois are transmitted via a Rayleigh fading channel and the redeiv
symbolsy are demodulated.

At the receiver, an iterative decoder is invoked, exchamgiktrinsic information between the inner
and outer components. The inner iterations exchange sitiimformation between the irregular demapper
and the IrURC decoder, where the notatidf.) represents the prior: information quantified in terms
of LLRs, while E(.) denotes thextrinsic information also expressed in terms of LLRs. Observe in
Figure 18.3 that each component of the URC decoder and demapermed aDe URC® and DeMA®,
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respectively and only the first component is labeled foritglahe inner component is represented by the
IrURC-IrMapper block.

By contrast, the outer iterations are invoked between thRC decoder and the IrCC decoder of Figure
18.3. Here, each of the IrCC component decoder is termdded®C*. Since both the IrURC and IrCC
schemes are trellis-based, their decoders employ the M@dritim.

The original three-stage arrangement of the IrCC, IrURC laMi@pper schemes would require a 3-D
EXIT chart analysis, which is hard to interpret visually. wver, our investigations not included here
suggest that the inndpeURC"* and DeMA' blocks require only a few iterations in our 3-stage system to
reach the (1,1) point of perfect convergence. We can therefew these two blocks as a combined decoder
using several inner iterations and this allows us to simplie 3-D EXIT analysis to 2-D EXIT functions,
while using the most beneficial activation order of the iigeadecoder components.

1) The inner iterative decoder continues iterations, umdiimore mutual information improvement is
achieved.

2) This is then followed by an outer iterative decoding.
3) With the aid of the resultant priori information, the inner iterative decoder is invoked again.
4) This process continues, until the affordable numbereshitons is reached.

The resultant inner decoder block of the Ir-BICM-ID schemmgartrayed in Figure 18.4. The dein-
terleaver within the inner code is denoted@’g‘, wheres is the index of the subcode. The corresponding
interleaver length of subcodés constrained to be shorter than the outer interleavethenigr,, although
it would be more beneficial to have a longer interleaver fer $hke of achieving a better inner iteration
gain.
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Figure 18.4: The Ir-BICM-ID inner block.

18.3 EXIT Chart Analysis

In this section EXIT chart analysis is performed in order bamacterise the scheme’s achievable itera-
tive decoding convergence. The basics of EXIT chart anelysire outlined in Section 15.3. Again, the
Ir-BICM-ID scheme of Figure 18.3 is a three-stage arrangeémehich requires 3-D EXIT analysis, as
presented in [371]. However, since the Irregular Demapp&eMmapper) of Figure 18.4 constitutes a
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low-complexity component, the low-complexity inner itéoas are continued until the mutual information
E(v2,;) becomes near-constant, because no more extrinsic infiormaiay be gleaned by any of these
two components, without the third component’s intervemtidence, we can simplify the three-stage EXIT
chart representation to a 2-D EXIT curve, as detailed below.

Let I 4(;) represent the mutual information between éheriori information A(b) and the bit, while
Iy denotes the mutual information between therinsic information E(b) and the bib. Observe from
Figure 18.3 that the EXIT function of the IrDemapper can heesented as a function &f; .,y and the
channel’'sEy, /Ny value as follows

Q
1
Ipuy) = 6qu3[IA(u3,i)7Eb/N0]' (18.1)
i=1

Observe in Figure 18.3 that in a typical three-stage conesgel design, the IrURC decoder has two
mutual information outputs, namelf ..,y andIg(,,), wherelg(,,) is the total mutual information of
Ip(, ;). Vi. Both of these mutual information components depend ondweiori mutual information
inputs, namely o 4,y andI 4(,,). The two functions can be defined as

Ity = fusllaqus)s Lacws))s (18.2)
IE(UQ) = f1/2 [IA(’u2)7IA(U2)]‘ (183)

Again, in this Ir-BICM-ID scheme, we continue invoking inmigerations, until we succeed in gener-
ating sufficiently reliable mutual informatioh.,,, before activating the outer iterations. Hence we may
combine the inner component blocks according to Figure, M8h&re the dotted box indicates the inner
IrURC-IrMapper component. The EXIT function of this innemaponent can be defined by

Ig(us) = fus [IA(u2), Ey/No). (18.4)
For the IrCC decoder, the EXIT function becomes
IE(U]) - fvl [—IA(/ul)]- (185)

18.3.1 Area Property

The so-called area-property of EXIT charts [423] can be @igdl for creating a near-capacity Ir-BICM-
ID scheme based on EXIT curve matching. The area propertyXdf [Eharts [423] states that the area
under the EXIT curve of an inner decoder component is apprately equal to the attainable channel
capacity, provided that the channel’s input symbols arepegbable. As for the outer component, the
area under its EXIT function is equivalent (b — R,), whereR, is the outer component’s coding rate.
The area properties were formally shown to hold for the Birerasure Channel (BEC) [424], but there is
experimental evidence that they also holds for AWGN [371] Bayleigh fading channels [425].
Let A,, andA,, be the areas under the EXIT function gf, (i) and f,," (i), wherei € [0, 1], which

can be defined as

1 1
Ay, = / Jor (i)di, Ay, = fzf:l(i)di =1-A,,. (18.6)
0 0

Therefore the areal,, under the inverse of the EXIT function is approximately giént to the
coding rate A,, =~ R,. Since the IrURC has a coding rate of unity, the afiea under the combined inner
component block’s EXIT curve in Figure 18.3, can be definefbbews

Avg ~ Cchannel ) (187)

whereC.rqnnet IS the achievable channel capacity in the presence of egbiaple symbols. If the inner
code rate is not equal to one or the precoder does not haveyacadie rate, there would be a capacity
loss, which the outer code is unable to recover. Our aim isd¢ate a near-capacity design associated with
a narrow EXIT tunnel between the inner and outer EXIT funttiaching the convergence point (1,1),
which typically yields an infinitesimally low BER.
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18.4 Irregular Components

The irregular components consist of several subcodes, @achich exhibits a different EXIT function,
at a different coding rate. The irregular components engaldyy the Ir-BICM-ID scheme are the IrCC,
IrURC and the IrMapper of Figure 18.3, where the IrCC is irelas the irregular outer component, while
the I'rURC and IrMapper are combined as the irregular innerpzment.

18.4.1 Irregular Outer Codes

In this chapter, we introduce a hybrid combination of irdaguepetition codes and convolutional codes,
which constitute the Ir-BICM-ID encoder. The original outeCC component was proposed by Tiichler and
Hagenauer [422], which consists of different-rate comptsereated from a mother code by puncturing.
To be more specific, the IrCC was designed from a 1/2-rate memmother code defined by the Generator
Polynomials (GPs|j1, G1/G2), where puncturing was employed to generate a set of codegjgradually
increasing coding rates. The feedback polynomial is defned; = 14+ D + D* = (31)s and the
feedforward polynomial is represented @ = 1+ D? + D* + D* = (27)s.

For lower code rates, two additional generator polynomiasnelyGs = 1+ D + D?+D*= (35)s
andG4 = 1+ D + D?* + D* = (33)s are employed. The total number of subcodes in the memorg@ Ir
arrangement i§ = 17, having code rates spanning the range of [0.1,0.9], witlep size of 0.05.

1.0
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0.2 4

018

i, e T e Memory-4 CCs |
i e —— Repetition Codes
0 0 ” = I | | | | | | 77\ Memor)‘/—l ccs
00 01 02 03 04 05 06 07 08 09 1.0

lEw)
Figure 18.5: EXIT functions of theF = 36 subcodes of the IrCC scheme of Figure 18.3 as specified in
Table 18.2.

The EXIT functions of these IrCC subcodes are shown in Fig&&, indicated by the dotted lines.
Observe in Figure 18.5 that the original memory-4 IrCC eithib near-horizontal portion in the EXIT
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chart, which is typical of strong CCs having a memory of food associated with 16 trellis states. In order
to match the shape of the inner codes’ EXIT curves more atalyrahe shape of the outer codes’ EXIT
functions can be adjusted in a way, which allows us to matcl e miverse-shaped set of inner-code EXIT
functions. Hence we introduce a more diverse range of EXHttions, particularly along the diagonal
region of the EXIT chart. This can be achieved by invoking kezaxodes having a lower memory.
Accordingly, memory-1 CCs are also in corporated in the Irf&&Beme, which have a simple two-
state trellis diagram. The generator polynomial of this ragrl 0.5-rate mother code is defined by GPs
(1,G1/G2), where we havey; = D andG2 = 1. For lower code rates, an extra output GP, namely
G5 is used, wherg5s = G2. For higher code rate, the puncturing pattern of the memolycC is
employed [422]. This way we generate 10 additional EXIT fiorws, as shown by the dashed lines in
Figure 18.5, spanning the range of [0.45,0.9], with a step ef 0.05. The 10 memory-1 CC are specified
by the tuples(r, (w1, w2, ws),, (p1, p2, 3, p4) }, Wherer represents the code rate; specifies how often
the GPG; occurs, is the puncturing period and the puncturing pattern is ddfimep;, which is the octal
representation associated with [421,422]. These additional 10 memory-1 CC is detailed inl§d8.1.

T wi, w2, w3 | [ D1, P2, P3, P4
0.45 1,11 9 777,777,021
0.5 1,1 1 1,1
0.55 1,1 11 3777,2737
0.6 1,1 3 7,3
0.65 1,1 13 17777,05253
0.7 1,1 7 177, 025
0.75 1,1 3 7,1
0.8 1,1 4 17,1
0.85 1,1 17 | 377,777,010, 101
0.9 1,1 9 777,1

Table 18.1: The additional 10 memory-1 CC specified by the tudles(w: , w2, ws), I, (p1, p2, 3, p4)}.

A repetition code is a simple memoryless code, which comgionly two codewords, namely the
all-zero word and the all-one word. Since it has no memowr,BXIT functions of such repetition codes
are diagonally-shaped. In Figure 18.5, we have nine difterate repetition codes as indicated by the solid
lines and spanning the code-rate range of [0.1,0.5] witlstbpe size of 0.05.

Each of thes& = 36 subcodes encodes a specific fraction of the bit streanf Figure 18.3 according
to a specific weighting coefficient;, wherei = 1,2, ...,36. More specifically, let us assume that there
are L number of encoded bits; in Figure 18.3, where each subcodencodes a fraction ak;r; L and
generatesy; L encoded bits using a coding ratesgf Let us assume that there drenumber of subcodes
and that the following conditions must be satisfied:

dai o= 1, (18.8)

whereR, = 3°'_, a;r; with o; € [0,1], Vi andR, is the average outer code rate. The EXIT functions
of all F = 36 IrCC subcodes are shown in Figure 18.5. The subcodes of tle¢ component code are
summarised in Table 18.2.

18.4.2 Irregular Inner Codes

In order to generate a narrow but nonetheless open EXIT tirarel, which leads to the convergence point
of (Ia,Ir) = (1,1), we have to design inner EXIT functions which match the shafiihose in Figure
18.5 and exhibit a wide variety of EXIT characteristic shmp&gain, in this chapter, we propose an inner
decoder block, which consists of an IFURC and IrMapper coratidn.
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Code Index Type Coding Rate|| Code Index Type Coding Rate
1 CC mem-4 0.10 19 Rep. Code 0.15
2 CC mem-4 0.15 20 Rep. Code 0.20
3 CC mem-4 0.20 21 Rep. Code 0.25
4 CC mem-4 0.25 22 Rep. Code 0.30
5 CC mem-4 0.30 23 Rep. Code 0.35
6 CC mem-4 0.35 24 Rep. Code 0.40
7 CC mem-4 0.40 25 Rep. Code 0.45
8 CC mem-4 0.45 26 Rep. Code 0.50
9 CC mem-4 0.50 27 CC mem-1 0.45
10 CC mem-4 0.55 28 CC mem-1 0.50
11 CC mem-4 0.60 29 CC mem-1 0.55
12 CC mem-4 0.65 30 CC mem-1 0.60
13 CC mem-4 0.70 31 CC mem-1 0.65
14 CC mem-4 0.75 32 CC mem-1 0.70
15 CC mem-4 0.80 33 CC mem-1 0.75
16 CC mem-4 0.85 34 CC mem-1 0.80
17 CC mem-4 0.90 35 CC mem-1 0.85
18 Rep. Code 0.10 36 CC mem-1 0.90

Table 18.2: The outer CC with different number of memories (mem.) anetiépn (rep.) subcodes used
in the hybrid IrCC component of Figure 18.5, where each sdbdndex: corresponds to the
«; weighting coefficient in Equation (18.8).

First, we investigate the effect of having different premothemories, when communicating over an
uncorrelated Rayleigh fading channel using 8PSK moduiagimploying GM. The serial concatenated
precoder and mapper represents the inner component bloaknsh Figure 18.4, although, without inner
iterations. We conducted a full search for all URCs, invgkiememory of up to three. The 10 most distinct
EXIT functions are plotted in Figure 18.7. The GPs of the URE defined in the form ofG1, G2),
whereG; andG- represent the feedforward and feedback polynomials irl tat@aat. The corresponding
shift-register component schematics are shown in Figur@ 18

URC index: G1 Go URC index: | G1 Go
URC, 23 38 URGs 10s | 13g
URGC; 4g Ts URC; 15g | 14g
URGC; 16g | 17s URGCs 10s | 17s
URCy Ts 5s URGy 135 | 17s
URGCs 63 e URCyo Ts 63

Table 18.3: The outer URC subcodes used in the hybrid IrCC componentremd@ch subcode index
corresponds to the; weighting coefficient in Equation (18.8).

Note from Figure 18.7 that the bit-to-8PSK symbol mapper legipg GM does not benefit from the
iterations, since its EXIT function is a horizontal line,sd®wn in Figure 15.15. In contrast, the modulator
invoking other mappers would require iterations withinitthieer component, since the corresponding EXIT
function is not a horizontal line. Therefore, a near-calyastheme requires inner iterations between the
URC decoder and the demapper of Figure 18.4.

Let us now create a range of I'lURC schemes consisting of thiRges, each having a different memory
length. After evaluating the EXIT chart of all possible cdmdtions of up to three different-memory URCs,
we selected the three most dissimilar URC EXIT functions.ré/epecifically, we used the GP&'1, G2)
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Figure 18.6: Shift-register encoder schematics f@r= 10 URC components.

of (2,3)s, (4, 7)s and(16, 17)s, or (1,1 + D), (1,14 D 4+ D*)and(1 + D + D? 14 D + D? 4 D?),
which are termed as URGJRC; URGC:;, respectively, as part of the subcodes specified in Tabi 18.

Finally, the IrMapper of Figure 18.3 consists of irregulaapping schemes, each invoking a differ-
ent bit-to-symbol mapping strategy. Here, we consider a8k8EBonstellation and employ four different
mapping schemes, which exhibit dissimilar EXIT functionamely Gray Mapping (GM), Ungerbdck’s
Partitioning (UP) [83], Block Partitioning (BP) and MixedRitioning (MP) [334], as defined and speci-
fied earlier in Table 15.1. The corresponding bit-to-synthapping schemes are repeated in Table 18.4 for
convenience.

With the IrURC and IrMapper schemes defined, we proceed katioggQ = 12 different EXIT func-
tions for the inner decoder components, each invoking erifft combination of the IrURC and IrMapper
schemes of Table 18.4. For example, the YURCheme employing the GM arrangement was defined in
Table 18.4 as UM.

The EXIT functions of th&) = 12 combined inner IFURC-IrMapper components are plotted guFé
18.8 for £, /No = 5.3dB. Note that these EXIT functions exhibit a wider range cis compared to
the non-iterative, Gray-mapped IrURC shown in Figure 18fe weighting coefficients are defined@s
satisfying the following conditions:

Q
> Bi=1 andBi € 0,1], Vi. (18.9)

=1

18.4.3 EXIT Chart Matching

We adopt the EXIT chart matching algorithm of [422] to jointhatch the EXIT functions of both the
irregular inner and outer components, as detailed in Sedi#4.2. The EXIT functions to be considered
are described in Equations (18.4) and (18.5). More explicite intend to minimise the EXIT-tunnel area
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Figure 18.7: EXIT functions of theQ = 10 inner URC sub-components of Figure 18.6, specified in Table
18.3, when communicating over uncorrelated Rayleigh fadimannels at, /Ny = 5.3dB.
The precoders of Table 18.3 having memories of 1, 2 and 3 wepoged in conjunction
with an 8PSK GM using no inner iteration.

PO Q= @O X

represented by the square of the error function of
e(d) = [fos (i, By /No) — for' ()] (18.10)

Furthermore, the error function should be larger than zatbraay be expressed as [422]:
1
T(ar,..,0f) = / e(i)’di, e(i) > 0,¥i € [0,1], OR
0

T(B1, .. Bq) = /1e(i)2dz’, e(i) > 0,Vi € [0,1], (18.11)
0

whereQ or F is the number of irregular sub-codes used either by the ianéy the outer components,
depending on where the matching process is executed. Wetherroonstraint of Equation (18.11) as
condition C:1. Another constraint we impose here is thatrafueing that Equations (18.8) and (18.9)
are fulfilled and we term these as condition C:2 and C:3, ct@dy. The term function7(.) of Equation
(18.11) satisfies these conditions, depending on whereahehing process is executed. When the matching
algorithm is executed with respect to the outer codes, tme ¢t of Equation (18.8) would be used and
when it is executed with respect to the inner codes, the t&raf Equation (18.9) would be considered.

The joint EXIT chart matching algorithm of [422] is applielleanatively to the inner and outer com-
ponents in order to find the optimal value®@fy+ andGopt Which is summarised as follows
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Mapping Type Mapping Indices to Corresponding
Signal Points (cd&ri/M, sirewi/M) for
1€01234567

GM 01326754

UP 01234567

BP 73624051

MP 02174653

Inner Component| URC Type/Mapping Type

UM, URC,/GM

UM, URC,;/GM

UM3; URGC3/GM

UM, URC,/UP

UM5; URGC,/UP

UMg URGC3/UP

UM, URC,/BP

UMs URC,/BP

UMy URCs/BP
UMy, URC,/MP
UM1; URC,/MP
UMi2 URC3/MP

Table 18.4: Various mapping schemes and URC Mapper (UM) combinatioash exhibiting a differ-
ent inner EXIT function. The bit-to-symbol mapping straesgwere Gray Mapping (GM),
Ungerbdck’s Partitioning (UP), Block Partitioning (BPydaMixed Partitioning (MP) [334],
whereM is the number of constellation points.

Step 1: Create theéF outer components of the IrCC and t@einner URC Mapper components (UM), as
shown in Figures 18.5 and 18.7.

Step 2: Select one out o UMs, as the inner component to be used.

Step 3:  Select an initial outer coding rato, to be employed in the EXIT-chart matching algorithm
of [422]. This Ry is the initial Ry r to be placed in the matrid as detailed in [422].

Step 4: Employ the EXIT chart matching algorithm [422] to obtaiape, Subject to the constraints of
C:1 and C:2, given by Equations (18.11) and (18.8).

Step 5: RepeaStep 3 andStep 4 iteratively, until a sufficiently high initial rat&, is obtained.
Step 6: Record the resultant outer EXIT curve.

Step 7: Invoke the EXIT chart matching algorithm for finding the bestights of theQ number of UMs
to match the the IrCC’s outer EXIT curve 8tep 6, in order to obtairBopt. This process is subject
to the constraints of C:1 and C:3, given by Equations (18ahtl)(18.9).

Step 8: Record the resultant inner EXIT curve and repeat the EXITtamatching process dtep 4,
Step 6 andStep 7, each time with a small increment &, until no more increment is possible.

Step 9: Activate the EXIT matching algorithm to find the best-matchouter code EXIT chart function
for the target inner code EXIT function, this time using ong of Q UMs, which was not used in
Step 2. RepeaStep 4, Step 6, Step 7 andStep 8, until all theQ number of UMs were tested.

Step 10: Terminate the algorithm, choose the best valuesgf; andG.p¢, yielding the highest possible
outer coding rate.

Eventually, at the end of the EXIT chart matching process BKIT function f,, [14(,,)] of Equation
(18.5) corresponds to the best IrCC, which might be constduérom F = 36 subcodes, where each
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Figure 18.8: EXIT functions of theQ = 12 inner sub-components of Figure 18.4 and Table 18.4, when
communicating over uncorrelated Rayleigh fading chanhél,gd/Ny = 5.3dB.

subcode EXIT function is defined g8, [14(.,)]. This also implies that the EXIT functiofi,, [Z4(.,)] is
the weighted superposition 6f= 36 EXIT functions, satisfying the following conditions

F
forllagy)] = Zaif;'l [T acoy)]- (18.12)

In a similar fashion, the EXIT function of.,[/4(u,), £»/No] in Equation (18.4) corresponds to
that specific irregular inner component, which might be toresed fromQ = 12 subcomponents. The
weighted superposition of the EXIT functiofij, [14(.,), £»/No] of each sub-component results in

Q
Jus [ a(uz)s Ev/No| = Z Bifas L A(uz)s Eb/No). (18.13)

i=1

18.5 Simulation Results

In this section we embark on characterising the propos&IQM-ID scheme in terms of its EXIT chart

based convergence behaviour for transmission over thernatat®d Rayleigh fading channel. Let us em-
ploy the EXIT chart matching algorithm described in Sectl&»4.3, invoking the hybrid combination the
IrCC, IrURC as well as IrMapper schemes. The adjustableeshafithe EXIT functions enable us to reduce
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the open EXIT tunnel area and hence to create a near-capaBIt¢M-1D scheme. As a further benefit,
we are able to shift the inner EXIT function closer to {ia, Iz) = (1, 1) point for the sake of achieving
an infinitesimally low BER.

Since the inner IrFURC component has a unity rate by definitiba effective throughput of the Ir-
BICM-ID scheme may be expressedqs= R - loga M bits per channel use, whefd is the number of
constellation points an& denotes the coding rate of the outer IrCC. The relationshipeoSNR E /No)
and E, /Ny can be represented & /No = Ey/No - 7, whereNj is the noise power spectral density and
E, as well asE, denotes the transmit energy per channel symbol use and tpefr $Burce information,
respectively.

Later in this section, we will analyse the complexity of treancapacity IrCC scheme, which can be
guantified in terms of the number of trellis states of the Ir@@ IrURC components. The complexity of
the IrMapper is low and hence it is ignored in the complexéicalation. In order to reduce the complexity,
we are also able to adjust the weighting coefficiaptor the various subcodeSC", creating a flexible
Ir-BICM-ID scheme.

1.0

0.9

o
o

| E(Uz)é' a(v)

0.4
X CC(2,3,3)
0.3% . CC(2,3,4)
: * CC(2,3,6)
0.2 —— Demapper, 4dB

- Demapper, 5dB
ffffff Demapper, 6dB
""" Demapper, 7dB
——- Demapper, 8dB

00—
00 01 02 03 04 05 06 07 08 09 1.0

|A(U)/ (V1)

Figure 18.9: EXIT functions of the classic BICM-ID inner and outer compats of Figure 18.1, when
transmitting over an uncorrelated Rayleigh fading chanmselg 8PSK UP modulation.

s

0.1

The conventional BICM-ID scheme dispenses with the URCgaédhe inner component consists of a
simple demapper. Therefore in Figure 18.3, the dashed boaunding the inner component representing
the BICM-ID scheme is constituted solely by the demappee dtiter code, is constituted by a convolu-
tional code. Figure 18.9 illustrates the EXIT functions oftbthe inner and outer components, where the
outer code rate was 2/3, associated with a memory ef3, 4 and 6.

Observe from Figure 18.9 that the inner demapper does noh rts& point of convergence at (1,1).
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Furthermore, there is a mismatch between the corresporEi@ curve shapes, indicating ah/No
‘loss’ with respect to the capacity. A furthé®, /No improvement is achieved upon introducing the IrCC
outer code, which reduces the area of the open EXIT tunnahasn in Figure 18.10, but still exhibits a
‘larger-than-necessary’ EXIT tunnel. Figure 18.10 sholat the shape of the outer IrCC EXIT function
is better matched to that of the inner codes, as indicatechéydotted line shifting upwards, when the
channel’'sEy, /Ny value increases.
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00—
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Figure 18.10: EXIT functions of the BICM-ID inner and outer componentsjngsaF = 17 IrCC of
memory-4 as the outer component, when communicating ovenearrelated Rayleigh fad-
ing channel invoking 8PSK UP modulation. The general stmgcof the schematic is shown
in Figure 18.1 by replacing the CC encoder with Ehe- 17 IrCC of memory-4, as detailed
in Table 18.2.

Let us finally employ the EXIT chart matching algorithm déised in Section 18.4.3, invoking the
IrCC, Ir'URC as well as IrMapper schemes. The shape of the EXti€tions enables us to reduce the open
EXIT tunnel area and hence to create a near-capacity Ir-BIDMcheme. As a further benefit, we are able
to shift the inner EXIT function closer to the (1,1) point fibre sake of achieving an infinitesimally low
BER.

We observe from Figure 18.11 that the open EXIT tunnel of &seiltant scheme is narrow and reaches
the point of convergence &l 4, Ir) = (1, 1). However, since the number of iterations required incrgase
the decoding complexity is also increased. Figure 18.1d ibistrates that the trajectory matches the inner
and outer EXIT functions and evolves within the narrow tunneaching the14, 1) = (1,1) point of
convergence for an interleaver length of 300,000.

Note that the proposed Ir-BICM-ID scheme has advantages tbeebit-interleaved irregular modu-
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Figure 18.11: EXIT functions and the trajectory of the Ir-BICM-ID schemafsFigure 18.3 designed for
transmission over an uncorrelated Rayleigh fading chaaing) /Ny = 5.3dB. The overall
code rate is 0.635, the effective throughput is 1.905 hitksyl and the modulation scheme is
8PSK. The weighting coefficients,pt andfoept are given in Equations (18.14) and (18.15),
while the individual subcodes are detailed in Tables 1821h4.

lation scheme of [417], when we further explore the effedtsasious mapping schemes combined with
URCs having different memory lengths. This gives us the lfié&y of adjusting the EXIT curve shape in
order to achieve a low BER, without having to change the nurabmodulated constellation points, which
would require complex state-of-the-art AMC [418]. Furtinere, we employ the joint EXIT chart matching
algorithm of Section 18.4.3 to produce flexible inner anceoabmponent codes. The complexity imposed
by the iterations between the IrURC and IrMapper schemamisbmpared to that of the outer IrCC. Our
hybrid IrCC scheme employs low-memory CCs and two-state ongless repetition codes, which allows
us to reduce the trellis complexity of the scheme.

The EXIT function of Figure 18.11 was recorded for the EXITaghmatching algorithm of Section
18.4.3 for an overall coding rate of 0.635. The resultangivéing coefficients ofvopt andGopt are
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Qopt = [Oél7 ceey 0436]
= [0,0,0.0311597,0,0,0,0,0,0,0,0,0.0293419, 0.0228237, 0, 0.0309682,

0,0,0,0,0,0,0,0.0837582, 0,0, 0,0.404757, 0, 0,0, 0,0, 0,0, 0,0.397229]
[Oég.o3115977 Q00703419 ,0.0228237  \0.0309682 \0.0837582

a(2)474047577 ag6404757], (1814)
Bopt = [B1,..., B12]
—  ]0,0,0.340268, 0,0.550512, 0, 0, 0, 0.109219, 0, 0, 0]
— [/6:(3).3402687 g-550512758A109219]7 (18.15)

wherea{ andﬂ{ refer to the weighting coefficient af; and3; having a value ofi. Those components
having 0 weighting coefficient are ignored in the expres$éiortiarity.

awgn-capacity-mic-3-8psk gle

3.0

8 2.0 i~
£
>
@
815 -
)
—— 8PSK Rayleigh DCMC capacity
X Ir-BICM-ID capacity, F=36
[ = Ir-BICM-ID capacity, F=17
0.5 ‘ ‘
4 6 8 10 12 14 16
SNR (dB)

Figure 18.12: The maximum effective throughput of the propose Ir-BICM4Bheme of Figure 18.3 in
comparison to the theoretical DCMC capacity plot [426] gsé SK-modulated transmis-
sion over the uncorrelated Rayleigh fading channel.

The theoretical Discrete-input Continuous-output Mentesy Channel’'s (DCMC) capacity [390] was
described in Section 16.5.2 which is plotted in comparisoié maximum achievable capacity of the pro-
posed Ir-BICM-ID scheme in Figure 18.12. Note that the agable capacity of the Ir-BICM-ID scheme
is close to the DCMC's capacity. For example, at SNR = 6dB tkerdpancy between the theoretical ca-
pacity and the proposed coded modulation scheme’s is lagsittidB in Figure 18.12. This confirms the
benefits of the proposed EXIT chart matching approach.

The dashed line combined with the dot marker of Figure 18nbi#vs the achievable throughput of the
Ir-BICM-ID scheme, when employing Tuchlers = 17 memory-4 IrCC [422]. Since the EXIT func-
tions of the 17 subcodes consist of memory-4 CCs, the EXIVesuexhibit a rather gently shaping, near-
horizontal shapes in their middle section as can been sdeigime 18.5. Therefore the matching process
exhibits a higher discrepancy from the DCMC's capacity. Wheroducing the whole range &f = 36
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subcodes for the new hybrid IrCCs, we attain a closer matdhdachannel capacity, as shown by the
cross-markers of Figure 18.12.

1
------ Ir-BICM-ID, 300,000 bits
_______________ — — ---- I-BICM-ID, 30,000 bits
TSI O BICM-ID, rate-0.62 IrCC, 300,000 bits
EN A BICM-ID(2,3,3), 300,000 bits
1 nNy| o BICM-ID(1,2,3), 300,000 bits
10 |
‘‘‘‘‘‘‘ = — =
~ P Y
o . ] \.
~. ~.m P N
-2 - : i R
10 S =
o —
o i <t = |
1 DTS | ~
IEg o~ i) N A
~< : > S
10'3 il =
= -
= - =
@ = -
~ .
< : ~ ~
10—4 o i ~ >
= 4 =
= i
O \ ~
[a] \
i \
5 ; \
10
2 3 4 5 6 7 8
Ey/N, (dB)

Figure 18.13: The BER performance of rate-0.635 Ir-BICM-ID schemes ofufég18.3 at an effective
throughput of 1.905 bit/symbol, using two different ineaver lengths and that of the clas-
sic 8PSK UP BICM-ID of Figure 18.1, employing a coding rate®f= 1/2 and2/3,
respectively. A BER benchmarker of BICM-ID scheme invokmae-0.62 outer IrCC pro-

posed in [422] employing UP mapper is also attained. All sdles of the irregular codes
invoking IrCC and UM are detailed in Tables 18.2 and 18.4.

Figure 18.13 shows the BER performance of the Ir-BICM-IDesok for different interleaver lengths.
The DCMC's capacity limit isk,/No = 4.89dB at a throughput of 1.905 bit/symbol using 8PSK. By
interleaving over 300,000 bits, the Ir-BICM-ID design bews capable of achieving an infinitesimally low
BER as close as 0.32dB from the theoretical capacity linsisloown in Figure 18.13. When we decrease
the interleaver length by a factor of 10 to 30,000 bits, théguenance degrades, but still remains within
about 0.75dB of the capacity. We include the classic 1/2-28¢ate BICM-ID benchmarker scheme [90]
having a 300,000-bit interleaver length as well as the BI{Mscheme employing thE = 17 IrCC [422]
outer code of rate-0.62. All the benchmarkers exhibit BERLO™° even atE,/No = 8dB, which is
relatively far from the capacity limit of, /Ny = 4.89dB.

The complexity of the scheme is illustrated in Figure 18duntified in terms of the number of trellis
states for both the IrCC and IrURC schemes. As shown in Fig8r&4, the system requires a higher
complexity for performing closer to capacity, namelyft/No = 5.3dB. Note that we involve a total of
about6 x 108 trellis states of the IrURC and IrCC decoder for decoding,800 bits. By increasing the
E,/Ny values, we are able to reduce the complexity of the systertheaEXIT tunnel becomes wider.
Figure 18.15 illustrates the benefits of increasitig/ No from 4dB to 10dB. AtE,/No = 6.5dB, the
number of trellis states involved decreases exponentialiyoundl.8 x 103,

Another way of reducing the complexity is to decrease th&€lg€heme’s coding rate, in which case
we would also sacrifice the near-capacity performance. TXi@ Eunctions recorded for coding rates of
R = 0.5 andR = 0.4 are shown in Figure 18.16, where the number of outer iteratwas/ = 10 and 7,
respectively. The weighting coefficients, for the IrCC having coding rates & = 0.5 andR = 0.4 are
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Figure 18.14: The complexity of the Ir-BICM-ID scheme of Figure 18.3 measliwith respect to the
number of trellis states employing the same weighting cdiefits as in Figure 18.13 to
achieve a BER 010~°. This scheme communicated over an uncorrelated Rayleitihga
channel using interleaver over a total of 300,000 bits/lam

detailed in Table 18.5.

18.6 Chapter Conclusions

In this chapter, we proposed an Ir-BICM-ID scheme, invokimggular encoders, precoders and modula-
tors. Each component consists of irregular structures éwa subcodes. Section 18.2 details the struc-
ture of the Ir-BICM-ID scheme specifying the activation eraf both the outer and inner components.
This three-stage concatenated system can be regarded a@sssatye system, when treating the IrURC
and IrMapper as the combined inner bock. The EXIT chart ofiféidl8.8 in Section 18.3 illustrates the
corresponding 2-D EXIT functions.

The irregular IrCC components are further improved by idti@ng more EXIT functions with the aid
of designing new memory-1 CCs and repetition codes, asileskin Section 18.4 of Table 18.2. The outer
component of the hybrid IrCC consistsiot= 36 subcodes, while the inner component consisiQ ef 12
subcodes, which are given in Tables 18.2 and 18.4, respbctivs detailed in Section 18.4.2, the proposed
inner code consist of a combination of memory-1 up to men®WRCs, each invoking various mapping
strategies, as outlined in Table 18.4.

The EXIT matching algorithm of [422] was modified to matchtbtie inner and outer irregular com-
ponents, as described in Section 18.4.3. The result of thishimg procedure is the weighted superposition
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IrCC Weighting Coefficient

Coding Rate|| aopt = [au, ..., 36]

0.5 [0,0,0,0,0,0,0,0,0,0,0,0.168897, 0.0151061, 0, 0, ®I58
0.124163, 0, 0, 0, 0.533687, 0, 0,0,0,0,0,0,0,0,0,0,0,0]0
[a?él68897 059130151061 a(1)6158275 a?;?124163 043'1533687]

0.4 [0,0,0,0,0,0,0,0,0,0,0,0.157339, 0, 0, 0.139792, 0.8837
0, 0.195015, 0, 0, 0.442172, 0,0,0,0,0,0,0,0,0,0,0,0,@, O
[a(1)2157339 a(1)5139792 a(l)é()657432 0(1)8195015 O18.1442172]

Table 18.5: Weighting coefficientsvopt, for IrCC having coding rates dR = 0.5 andR = 0.4.
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Figure 18.15: The EXIT functions of Ir-BICM-ID scheme of Figure 18.3 forelinner component having

a coding rate ofR = 0.635, when communicating over an uncorrelated Rayleigh fading

channel at variou&;, / Ny values. The weighting coefficients,p« andGopt are detailed in
Equations (18.14) and (18.15), respectively.
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Figure 18.16: The EXIT functions for IrCCs of coding ratd® = 0.5 and R = 0.4, when communicating
over an uncorrelated Rayleigh fading channel. The weightoefficientsyopt andfGopt are
detailed in Table 18.5 and Equation (18.15), respectively.

of both the inner and outer EXIT functions, having the weigihcoefficients ofx,,: andgop:. This results
in a narrow EXIT tunnel, as shown in Figure 18.11.

Section 18.5 illustrated the attainable performance optioposed Ir-BICM-ID scheme. Figure 18.12
guantifies the discrepancy of this new scheme with respetttetdheoretical capacity. At low SNR, for
example at SNR = 6dB, the capacity of the system can be as ato8eldB from the capacity. The BER
curve of the system exhibits an infinitesimally low value ladat 0.32dB from the DCMC's capacity limit,
when using an interleaver length of 300,000 bits, as shoviigare 18.13.

Due to its close-to-capacity performance, the Ir-BICM-Iynrequire a high number of iterations.
Figure 18.14 shows the complexity of the scheme quantifiekrims of the total number of decoding
trellis states of the IrCC and IFURC schemes. We can obséaiethe closer this system operates to the
capacity, the higher the implementational complexity isgah The complexity decreases exponentially, as
the distance from capacity increases. However, the contplieposed may be reduced by increasing the
operationalE}, /Ny values, as shown in Figure 18.15. Furthermore, by adjustipgin order to reduce the
coding rate, we can increase the width of the EXIT tunnel gas $n Figure 18.16.
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