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Chapter 1
Historical Perspective, Motivation
and Outline1

1.1 A Historical Perspective on Channel Coding
The history of channel coding or Forward Error Correction (FEC) coding dates back to Shannon’s pio-
neering work [1] in 1948, predicting that arbitrarily reliable communications are achievable with the aid
of channel coding, upon adding redundant information to thetransmitted messages. However, Shannon
refrained from proposing explicit channel coding schemes for practical implementations. Furthermore, al-
though the amount of redundancy added increases as the associated information delay increases, he did
not specify the maximum delay that may have to be tolerated, in order to be able to communicate near
the Shannonian limit. In recent years researchers have beenendeavouring to reduce the amount of latency
inflicted for example by a turbo codec’s interleaver that hasto be tolerated for the sake of attaining a given
target performance.

Historically, one of the first practical FEC codes was the single error correcting Hamming code [2],
which was a block code proposed in 1950. Convolutional FEC codes date back to 1955 [3], which were
discovered by Elias, while Wozencraft and Reiffen [4,5], aswell as Fano [6] and Massey [7], proposed vari-
ous algorithms for their decoding. A major milestone in the history of convolutional error correction coding
was the invention of a maximum likelihood sequence estimation algorithm by Viterbi [8] in 1967. A classic
interpretation of the Viterbi Algorithm (VA) can be found, for example, in Forney’s often-quoted paper [9].
One of the first practical applications of convolutional codes was proposed by Heller and Jacobs [10] during
the 1970s.

We note here that the VA does not result in minimum Bit Error Rate (BER), rather it finds the most
likely sequence of transmitted bits. However, it performs close to the minimum possible BER, which can
be achieved only with the aid of an extremely complex full-search algorithm evaluating the probability of
all possible2n binary strings of ak-bit message. The minimum BER decoding algorithm was proposed in
1974 by Bahlet al. [11], which was termed the Maximum A-Posteriori (MAP) algorithm. Although the
MAP algorithm slightly outperforms the VA in BER terms, because of its significantly higher complexity it
was rarely used in practice, until turbo codes were contrived by Berrouet al. in 1993 [12,13].

Focusing our attention on block codes, the single error correcting Hamming block code was too weak
for practical applications. An important practical milestone was the discovery of the family of multiple error
correcting Bose–Chaudhuri–Hocquenghem (BCH) binary block codes [14] in 1959 and in 1960 [15,16]. In
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1960, Peterson [17] recognised that these codes exhibit a cyclic structure, implying that all cyclically shifted
versions of a legitimate codeword are also legitimate codewords. The first method for constructing trellises
for linear block codes was proposed by Wolf [18] in 1978. Owing to the associated high complexity,
there was only limited research in trellis decoding of linear block codes [19, 20]. It was in 1988, when
Forney [21] showed that some block codes have relatively simple trellis structures. Motivated by Forney’s
work, Honary, Markarian and Farrellet al.[19,22–25] as well as Lin and Kasamiet al.[20,26,27] proposed
various methods for reducing the associated complexity. The Chase algorithm [28] is one of the most
popular techniques proposed for near maximum likelihood decoding of block codes.

Furthermore, in 1961 Gorenstein and Zierler [29] extended the binary coding theory to treat non-binary
codes as well, where code symbols were constituted by a number of bits, and this led to the birth of
burst-error correcting codes. They also contrived a combination of algorithms, which is referred to as the
Peterson–Gorenstein–Zierler (PGZ) algorithm. In 1960 a prominent non-binary subset of BCH codes was
discovered by Reed and Solomon [30]; they were named Reed–Solomon (RS) codes after their inventors.
These codes exhibit certain optimality properties, since their codewords have the highest possible minimum
distance between the legitimate codewords for a given code rate. This, however, does not necessarily guar-
antee attaining the lowest possible BER. The PGZ decoder canalso be invoked for decoding non-binary
RS codes. A range of powerful decoding algorithms for RS codes was found by Berlekamp [31, 32] and
Massey [33, 34]. Various soft-decision decoding algorithms were proposed for the soft decoding of RS
codes by Sweeney [35–37] and Honary [19]. In recent years RS codes have found practical applications,
for example, in Compact Disc (CD) players, in deep-space scenarios [38], and in the family of Digital
Video Broadcasting (DVB) schemes [39], which were standardised by the European Telecommunications
Standardisation Institute (ETSI).

Inspired by the ancient theory of Residue Number Systems (RNS) [40–42], which constitute a promis-
ing number system for supporting fast arithmetic operations [40, 41], a novel class of non-binary codes
referred to as Redundant Residue Number System (RRNS) codeswere introduced in 1967. An RRNS code
is a maximum–minimum distance block code, exhibiting similar distance properties to RS codes. Watson
and Hastings [42] as well as Krishnaet al. [43, 44] exploited the properties of the RRNS for detecting or
correcting a single error and also for detecting multiple errors. Recently, the soft decoding of RRNS codes
was proposed in [45].

During the early 1970s, FEC codes were incorporated in various deep-space and satellite communica-
tions systems, and in the 1980s they also became common in virtually all cellular mobile radio systems.
However, for a long time FEC codes and modulation have been treated as distinct subjects in communica-
tion systems. By integrating FEC and modulation, in 1987 Ungerboeck [46–48] proposed Trellis Coded
Modulation (TCM), which is capable of achieving significantcoding gains over power and band-limited
transmission media. A further historic breakthrough was the invention of turbo codes by Berrou, Glavieux,
and Thitimajshima [12, 13] in 1993, which facilitate the operation of communications systems near the
Shannonian limits. Turbo coding is based on a composite codec constituted by two parallel concatenated
codecs. Since its recent invention turbo coding has evolvedat an unprecedented rate and has reached a state
of maturity within just a few years due to the intensive research efforts of the turbo coding community. As
a result of this dramatic evolution, turbo coding has also found its way into standardised systems, such as
for example the recently ratified third-generation (3G) mobile radio systems [49]. Even more impressive
performance gains can be attained with the aid of turbo coding in the context of video broadcast systems,
where the associated system delay is less critical than in delay-sensitive interactive systems.

More specifically, in their proposed scheme Berrouet al. [12, 13] used a parallel concatenation of two
Recursive Systematic Convolutional (RSC) codes, accommodating the turbo interleaver between the two
encoders. At the decoder an iterative structure using a modified version of the classic minimum BER MAP
invented by Bahlet al. [11] was invoked by Berrouet al., in order to decode these parallel concatenated
codes. Again, since 1993 a large amount of work has been carried out in the area, aiming for example to
reduce the associated decoder complexity. Practical reduced-complexity decoders are for example the Max-
Log-MAP algorithm proposed by Koch and Baier [50], as well asby Erfanianet al. [51], the Log-MAP
algorithm suggested by Robertson, Villebrun and Hoeher [52], and the SOVA advocated by Hagenauer as
well as Hoeher [53,54]. Le Goff, Glavieux and Berrou [55], Wachsmann and Huber [56] as well as Robert-
son and Worz [57] suggested the use of these codes in conjunction with bandwidth-efficient modulation
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schemes. Further advances in understanding the excellent performance of the codes are due, for example,
to Benedetto and Montorsi [58,59] and Perez, Seghers and Costello [60]. During the mid-1990s Hagenauer,
Offer and Papke [61], as well as Pyndiah [62], extended the turbo concept to parallel concatenated block
codes as well. Nicklet al. show in [63] that Shannon’s limit can be approached within 0.27 dB by employ-
ing a simple turbo Hamming code. In [64] Acikel and Ryan proposed an efficient procedure for designing
the puncturing patterns for high-rate turbo convolutionalcodes. Jung and Nasshan [65, 66] characterised
the achievable turbo-coded performance under the constraints of short transmission frame lengths, which is
characteristic of interactive speech systems. In collaboration with Blanz they also applied turbo codes to a
CDMA system using joint detection and antenna diversity [67]. Barbulescu and Pietrobon addressed the is-
sues of interleaver design [68]. The tutorial paper by Sklar[69] is also highly recommended as background
reading.

Driven by the urge to support high data rates for a wide range of bearer services, Tarokh, Seshadri
and Calderbank [70] proposed space-time trellis codes in 1998. By jointly designing the FEC, modulation,
transmit diversity and optional receive diversity scheme,they increased the throughput of band-limited
wireless channels. A few months later, Alamouti [71] invented a low-complexity space-time block code,
which offers significantly lower complexity at the cost of a slight performance degradation. Alamouti’s
invention motivated Tarokhet al. [72,73] to generalise Alamouti’s scheme to an arbitrary number of trans-
mitter antennas. Then, Tarokhet al., Bauchet al. [74,75], Agrawalet al. [76], Li et al. [77,78] and Naguib
et al. [79] extended the research of space-time codes from considering narrowband channels to dispersive
channels [70,71,73,79,80].

1.1.1 A Historical Perspective on Coded Modulation

When using separate coding and modulation, achieving a close-to-Shannon-limit performance often re-
quires a low coding rate, hence resulting in a high bandwidthexpansion. Therefore, a bandwidth efficient
Multilevel Coding (MLC) scheme, which was based on the jointdesign of coding and modulation, was
proposed by Imai and Hirawaki [81] in 1977. This scheme employed several component codes and invoked
a MultiStage Decoding (MSD) method, where the redundant FECbits may be absorbed without bandwidth
expansion by expanding the modulated phasor constellation. This multistage decoding procedure was fur-
ther investigated by Calderbank in [82].

Ungerböck’s concept of Trellis Coded Modulation (TCM) wasindependently proposed in 1982, which
amalgamated the design of coding and modulation into a single entity with the aid of Ungerböck’s constel-
lation partitioning [83]. MLC based on Ungerböck’s partitioning of the modulated signal sets were also
studied by Pottieet al. [86]. The performance of MLCs and TCM in Gaussian channels was further inves-
tigated by Kofmanet al. in [88], when using interleavers and limited soft-output based MSD. The MLC
aided TCM design constructed with the aid of convolutional codes having maximum Hamming distance
for transmission over Rayleigh fading channel was presented in [87]. The specific rate of the individual
component codes of MLCs designed for approaching the capacity was determined by Huberet al. [89].
The provision of Unequal Error Protection (UEP) is important in multimedia transmissions, hence Lin
et al. [93,94] designed UEP aided MLCs for both symmetric and asymmetric constellations.

In order to exploit the powerful error correction capability of LDPCs, Houet al. employed them as
MLC component codes and designed power- and bandwidth-efficient MLC schemes for Code Devision
Multiple Access (CDMA) [97]. In order to obtain a further diversity gain with the aid of multiple transmit
and receive antennas, Lampeet al. proposed a multiple-antenna assisted transmission schemefor MLCs
[98]. The employment of Multi-Dimensional (M-D) space-time MLCs involving M-D partitioning was
carried out in the work of Martinet al. [99] in order to obtain substantial coding gains.

In 1982, the TCM concept was adopted by Zehavi to improve the achievable time-diversity order while
maintaining a minimum Hamming distance, which led to the concept of Bit-Interleaved Coded Modulation
(BICM) [84]. This improved the achievable coded modulationperformance, when communicating over
Rayleigh fading channels. The theory underlying BICM was extensively analysed by Caireet al. in terms
of its channel capacity, error bound and design guidelines in [91]. For the sake of introducing the iterative
decoding of BICM and hence achieving an improved performance in Additive White Gaussian Channels
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Year Author(s) Contribution

1977 Imai and Hirawaki [81] Proposed MLC invoking multistage decoding.
1982 Ungerböck [83] Invented TCM employing Ungerböck partitioning (UP).
1982 Zehavi [84] Invented BICM for transmission over Rayleigh fading channels.
1987 Wei [85] Pioneered rotationally invariant differentially encodedmultidimensional

constellation for the design of TCM.
1989 Calderbank [82] Investigated MSD aided MLC.
1989 Pottie and Taylor [86] Designed MLC based on UP strategies.
1993 Seshadri and Sundberg

[87]
Studied the performance of Multilevel TCM in Rayleigh fading channel.

1994 Kofman [88] Studied the performance of MLC in AWGN channels.
1994 Huber and Wachsmann

[89]
Calculated the equivalent capacity of MLC schemes.

1997 Li and Ritcey [90] Designed BICM-ID using UP strategy.
1998 Caireet al. [91] Analysed the theoretical error bound of BICM.
1998 Robertsonet al. [92] Designed iterative turbo-detection aided TTCM.
2000 Shu Linet al. [93,94] Designed UEP for MLC based on symmetrical and asymmetrical phasor

constellations.
2001 Ritceyet al. [95] Introduced improved bit-to-symbol mapping for BICM-ID.
2004 Huanget al. [96] Designed improved mapping schemes for space-time BICM-ID.
2004 Houet al. [97] Employed LDPC as MLC component codes and introduced a novel semi-

BICM structure.
2004 Lampeet al. [98] Proposed MLC-aided multiple-antenna assisted transmission schemes.
2006 Martin et al. [99] Devised an MLC based multidimensional mapping scheme for space-time

codes.
2007 Mohammed et al.

[100,101]
Introduced multidimensional mapping for space-time BICM-ID employing
the Reactive Tabu Search technique.

2007 Matsumotoet al. [102] Introduced an adaptive coding technique for multilevel BICM aided broad-
band single carrier signaling.

2008 Simoenset al. [103] Investigated the effects of linear precoding on BICM-ID fortransmission
over AWGN channels.

Table 1.1: History of coded modulation contributions.

(AWGN), the Bit-Interleaved Coded Modulation based Iterative Decoding (BICM-ID) philosophy was pro-
posed by Liet al. [90] using the Ungerböck’s TCM partitioning strategy.

The multidimensional TCM concept was pioneered by Wei [85] for the sake of achieving rotational
invariance which has the potential of dispensing with the false locking problems of carrier recovery as well
as the concomitant avalanche-like error propagation. To introduce iterative decoding, two parallel TCM
schemes were invoked by Robertsonet al. in [92]. This parallel concatenated design was later termedas
Turbo TCM (TTCM).

Since the optimisation of the bit-to-symbol mapping for BICM-ID was found to be crucial in assisting
the scheme’s iterative decoding convergence, Ritceyet al. further improved the mapping [95] schemes.
BICM-ID was combined with space time codes to achieve a spatial diversity gain and the corresponding
mapping schemes were further improved by Huanget al.. Mohammedet al. [100] later extended the
findings of [96] to multidimensional constellation labelling by employing the Reactive Tabu Search (RTS)
technique [104].

A MultiLevel BICM scheme (ML-BICM) was combined with ARQ andadaptive coding in the work
of Matsumoto [102]et al.. This flexible design could be viewed as layer-by-layer linkadaptation com-
bined with an effective retransmission scheme. The multidimensional mapping used could be interpreted
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as a combined mapping function, a serially concatenated rate-one precoder and a Gray mapper. Simoens
et al. [103] investigated the optimised linear block precoder aided design of BICM-ID communicating over
AWGN channels for the sake of achieving an infinitesimally low BER.

The major contributions of the past three decades in the fieldof coded modulation, particularly in
multilevel and bit-interleaved coded modulation are summarised in Table 1.1.

1990

2000

1980

1970

1960

1950

Shannon limit [1] (1948)

Elias, Convolutional codes [3]

Viterbi algorithm [8]

Bahl, MAP algorithm [11]

Hamming codes [3]

PGZ algorithm [29]

Wolf, trellis block codes [18]

Chase algorithm [28]

Reed-Solomon codes [30]
BCH codes [14–16]

algorithm [31–34]
Berlekamp-Massey

RRNS codes [41,42]

Ungerboeck, TCM [46,47]

Berrou, turbo codes [12,13]

Robertson, Log-MAP algorithm [52]

Koch, Max-Log-MAP algorithm [50,51]
Hagenauer, SOVA [53,54]

Nickl, turbo Hamming code [63]
Hagenauer, turbo BCH code [61]

Alamouti, space-time
block code [71]

Tarokh, space-time trellis code [70]
Robertson, TTCM [57]

Pyndiah, SISO Chase
algorithm [62,105]

Convolutional CodesBlock Codes

Acikel, punctured turbo code [64]

Figure 1.1: A brief history of channel coding.
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In Figure 1.1, we show the evolution of channel coding research over the past 50 years since Shannon’s
legendary contribution [1]. These milestones have been incorporated also in the range of monographs and
textbooks summarised in Figure 1.2. At the time of writing, the Shannon limit may be approached within
a tiny margin [63], provided that the associated decoding complexity and delay is deemed affordable. The
challenge is to contrive FEC schemes which are capable of achieving a performance near thecapacity of
wireless channelsat an affordable delay and decoding complexity.

1.2 Motivation of the Book

The design of an attractive channel coding and modulation scheme depends on a range of contradictory
factors, which are portrayed in Figure 1.3. The message of this illustration is multi-fold. For example,
given a certain transmission channel, it is always feasibleto design a coding and modulation (‘codulation’)
system, which can further reduce the BER achieved. This typically implies, however, further investments
and/or penalties in terms of the required increased implementational complexity and coding/interleaving
delay as well as reduced effective throughput. Different solutions accrue when optimising different codec
features. For example, in many applications the most important codec parameter is the achievable coding
gain, which quantifies the amount of bit-energy reduction attained by a codec at a certain target BER.
Naturally, transmitted power reduction is extremely important in battery-powered devices. This transmitted
power reduction is only achievable at the cost of an increased implementational complexity, which itself
typically increases the power consumption and hence erodessome of the power gain.

Viewing this system optimisation problem from a different perspective, it is feasible to transmit at a
higher bit rate in a given fixed bandwidth by increasing the number of bits per modulated symbol. How-
ever, when aiming for a given target BER, the channel coding rate has to be reduced, in order to increase
the transmission integrity. Naturally, this reduces theeffective throughputof the system and results in an
overall increased system complexity. When the channel’s characteristic and the associated bit error statistics
change, different solutions may become more attractive. This is because Gaussian channels, narrowband
and wideband Rayleigh fading or various Nakagami fading channels inflict different impairments. These
design trade-offs constitute the subject of this monograph.

Our intention with the book is multi-fold:

1) First, we would like to pay tribute to all researchers, colleagues and valued friends who contributed
to the field.Hence this book is dedicated to them, since without their quest for better coding solutions
to communications problems this monograph could not have been conceived. They are too numerous
to name here, hence they appear in the author index of the book.

2) The invention of turbo coding not only assisted in attaining a performance approaching the Shannon-
ian limits of channel coding for transmissions overGaussian channels, but also revitalised chan-
nel coding research. In other words, turbo coding opened a new chapter in the design of itera-
tive detection-assisted communications systems, such as turbo trellis coding schemes, turbo channel
equalisers, etc. Similarly dramatic advances have been attained with the advent of space-time coding,
when communicating over dispersive, fadingwireless channels. Recent trends indicate that better
overall system performance may be attained by jointly optimising a number of system components,
such as channel coding, channel equalisation, transmit andreceived diversity and the modulation
scheme, than in case of individually optimising the system components. This is the main objective of
this monograph.

3) Since at the time of writing no joint treatment of the subjects covered by this book exists, it is timely to
compile the most recent advances in the field. Hence it is our hope that the conception of this mono-
graph on the topic will present an adequate portrayal of the last decade of research and spur this
innovation process by stimulating further research in the coding and communications community.
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Peterson& Weldon, Error correcting codes [106]

Berlekamp, Algebraic coding theory [32]
Kasami, Combinational mathematics and its applications [107]

Reed& Solomon, Polynomial codes over certain finite fields [30]

1990

2000

1980

1970

1960

1950

Peterson, Error correcting codes [108]

Macwilliams& Sloane, The theory of error correcting codes [109]

Sklar, Digital communications fundamentals and applications [110]

Blake, Algebraic coding theory: history and development [111]

Clark& Cain, Error correction coding for digital communications [112]
Pless, Introduction to the theory of error-correcting codes [113]
Blahut, Theory and practice of error control codes [114]

Wozencraft& Reiffen, Sequential decoding [5]
Shannon, Mathematical theory of communication [115]
Massey, Threshold decoding [7]

Shannon limit [1] (1948)

Heegard& Wicker, Turbo coding [116]
Bossert, Channel coding for telecommunications [117]
Vucetic& Yuan, Turbo codes principles and applications [118]

Lidl & Niederreiter, Finite fields [119]
Lin & Costello, Error control coding: fundamentals and applications [120]
Michelson& Levesque, Error control techniques for digital communication [121]

Hanzo, Liew& Yeap, Turbo coding, turbo equalisation& space-time coding, 2002

Hoffmanet al., Coding theory [122]
Huber, Trelliscodierung [123]
Anderson& Mohan, Source and channel coding - an algorithmic approach [124]
Wicker, Error control systems for digital communication and storage [125]
Proakis, Digital communications [126]
Honary& Markarian, Trellis decoding of block codes [19]
S. Lin et al., Trellises& trellis-based decoding alg. for linear block codes [20]
Schlegel, Trellis coding [48]

Szabo& Tanaka, Residue arithmetic& its appl. to computer technology [41]

Sweeney, Error Control Coding: An Introduction [127]

Figure 1.2: Milestones in channel coding.
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Implementational
complexity

Channel
characteristics

Effective
throughput

bandwidth
System Bit error

rate

Coding gain

scheme
Modulation

Coding/

Coding rate

Coding/interleaving
delay

Figure 1.3: Factors affecting the design of channel coding and modulation scheme.

1.3 Organisation of the Book
Below, we present the outline and rationale of the book:

• Chapter 2: For the sake of completeness and wider reader appeal virtually no prior knowledge
is assumed in the field of channel coding. Hence in Chapter 2 wecommence our discourse by
introducing the family of convolutional codes and the hard-as well as soft-decision Viterbi algorithm
in simple conceptual terms with the aid of worked examples.

• Chapter ??: This chapter provides a rudimentary introduction to the most prominent classes of
block codes, namely to Reed–Solomon (RS) and Bose–Chaudhuri–Hocquenghem (BCH) codes. A
range of algebraic decoding techiques are also reviewed andworked examples are included.

• Chapter ??: Based on the simple Viterbi decoding concepts introduced inChapter 2, in this chapter
an overview of the family of conventional binary BCH codes isgiven, with special emphasis on their
trellis decoding. In parallel to our elaborations in Chapter 2 on the context of convolutional codes,
the Viterbi decoding of binary BCH codes is detailed with theaid of worked examples. These dis-
cussions are followed by the simulation-based performancecharacterisation of various BCH codes
employing both hard-decision and soft-decision decoding methods. The classic Chase algorithm is
introduced and its performance is investigated.

• Chapter 3: This chapter introduces the concept of turbo convolutionalcodes and gives a detailed
discourse on the Maximum A-Posteriori (MAP) algorithm and its computationally less demanding
counterparts, namely the Log-MAP and Max-Log-MAP algorithms. The Soft-Output Viterbi Algo-
rithm (SOVA) is also highlighted and its concept is augmented with the aid of a detailed worked
example. Then the effects of the various turbo codec parameters are investigated, namely that of
the number of iterations, the puncturing patterns used, thecomponent decoders, the influence of the
interlever depth, which is related to the codeword length, etc. The various codecs’ performance is
studied also when communicating over Rayleigh fading channels.

• Chapter 4: The concept of turbo codes using BCH codes as component codesis introduced. A
detailed derivation of the MAP algorithm is given, buildingon the concepts introduced in Chapter 3
in the context of convolutional turbo codes, but this time cast in the framework of turbo BCH codes.
Then, the MAP algorithm is modified in order to highlight the concept of the Max-Log-MAP and
Log-MAP algorithms, again, with reference to binary turbo BCH codes. Furthermore, the SOVA-
based binary BCH decoding algorithm is introduced. Then a simple turbo decoding example is
given, highlighting how iterative decoding assists in correcting multiple errors. We also describe a
novel MAP algorithm for decoding extended BCH codes. Finally, we show the effects of the various
coding parameters on the performance of turbo BCH codes.

• Chapter 5: Space-time block codes are introduced. The derivation of the MAP decoding of space-
time block codes is then given. A system is proposed by concatenating space-time block codes
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and various channel codes. The complexity and memory requirements of various channel decoders
are derived, enabling us to compare the performance of the proposed channel codes by considering
their decoder complexity. Our simulation results related to space-time block codes using no channel
coding are presented first. Then, we investigate the effect of mapping data and parity bits from
binary channel codes to non-binary modulation schemes. Finally, we compare our simulation results
for various channel codes concatenated with a simple space-time block code. Our performance
comparisons are conducted by also considering the complexity of the associated channel decoder.

• Chapter 6: The encoding process of space-time trellis codes is highlighted. This is followed by
employing an Orthogonal Frequency Division Multiplexing (OFDM) modem in conjunction with
space-time codes over wideband channels. Turbo codes and RScodes are concatenated with space-
time codes in order to improve their performance. Then, the performance of the advocated space-
time block code and space-time trellis codes is compared. Their complexity is also considered
in comparing both schemes. The effect of delay spread and maximum Doppler frequency on the
performance of the space-time codes is investigated. A Signal to Interference Ratio (SIR) related
term is defined in the context of dispersive channels for the advocated space-time block code, and
we will show how the SIR affects the performance of the system. In our last section, we propose
space-time-coded Adaptive OFDM (AOFDM). We then show by employing multiple antennas that
with the advent of space-time coding, the wideband fading channels have been converted to AWGN-
like channels.

• Chapter 7: The discussions of Chapters 5 and 6 were centred around the topic of employing
multiple-transmitter, multiple-receiver (MIMO) based transmit and receive-diversity assisted space-
time coding schemes. These arrangements have the potentialof significantly mitigating the hos-
tile fading wireless channel’s near-instantaneous channel quality fluctuations. Hence these space-
time codecs can be advantageously combined with powerful channel codecs originally designed for
Gaussian channels. As a lower-complexity design alternative, this chapter introduces the concept
of near-instantaneously Adaptive Quadrature Amplitude Modulation (AQAM), combined with near-
instantaneously adaptive turbo channel coding. These adaptive schemes are capable of mitigating the
wireless channel’s quality fluctuations by near-instantaneously adapting both the modulation mode
used as well as the coding rate of the channel codec invoked. The design and performance study of
these novel schemes constitutes the topic of Chapter 7.

• Chapter 8: This chapter focuses on the portrayal of partial-response modulation schemes, which
exhibit impressive performance gains in the context of joint iterative, joint channel equalisation and
channel decoding. This joint iterative receiver principleis termed turbo equalisation. An overview
of Soft-In/Soft-Out (SISO) algorithms, namely that of the MAP algorithm and Log-MAP algorithm,
is presented in the context of GMSK channel equalisation, since these algorithms are used in the
investigated joint channel equaliser and turbo decoder scheme.

• Chapter 9: Based on the introductory concepts of Chapter 8, in this chapter the detailed principles
of iterative joint channel equalisation and channel decoding techniques known as turbo equalisation
are introduced. This technique is invoked in order to overcome the unintentional Inter-Symbol In-
terference (ISI) and Controlled Inter-Symbol Interference (CISI) introduced by the channel and the
modulator, respectively. Modifications of the SISO algorithms employed in the equaliser and decoder
are also portrayed, in order to generate information related not only to the source bits but also to the
parity bits of the codewords. The performance of coded systems employing turbo equalisation is
analysed. Three classes of encoders are utilised, namely convolutional codes, convolutional-coding-
based turbo codes and BCH-coding-based turbo codes.

• Chapter ??: Theoretical models are devised for the coded schemes in order to derive the maximum
likelihood bound of the system. These models are based on theSerial Concatenated Convolutional
Code (SCCC) analysis presented in reference [128]. Essentially, this analysis can be employed since
the modulator could be represented accurately as a rateR = 1 convolutional encoder. Apart from
convolutional-coded systems, turbo-coded schemes are also considered. Therefore the theoretical
concept of Parallel Concatenated Convolutional Codes (PCCC) [59] is utilised in conjunction with
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the SCCC principles in order to determine the Maximum Likelihood (ML) bound of the turbo-coded
systems, which are modelled as hybrid codes consisting of a parallel concatenated convolutional
code, serially linked with another convolutional code. An abstract interleaver from reference [59] —
termed the uniform interleaver — is also utilised, in order to reduce the complexity associated with
determining all the possible interleaver permutations.

• Chapter 10: A comparative study of coded BPSK systems, employing high-rate channel encoders,
is presented. The objective of this study is to investigate the performance of turbo equalisers in
systems employing different classes of codes for high code rates ofR = 3

4
andR = 5

6
, since known

turbo equalisation results have only been presented for turbo equalisers using convolutional codes
and convolutional-based turbo codes for code rates ofR = 1

3
andR = 1

2
[129, 130]. Specifically,

convolutional codes, convolutional-coding-based turbo codes, and Bose–Chaudhuri–Hocquengham
(BCH)-coding-based [14,15] turbo codes are employed in this study.

• Chapter 11: A novel reduced-complexity trellis-based equaliser is presented. In each turbo equal-
isation iteration the decoder generates information whichreflects the reliability of the source and
parity bits of the codeword. With successive iteration, thereliability of this information improves.
This decoder information is exploited in order to decomposethe received signal such that each
quadrature component consists of the in-phase or quadrature-phase component signals. Therefore,
the equaliser only has to consider the possible in-phase or quadrature-phase components, which is a
smaller set of signals than all of their possible combinations.

• Chapter 12: For transmissions over wideband fading channels and fast fading channels, space-
time trellis coding (STTC) is a more appropriate diversity technique than space-time block coding.
STTC [70] relies on the joint design of channel coding, modulation, transmit diversity and the op-
tional receiver diversity schemes. The decoding operationis performed by using a maximum likeli-
hood detector. This is an effective scheme, since it combines the benefits of Forward Error Correction
(FEC) coding and transmit diversity, in order to obtain performance gains. However, the cost of this
is the additional computational complexity, which increases as a function of bandwidth efficiency
(bits/s/Hz) and the required diversity order. In this chapter STTC is investigated for transmission
over wideband fading channels.

• Chapter 13: Our previous discussions on various channel coding schemesevolves to the family of
joint coding and modulation-based arrangements, which areoften referred to as coded modulation
schemes. Specifically, Trellis-Coded Modulation (TCM), Turbo Trellis-Coded Modulation (TTCM),
Bit-Interleaved Coded Modulation (BICM) as well as iterative joint decoding and demodulation-
assisted BICM (BICM-ID) will be studied and compared under various narrowband and wideband
propagation conditions.

• Chapter 14: Multilevel Coding Theory

This chapter introduces the background of MLCs. Section 14.2 highlights the design of signal la-
belling, rate design criteria as well as the encoding and decoding structures. BICM and BICM-ID
are also characterised in terms of the philosophy of using bit interleavers, their decoding methods as
well as bit-to-symbol mapping schemes in Section 13.5 and 14.4, respectively.

• Chapter 15: MLC Design Using EXIT Chart Analysis

The iterative detection of BICM-ID and MLC schemes is analysed with respect to their convergence
behaviour using EXIT chart analysis in this chapter. Section 15.2 presents the comparative study of
different coded modulation schemes, namely that of MLC, BICM, BICM-ID, TCM and TTCM as a
function of their trellis complexity expressed in terms of the number of trellis states and interleaver
length. The simulation results showing these comparisons are presented in Section 15.2.3. EXIT
charts employed as a design tool for iterative decoding are described in Section 15.3, characterising
the iterative detection aided performance of BICM-ID schemes. Three-dimensional EXIT charts are
used for studying the convergence behaviour of MLC schemes in Section 15.3.3. A precoder-aided
MLC design is introduced in Section 15.4, which employs the above-mentioned 3-D EXIT analysis.
The performance improvements achieved by this system are presented in Section 15.4.3.
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• Chapter 16: Sphere Packing Aided MLC/BICM Space-Time Design

This chapter studies the new arrangement of MLC combined with Space Time Block Codes (STBC)
invoking a new type of M-D Sphere Packing (SP) modulation scheme termed as a STBC-SP-MLC
arrangement. A similar arrangement using BICM to replace the MLC coding block is also used,
which is referred to as an STBC-SP-BICM arrangement. Section 16.2 describes Alamouti’s twin-
antenna based STBC scheme. The SP modulation and its soft demodulation technique are outlined
in Sections 16.3 and 16.4. The STBC-SP-BICM arrangement is presented in Section 16.5, where
we further highlight the features of the system, as well as its equivalent capacity based design em-
ployed for determining the rates of our MLC component codes and the appropriate bit-to-SP-symbol
mapping schemes. In Section 16.5.4, the UEP scheme created by this system is investigated by
introducing ahybrid bit-stream partitioning strategy. Section 16.6 considersthis STBC-SP-BICM
arrangement, presenting the general system structure as well as a range of various mapping schemes.
EXIT charts are invoked for further analysis both with and without precoder enhancements, and the
corresponding simulation results are discussed in Section16.6.5.

• Chapter 17: MLC/BICM Schemes for the Wireless Internet

This chapter provides MLC designs for low-latency multimedia applications employing Parallel
Independent Decoding (PID) aided Generalised Low-DensityParity Check (GLDPC) component
codes. Furthermore, BICM schemes invoking Luby-Transform(LT) coding constructed for hostile
AWGN-contaminated BEC propagation conditions are investigated in a wireless Internet scenario.
The Multilevel GLDPC (MLC-GLDPC) schemes are detailed in Section 17.2. We outline the as-
sociated GLDPC structure, together with the MLC-GLDPC encoding and decoding methods, when
using BCH codes as constituent codes. Section 17.3 describes the design objectives of invoking both
inner and outer iterations. The GLDPC code’s syndrome checking method used and the associated
simulation results are provided in Sections 17.3.1 and 17.3.2. The design philosophy of Fountain
codes and LT codes contrived for the wireless Internet are detailed in Sections 17.4.1 and 17.4.2.
Sections 17.4.2.1 and 17.4.2.2 describe the LT code’s degree distribution leading to the concept of
theimproved Robust distribution. A novel serially concatenated LT and BICM-ID(LT-BICM-ID)
arrangement is presented in Section 17.4.3, outlining the system’s construction. In Section 17.5, we
enhance the LT-BICM-ID system with the aid of an LLR reliability estimation scheme employed
for declaring packet erasure in the amalgamated LT-BICM-IDstructure. Section 17.5.4 details the
bit-by-bit LT decoding procedures, while our simulation results are discussed in Section 17.5.5.

• Chapter 18: Near Capacity Irregular BICM-ID Design

This chapter outlines the concept of irregular component codes employed in the amalgamated BICM-
ID scheme. The resultant scheme is termed as Irregular Bit-Interleaved Coded Modulation using
Iterative Decoding (Ir-BICM-ID), which employs three different irregular components, namely Ir-
regular Convolutional Codes (IrCC), Irregular Unity-RateCodes (IrURC) and Irregular Mappers
(IrMapper), for the sake of approaching the theoretical capacity limit. The proposed Ir-BICM-ID
scheme is detailed in Section 18.2, where the detailed schematic showing the separate subcodes is
shown in Figure 18.3. We characterise the resultant near-capacity scheme using EXIT chart analysis
in Section 18.3, demonstrating that it exhibits a narrow butstill open tunnel between the outer and
inner codes’ EXIT functions. Section 18.4.1 introduces an IrCC combined with both different-rate
convolutional codes and memoryless repetition codes, in order to create a diverse range of EXIT
functions, as illustrated in Figure 18.5. The inner EXIT functions, which are generated using the
combination of an IrURC and an IrMapper are illustrated in Section 18.4.2. An appropriate EXIT
chart matching algorithm is detailed in Section 18.4.3, while our simulation results characterising
the proposed Ir-BICM-ID scheme are discussed in Section 18.5. Finally, we conclude this chapter in
Section 18.6.

• Chapter 19: This chapter provides a brief summary of the book.

It is our hope that this book portrays the range of contradictory system design trade-offs associated with
the conception of channel coding arrangements in an unbiased fashion and that readers will be able to glean
information from it in order to solve their own particular channel coding and communications problem.
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Most of all, however, we hope that they will find it an enjoyable and informative read, providing them with
intellectual stimulation.

1.4 Novel Contributions of the Book
This book is based on a number of related publications of the authors [131–144] as well as on substantial
unpublished material. Hence, although it is not customary to list the novel contributions of book, in this
research monograph we would like to deviated from this practice and list the novel contributions as follows:

• Different coded modulation schemes, namely the MLC, BICM, BICM-ID, TCM and TTCM, were
studied comparatively in terms of their performance versustrellis-complexity, their ability to support
unequal error protection classes as well as in terms of the effects of the interleaver length, when
fixing the number of iterations. The general structure of a novel 3-D EXIT chart was devised, when
using 8-level Phase Shift Keying (8PSK) and three en(de)coders. The 3-D EXIT characteristics are
useful for analysing the iterative decoding convergence ofthree-component MLC schemes using
MSD [132].

• Based on the 3-D EXIT charts, a novel precoded-MLC scheme wasproposed [135], where the EXIT
chart based convergence analysis was facilitated. The precoded-MLC scheme provided substantial
BER improvements when transmitting over uncorrelated Rayleigh fading channels.

• In order to introduce transmit diversity, we developed the novel STBC-SP-MLC scheme of Chapter
16 which utilised the M-D SP in Alamouti’s twin-antenna based transmitter design. Explicitly, we
introduced a novel equivalent capacity based code-rate design for determining the MLC component
rates, various bit-to-SP-symbol mapping schemes, a novel Cost Function (CF) for attaining the most
appropriate mapping using the Binary Switching Algorithm (BSA) and ahybrid UEP bit-to-SP-
symbol mapping design [136,137,141].

• A novel STBC-SP-BICM arrangement was proposed [140]. The schemes havingM = 16 and
M = 256 SP constellation points were investigated, where the minimum of the CF was found
with the aid of the BSA. When designing the bit-to-SP-symbolmapping, various layers of the SP
constellation space were used and diverse precoded systemswere designed.

• Multilevel schemes invoking GLDPCs as their component codes were proposed [131] using imple-
mentationally attractive short BCH and Hamming constituent codes. A novel stopping criterion was
also designed for both the inner and outer iterations of the MLC-GLDPC scheme.

• A serially concatenated LT-BICM-ID scheme was proposed forthe wireless Internet [134]. To fur-
ther develop the system, an LLR based packet reliability estimation scheme was presented [138] for
the amalgamated LT-BICM-ID design.

• An EXIT-chart aided Ir-BICM-ID design was proposed [142, 143] for the sake of achieving a near-
capacity performance. The outer IrCC scheme generates a diverse range of outer EXIT functions,
which were closely matched by those of the combination of an IrURC and IrMapper. A novel EXIT
function matching algorithm was used for creating a narrow,but still open EXIT tunnel, which led
to a near-capacity Ir-BICM-ID scheme.

L. Hanzo, TH. Liew, BL. Yeap, RYS. Tee
School of Electronics and Computer Science

University of Southampton
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Chapter 3
Turbo Convolutional Coding 1

J.P. Woodard, L. Hanzo2

3.1 Introduction

In Chapter 2 a rudimentary introduction to convolutional codes and their decoding using the Viterbi algo-
rithm was provided. In this chapter we introduce the conceptof turbo coding using convolutional codes as
its constituent codes. Our discussions will become deeper,relying on basic familiarity with convolutional
coding.

The insightful concept of turbo coding was proposed in 1993 in a seminal contribution by Berrou,
Glavieux and Thitimajashima, who reported excellent coding gain results [12], approaching Shannonian
predictions. The information sequence is encoded twice, with an interleaver between the two encoders
serving to make the two encoded data sequences approximately statistically independent of each other.
Often half-rate Recursive Systematic Convolutional (RSC)encoders are used, with each RSC encoder pro-
ducing a systematic output which is equivalent to the original information sequence, as well as a stream of
parity information. The two parity sequences can then be punctured before being transmitted along with
the original information sequence to the decoder. This puncturing of the parity information allows a wide
range of coding rates to be realised, and often half the parity information from each encoder is sent. Along
with the original data sequence this results in an overall coding rate of 1/2.

At the decoder two RSC decoders are used. Special decoding algorithms must be used which accept
soft inputs and give soft outputs for the decoded sequence. These soft inputs and outputs provide not only an
indication of whether a particular bit was a 0 or a 1, but also alikelihood ratio which gives the probability
that the bit has been correctly decoded. The turbo decoder operates iteratively. In the first iteration the
first RSC decoder provides a soft output giving an estimationof the original data sequence based on the soft
channel inputs alone. It also provides anextrinsicoutput. The extrinsic output for a given bit is based not on
the channel input for that bit, but on the information for surrounding bits and the constraints imposed by the
code being used. This extrinsic output from the first decoderis used by the second RSC decoder asa-priori
information, and this information together with the channel inputs are used by the second RSC decoder
to give its soft output and extrinsic information. In the second iteration the extrinsic information from the

1Turbo Coding, Turbo Equalisation and Space-Time Coding
L.Hanzo, T.H. Liew, B.L. Yeap,
c©2002 John Wiley & Sons, Ltd. ISBN 0-470-84726-3

2This chapter is based on J. P. Woodard, L. Hanzo: ComparativeStudy of Turbo Decoding Techniques: An Overview;
IEEE Transactions on Vehicular Technology, Nov. 2000, Vol.49, No. 6, pp 2208-2234c©IEEE.
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Figure 3.1: Turbo encoder schematic Berrouet al. c©IEEE, 1993 [12,13].

second decoder in the first iteration is used as the a-priori information for the first decoder, and using this a-
priori information the decoder can hopefully decode more bits correctly than it did in the first iteration. This
cycle continues, with at each iteration both RSC decoders producing a soft output and extrinsic information
based on the channel inputs and a-priori information obtained from the extrinsic information provided by
the previous decoder. After each iteration the Bit Error Rate (BER) in the decoded sequence drops, but the
improvements obtained with each iteration fall as the number of iterations increases so that for complexity
reasons usually only between 4 and 12 iterations are used.

In their pioneering proposal Berrou, Glavieux and Thitimajashima [12] invoked a modified version of
the classic minimum BER MaximumA-Posteriori (MAP) algorithm due to Bahlet al. [11] in the above
iterative structure for decoding the constituent codes. Since the conception of turbo codes a large amount of
work has been carried out in the area, aiming for example to reduce the decoder complexity, as suggested by
Robertson, Villebrun and Höher [52] as well as by Berrouet al. [146]. Le Goff, Glavieux and Berrou [55],
Wachsmann and Huber [56] as well as Robertson and Wörz [57] suggested using the codes in conjunction
with bandwidth-efficient modulation schemes. Further advances in understanding the excellent preformance
of the codes are due, for example, to Benedetto and Montorsi [58, 59] as well as to Perez, Seghers and
Costello [60]. A number of seminal contributors including Hagenauer, Offer and Papke [61], as well as
Pyndiah [147], extended the turbo concept to parallel concatenated block codes. Jung and Nasshan [65]
characterised the coded performance under the constraintsof short transmission frame length, which is
characteristic of speech systems. In collaboration with Blanz they also applied turbo codes to a CDMA
system using joint detection and antenna diversity [67]. Barbulescu and Pietrobon [68] as well as a number
of other authors addressed the equally important issues of interlever design. Because of space limitations
here we have to curtail listing the range of further contributors to the field, without whose advances this
treatise could not have been written. It is particulary important to note the tutorial paper authored by
Sklar [69].

Here we embark on describing turbo codes in more detail. Specifically, in Section 3.2 we detail the
encoder used, while in Section 3.3 the decoder is portrayed.Then in Section 3.4 we characterise the
performance of various turbo codes over Gaussian channels using BPSK. Then in Section 3.5 we discuss
the employment of turbo codes over Rayleigh channels, and characterise the system’s speech performance
when using the G.729 speech codec.

3.2 Turbo Encoder

The general structure used in turbo encoders is shown in Figure 3.1. Two component codes are used to code
the same input bits, but an interleaver is placed between theencoders. Generally RSC codes are used as the
component codes, but it is possible to achieve good performance using a structure like that seen in Figure 3.1
with the aid of other component codes, such as for example block codes, as advocated by Hagenauer and
Offer and Papke [61] as well as by Pyndiah [147]. Furthermore, it is also possible to employ more than two
component codes. However, in this chapter we concentrate entirely on the standard turbo encoder structure
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using two RSC codes. Turbo codes using block codes as component codes are described in Chapter 4.
The outputs from the two component codes are then punctured and multiplexed. Usually both compo-

nent RSC codes are half rate, giving one parity bit and one systematic bit output for every input bit. Then
to give an overall coding rate of one-half, half the output bits from the two encoders must be punctured.
The arrangement that is often favoured, and that we have usedin our work, is to transmit all the systematic
bits from the first RSC encoder, and half the parity bits from each encoder. Note that the systematic bits are
rarely punctured, since this degrades the performance of the code more dramatically than puncturing the
parity bits.

Figure 3.2 shows theK=3 RSC code we have used as the component codes in most of our simulations.
This code has generator polynomials 7 (for the feedback polynomial) and 5.

Parallel concatenated codes had been well investigated before Berrouet al.’s breakthrough 1993 pa-
per [12], but the dramatic improvement in performance that turbo codes gave arose because of the inter-
leaver used between the encoders, and because recursive codes were used as the component codes. Recently
theoretical papers have been published for example by Benedetto and Montorsi [58,59] which endeavour to
explain the remarkable performance of turbo codes. It appears that turbo codes can be thought of as having
a performance gain proportional to the interleaver length used. However, the decoding complexity per bit
does not depend on the interleaver length. Therefore extremely good performance can be achieved with
reasonable complexity by using very long interleavers. However, for many important applications, such as
speech transmission, extremely long frame lengths are not practical because of the delays they result in.
Therefore in this chapter we have also investigated the use of turbo codes in conjunction with short frame
lengths of the order of 100 bits.

3.3 Turbo Decoder

3.3.1 Introduction

The general structure of an iterative turbo decoder is shownin Figure 3.3. Two component decoders are
linked by interleavers in a structure similar to that of the encoder. As seen in the figure, each decoder takes
three inputs–: the systematically encoded channel output bits, the parity bits transmitted from the associated
component encoder, and the information from the other component decoder about the likely values of
the bits concerned. This information from the other decoderis referred to as a-priori information. The
component decoders have to exploit both the inputs from the channel and this a-priori information. They
must also provide what are known as soft outputs for the decoded bits. This means that as well as providing
the decoded output bit sequence, the component decoders must also give the associated probabilities for
each bit that has been correctly decoded. The soft outputs are typically represented in terms of the so-
called Log Likelihood Ratios (LLRs). The polarity of the LLRdetermines the sign of the bit, while its
amplitude quantifies the probability of a correct decision.These LLRs are described in Section 3.3.2. Two
suitable decoders are the Soft-Output Viterbi Algorithm (SOVA) proposed by Hagenauer and Höher [53]
and Bahl’s Maximum A-Posteriori (MAP) [11] algorithm, which are described in Sections 3.3.6 and 3.3.3,
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respectively.
The decoder of Figure 3.3 operates iteratively, and in the first iteration the first component decoder takes

channel output values only, and produces a soft output as itsestimate of the data bits. The soft output from
the first encoder is then used as additional information for the second decoder, which uses this information
along with the channel outputs to calculate its estimate of the data bits. Now the second iteration can begin,
and the first decoder decodes the channel outputs again, but now with additional information about the
value of the input bits provided by the output of the second decoder in the first iteration. This additional
information allows the first decoder to obtain a more accurate set of soft outputs, which are then used by
the second decoder as a-priori information. This cycle is repeated, and with every iteration the BER of the
decoded bits tends to fall. However, the improvement in performance obtained with increasing numbers
of iterations decreases as the number of iterations increases. Hence, for complexity reasons, usually only
about eight iterations are used.

Owing to the interleaving used at the encoder, care must be taken to properly interleave and de-
interleave the LLRs which are used to represent the soft values of the bits, as seen in Figure 3.3. Further-
more, because of the iterative nature of the decoding, care must be taken not to reuse the same information
more than once at each decoding step. For this reason the concept of so-called extrinsic and intrinsic infor-
mation was used in their seminal paper by Berrouet al. describing iterative decoding of turbo codes [12].
These concepts and the reason for the subtraction circles shown in Figure 3.3 are described in Section 3.3.4.

Other, non-iterative, decoders have been proposed [148, 149] which give optimal decoding of turbo
codes. However, the improvement in performance over iterative decoders was found to be only about
0.35 dB, and they are hugely complex. Therefore the iterative scheme shown in Figure 3.3 is commonly
used. We now proceed with describing the concepts and algorithms used in the iterative decoding of turbo
codes, commencing with the portrayal of LLRs.

3.3.2 Log Likelihood Ratios
The concept of LLRs was shown by Robertson [150] to simplify the passing of information from one
component decoder to the other in the iterative decoding of turbo codes, and so is now widely used in the
turbo coding literature. The LLR of a data bituk is denoted asL(uk) and is defined to be merely the log of
the ratio of the probabilities of the bit taking its two possible values, i.e.:

L(uk) , ln

„

P (uk = +1)

P (uk = −1)

«

. (3.1)

Notice that the two possible values for the bituk are taken to be+1 and−1, rather than1 and0. This
definition of the two values of a binary variable makes no conceptual difference, but it slightly simplifies
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Figure 3.4: LLR L(uk) versus the probability ofuk = +1.

the mathematics in the derivations which follow. Hence thisconvention is used throughout this chanpter.
Figure 3.4 shows howL(uk) varies as the probability ofuk = +1 varies. It can be seen from this figure
that the sign of the LLRL(uk) of a bituk will indicate whether the bit is more likely to be+1 or−1, and
the magnitude of the LLR gives an indication of how likely it is that the sign of the LLR gives the correct
value ofuk. When the LLRL(uk) ≈ 0, we haveP (uk = +1) ≈ P (uk = −1) ≈ 0.5, and we cannot be
certain about the value ofuk. Conversely, whenL(uk) ≫ 0, we haveP (uk = +1) ≫ P (uk = −1) and
we can be almost certain thatuk = +1.

Given the LLRL(uk), it is possible to calculate the probability thatuk = +1 or uk = −1 as follows.
Remembering thatP (uk = −1) = 1−P (uk = +1), and taking the exponent of both sides in Equation 3.1,
we can write:

eL(uk) =
P (uk = +1)

1− P (uk = +1)
, (3.2)

so:

P (uk = +1) =
eL(uk)

1 + eL(uk)

=
1

1 + e−L(uk)
. (3.3)

Similarly:

P (uk = −1) =
1

1 + e+L(uk)

=
e−L(uk)

1 + e−L(uk)
, (3.4)

and hence we can write:

P (uk = ±1) =

„

e−L(uk)/2

1 + e−L(uk)

«

· e±L(uk)/2. (3.5)

Notice that the bracketed term in this equation does not depend on whether we are interested in the probabil-
ity thatuk = +1 or−1, and so it can be treated as a constant in certain applications, such as in Section 3.3.3
where we use this equation in the derivation of the MAP algorithm.
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As well as the LLRL(uk) based on the unconditional probabilitiesP (uk = ±1), we are also interested
in LLRs based on conditional probabilities. For example, inchannel coding theory we are interested in the
probability thatuk = ±1 based, or conditioned, on some received sequencey, and hence we may use the
conditional LLRL(uk|y), which is defined as:

L(uk|y) , ln

 

P (uk = +1|y)

P (uk = −1|y)

!

. (3.6)

The conditional probabilitiesP (uk = ±1|y) are known as the a-posteriori probabilities of the decoded
bit uk, and it is these a-posteriori probabilities that our soft-in soft-out decoders described in later sections
attempt to find.

Apart from the conditional LLRL(uk|y) based on the a-posteriori probabilitiesP (uk = ±1|y), we
will also use conditional LLRs based on the probability thatthe receiver’s matched filter output would be
yk given that the corresponding transmitted bitxk was either+1 or−1. This conditional LLR is written as
L(yk|xk) and is defined as:

L(yk|xk) , ln

„

P (yk|xk = +1)

P (yk|xk = −1)

«

. (3.7)

Notice the conceptual difference between the definitions ofL(uk|y) in Equation 3.6 andL(yk|xk) in Equa-
tion 3.7, despite these two conditional LLRs being represented with very similar notation. This contrast in
the definitions of conditional LLRs is somewhat confusing, but since these definitions are widely used in
the turbo coding literature, we have introduced them here.

If we assume that the transmitted bitxk = ±1 has been sent over a Gaussian or fading channel using
BPSK modulation, then we can write for the probability of thematched filter outputyk that:

P (yk|xk = +1) =
1

σ
√

2π
exp

„

− Eb

2σ2
(yk − a)2

«

, (3.8)

whereEb is the transmitted energy per bit,σ2 is the noise variance anda is the fading amplitude (we have
a = 1 for non-fading AWGN channels). Similarly, we have:

P (yk|xk = −1) =
1

σ
√

2π
exp

„

− Eb

2σ2
(yk + a)2

«

. (3.9)

Therefore, when we use BPSK over a (possibly fading) Gaussian channel, we can rewrite Equation 3.7 as:

L(yk|xk) , ln

„

P (yk|xk = +1)

P (yk|xk = −1)

«

= ln

0

@

exp
“

− Eb

2σ2 (yk − a)2
”

exp
“

− Eb

2σ2 (yk + a)2
”

1

A

=

„

− Eb

2σ2
(yk − a)2

«

−
„

− Eb

2σ2
(yk + a)2

«

=
Eb

2σ2
4a · yk

= Lcyk, (3.10)

where:

Lc = 4a
Eb

2σ2
(3.11)

is defined as the channel reliability value, and depends onlyon the signal-to-noise ratio (SNR) and fading
amplitude of the channel. Hence, for BPSK over a (possibly fading) Gaussian channel, the conditional
LLR L(yk|xk), which is referred to as the soft output of the channel, is simply the matched filter outputyk

multiplied by the channel reliability valueLc.
Having introduced LLRs, we now proceed to describe the operation of the MAP algorithm, which is

one of the possible soft-in soft-out component decoders that can be used in an iterative turbo decoder.
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3.3.3 The Maximum A-Posteriori Algorithm
3.3.3.1 Introduction and Mathematical Preliminaries

In 1974 an algorithm, known as the Maximum A-Posteriori (MAP) algorithm, was proposed by Bahl,
Cocke, Jelinek and Raviv for estimating the a-posteriori probabilities of the states and the transitions of an
observed Markov source, when subjected to memoryless noise. This algorithm has also become known as
the BCJR algorithm, named after its inventors. They showed how the algorithm could be used for decoding
both block and convolutional codes. When employed for decoding convolutional codes, the algorithm is
optimal in terms of minimising the decoded, unlike the Viterbi algorithm [9], which minimises the proba-
bility of an incorrect path through the trellis being selected by the decoder. Thus the Viterbi algorithm can
be thought of as minimising the number ofgroupsof bits associated with these trellis paths, rather than the
actual number of bits, which are decoded incorrectly. Nevertheless, as stated by Bahlet al. in [11], in most
applications the performance of the two algorithms will be almost identical. However, the MAP algorithm
examines every possible path through the convolutional decoder trellis and therefore initially seemed to be
unfeasibly complex for application in most systems. Hence it was not widely used before the discovery of
turbo codes.

However, the MAP algorithm provides not only the estimated bit sequence, but also the probabilities for
each bit that has been decoded correctly. This is essential for the iterative decoding of turbo codes proposed
by Berrouet al. [12], and so MAP decoding was used in this seminal paper. Since then much work has
been done to reduce the complexity of the MAP algorithm to a reasonable level. In this section we describe
the theory behind the MAP algorithm as used for the soft-output decoding of the component convolutional
codes of turbo codes. Throughout our work it is assumed that binary codes are used.

We use Bayes’ rule repeatedly throughout this section. Thisrule gives the joint probability ofa andb,
P (a ∧ b), in terms of the conditional probability ofa givenb as:

P (a ∧ b) = P (a|b) · P (b). (3.12)

A useful consequence of Bayes’ rule is that:

P ({a ∧ b}|c) = P (a|{b ∧ c}) · P (b|c), (3.13)

which can be derived from Equation 3.12 by consideringx ≡ a ∧ b andy ≡ b ∧ c as follows. From
Equation 3.12 we can write:

P ({a ∧ b}|c) ≡ P (x|c) =
P (x ∧ c)

P (c)

=
P (a ∧ b ∧ c)

P (c)
≡ P (a ∧ y)

P (c)

=
P (a|y) · P (y)

P (c)
≡ P (a|{b ∧ c}) · P (b ∧ c)

P (c)

= P (a|{b ∧ c}) · P (b|c). (3.14)

The MAP algorithm gives, for each decoded bituk, the probability that this bit was+1 or −1, given
the received symbol sequencey. As explained in Section 3.3.2 this is equivalent to finding the a-posteriori
LLR L(uk|y), where:

L(uk|y) = ln

 

P (uk = +1|y)

P (uk = −1|y)

!

. (3.15)

Bayes’ rule allows us to rewrite this equation as:

L(uk|y) = ln

 

P (uk = +1 ∧ y)

P (uk = −1 ∧ y)

!

. (3.16)

Let us now consider Figure 3.5 showing the transitions possible for theK = 3 RSC code shown in
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Figure 3.5: Possible transitions inK=3 RSC component code.

Figure 3.2, which we have used for the component codes in mostof our work. For thisK = 3 code there
are four encoder states, and since we consider a binary code,in each encoder state two state transitions are
possible, depending on the value of this bit. One of these transitions is associated with the input bit of−1
shown as a continuous line, while the other transition corresponds to the input bit of+1 shown as a broken
line. It can be seen from Figure 3.5 that if the previous stateSk−1 and the present stateSk are known, then
the value of the input bituk, which caused the transition between these two states, willbe known. Hence
the probability thatuk = +1 is equal to the probability that the transition from the previous stateSk−1 to
the present stateSk is one of the set of four possible transitions that can occur whenuk = +1 (i.e. those
transitions shown with broken lines). This set of transitions is mutually exclusive (i.e. only one of them
could have occured at the encoder), and so the probability that any one of them occurs is equal to the sum
of their individual probabilities. Hence we can rewrite Equation 3.16 as:

L(uk|y) = ln

0

B

B

B

B

@

X

(s̀,s)⇒
uk=+1

P (Sk−1 = s̀ ∧ Sk = s ∧ y)

X

(s̀,s)⇒
uk=−1

P (Sk−1 = s̀ ∧ Sk = s ∧ y)

1

C

C

C

C

A

, (3.17)

where(s̀, s) ⇒ uk = +1 is the set of transitions from the previous stateSk−1 = s̀ to the present state
Sk = s that can occur if the input bituk = +1, and similarly for(s̀, s) ⇒ uk = −1. For brevity we shall
write P (Sk−1 = s̀ ∧ Sk = s ∧ y) asP (s̀ ∧ s ∧ y).

We now consider the individual probabilitiesP (s̀ ∧ s ∧ y) from the numerator and denominator of
Equation 3.17. The received sequencey can be split up into three sections: the received codeword associated
with the present transitiony

k
, the received sequence prior to the present transitiony

j<k
and the received

sequence after the present transitiony
j>k

. This split is shown in Figure 3.6, again for the example of
our K = 3 RSC component code shown in Figure 3.2. We can thus write for the individual probabilities
P (s̀ ∧ s ∧ y):

P (s̀ ∧ s ∧ y) = P (s̀ ∧ s ∧ y
j<k
∧ y

k
∧ y

j>k
). (3.18)

Using Bayes’ rule ofP (a ∧ b) = P (a|b)P (b) and the fact that if we assume that the channel is
memoryless, then the future received sequencey

j>k
will depend only on the present states and not on the

previous statès or the present and previous received channel sequencesy
k

andy
j<k

, we can write:

P (s̀ ∧ s ∧ y) = P (y
j>k
|{s̀ ∧ s ∧ y

j<k
∧ y

k
}) · P (s̀ ∧ s ∧ y

j<k
∧ y

k
)

= P (y
j>k
|s) · P (s̀ ∧ s ∧ y

j<k
∧ y

k
). (3.19)
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Figure 3.6: MAP decoder trellis forK = 3 RSC code.

Again, using Bayes’ rule and the assumption that the channelis memoryless, we can expand Equation 3.19
as follows:

P (s̀ ∧ s ∧ y) = P (y
j>k
|s) · P (s̀ ∧ s ∧ y

j<k
∧ y

k
)

= P (y
j>k
|s) · P ({y

k
∧ s}|{s̀ ∧ y

j<k
}) · P (s̀ ∧ y

j<k
)

= P (y
j>k
|s) · P ({y

k
∧ s}|s̀) · P (s̀ ∧ y

j<k
)

= βk(s) · γk(s̀, s) · αk−1(s̀), (3.20)

where:

αk−1(s̀) = P (Sk−1 = s̀ ∧ y
j<k

) (3.21)

is the probability that the trellis is in statès at timek− 1 and the received channel sequence up to this point
is y

j<k
, as visualised in Figure 3.6:

βk(s) = P (y
j>k
|Sk = s) (3.22)

is the probability that given the trellis is in states at timek the future received channel sequence will be
y

j>k
, and lastly:

γk(s̀, s) = P ({y
k
∧ Sk = s}|Sk−1 = s̀) (3.23)

is the probability that given the trellis was in states̀ at timek − 1, it moves to states and the received
channel sequence for this transition isy

k
.

Equation 3.20 shows that the probabilityP (s̀ ∧ s ∧ y) that the encoder trellis took the transition from
stateSk−1 = s̀ to stateSk = s and the received sequence isy, can be split into the product of three terms:
αk−1(s̀), γk(s̀, s) andβk(s). The meaning of these three probability terms is shown in Figure 3.6, for the
transitionSk−1 = s̀ to Sk = s shown by the bold line in this figure. The MAP algorithm findsαk(s)
andβk(s) for all statess throughout the trellis, i.e. fork = 0, 1, . . . , N − 1, andγk(s̀, s) for all possible
transitions from stateSk−1 = s̀ to stateSk = s, again fork = 0, 1 . . . , N − 1. These values are then used
to find the probabilitiesP (Sk−1 = s̀∧Sk = s∧y) of Equation 3.20, which are then used in Equation 3.17
to give the LLRsL(uk|y) for each bituk. These operations are summarised in the flowchart of Figure 3.8
below. We now describe how the valuesαk(s), βk(s) andγk(s̀, s) can be calculated.
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Figure 3.7: Recursive calculation ofαk(0) andβk(0).

3.3.3.2 Forward Recursive Calculation of theαk(s) Values

Consider firstαk(s). From the definition ofαk−1(s̀) in Equation 3.21 we can write:

αk(s) = P (Sk = s ∧ y
j<k+1

)

= P (s ∧ y
j<k
∧ y

k
)

=
X

all s̀

P (s ∧ s̀ ∧ y
j<k
∧ y

k
), (3.24)

where in the last line we split the probabilityP (s ∧ y
y<k+1

) into the sum of joint probabilitiesP (s ∧
s̀ ∧ y

j<k+1
) over all possible previous statess̀. Using Bayes’ rule and the assumption that the channel is

memoryless again, we can proceed as follows:

αk(s) =
X

all s̀

P (s ∧ s̀ ∧ y
j<k
∧ y

k
)

=
X

all s̀

P ({s ∧ y
k
}|{s̀ ∧ y

j<k
}) · P (s̀ ∧ y

j<k
)

=
X

all s̀

P ({s ∧ y
k
}|s̀) · P (s̀ ∧ y

j<k
)

=
X

all s̀

γk(s̀, s) · αk−1(s̀). (3.25)
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Thus, once theγk(s̀, s) values are known, theαk(s) values can be calculated recursively. Assuming that
the trellis has the initial stateS0 = 0, the initial conditions for this recursion are:

α0(S0 = 0) = 1

α0(S0 = s) = 0 for all s 6= 0. (3.26)

Figure 3.7 shows an example of how oneαk(s) value, fors = 0, is calculated recursively using values of
αk−1(s̀) andγk(s̀, s) for our exampleK = 3 RSC code. Notice that, as we are considering a binary trellis,
only two previous states,Sk=1 = 0 andSk−1 = 1, have paths to the stateSk = 0. Thereforeγk(s̀, s) will
be non-zero only for̀s = 0 or s̀ = 1 and hence the summation in Equation 3.25 is over only two terms.

3.3.3.3 Backward Recursive Calculation of theβk(s) Values

The values ofβk(s) can similarly be calculated recursively as shown below. From the definition ofβk(s)
in Equation 3.22, we can writeβk−1(s̀) as:

βk−1(s̀) = P (y
j>k−1

|Sk−1 = s̀), (3.27)

and again splitting a single probability into the sum of joint probabilities and using the derivation from
Bayes’ rule in Equation 3.13, as well as the assumption that the channel is memoryless, we have:

βk−1(s̀) = P (y
j>k−1

|s̀)

=
X

all s

P ({y
j>k−1

∧ s}|s̀)

=
X

all s

P ({y
k
∧ y

j>k
∧ s}|s̀)

=
X

all s

P (y
j>k
|{s̀ ∧ s ∧ y

k
}) · P ({y

k
∧ s}|s̀)

=
X

all s

P (y
j>k
|s) · P ({y

k
∧ s}|s̀)

=
X

all s

βk(s) · γk(s̀, s). (3.28)

Thus, once the valuesγk(s̀, s) are known, a backward recursion can be used to calculate the values of
βk−1(s̀) from the values ofβk(s) using Equation 3.28. Figure 3.7 again shows an example of howthe
βk(0) value is calculated recursively using values ofβk+1(s) andγk+1(0, s) for our exampleK = 3 RSC
code.

The initial conditions which should be used forβN (s) are not as clear as forα0(s). From Equation 3.22
βk(s) is the probability that the future received sequence isy

j>k
, given that the present state iss. For the

last stage in the trellis, however, i.e. whenk = N , there is no future received sequence, and hence it is not
clear what the initial valuesβN (s) should be set to. Berrouet al. [12] used the initial valuesβN (0) = 1
andβN (s) = 0 for all s 6= 0 for a trellis terminated in the all-zero state, and in [150] the initial conditions
for an unterminated trellis were given by Robertson asβN (s) = αN (s) for all s. However, as pointed out
by Breiling [151], if we considerβN−1(s) from Equation 3.22 we have:

βN−1(s̀) = P (y
N
|s̀)

=
X

all s

P ({y
N
∧ s}|s̀)

=
X

all s

γN(s̀, s) (3.29)

and from the backward recursion forβk−1(s̀) in Equation 3.28 we have:

βN−1(s̀) =
X

all s

βN (s)γN(s̀, s). (3.30)
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For both Equation 3.29 and Equation 3.30 to be satisfied, we must have:

βN (s) = 1 for all s. (3.31)

If the trellis is terminated, so that only the final stateSN = 0 is possible, this can be taken into account in
the backward recursive calculation of theβk(s) values through theγk(s̀, s) values. In a terminated trellis
for the lastK − 1 transitions, whereK is the constraint length of the convolutional code, for eachstate
s only one transition (the one which takes the trellis towardsthe all-zero state) will be possible. Hence
γk(s̀, s) = P ({y

k
∧ Sk = s}|Sk−1 = s̀) will be zero for all values ofs except one, and with the

initial valuesβN (s) = 1 the correct values ofβN−1(s), βN−2(s), . . . , βN−K+1 will be calculated through
Equation 3.28. Thus theory indicates that we should useβN (s) = 1 for all s and account for the trellis
termination by setting the values ofγk(s̀, s) to zero for all transitions that are not possible owing to trellis
termination. However, the same result can be achieved usingβ values ofβN (0) = 1 andβN (s) = 0 for
s 6= 0, as suggested by Berrouet al. [12], and calculatingγk(s̀, s) values in the same way as for all other
transitions (i.e. directly from the channel inputs — see next section). This second method is simpler to
implement and hence it is more commonly used in practice.

3.3.3.4 Calculation of theγk(s̀, s) Values

We now consider how theγk(s̀, s) values in Equation 3.20 can be calculated from the received channel
sequence. Using the definition ofγk(s̀, s) from Equation 3.23 and the derivation from Bayes’ rule givenin
Equation 3.13 we have:

γk(s̀, s) = P ({y
k
∧ s}|s̀)

= P (y
k
|{s̀ ∧ s}) · P (s|s̀)

= P (y
k
|{s̀ ∧ s}) · P (uk), (3.32)

whereuk is the input bit necessary to cause the transition from stateSk−1 = s̀ to stateSk = s, andP (uk)
is the a-priori probability of this bit. From Equation 3.5 this can be written as:

P (uk) =

„

e−L(uk)/2

1 + e−L(uk)

«

· e(ukL(uk)/2)

= C
(1)
L(uk) · e

(ukL(uk)/2), (3.33)

where, as stated before:

C
(1)
L(uk) =

„

e−L(uk)/2

1 + e−L(uk)

«

(3.34)

depends only on the LLRL(uk) and not on whetheruk is +1 or−1.
The first term in the second and third lines of Equation 3.32,P (y

k
|{s̀∧ s}), is equivalent toP (y

k
|xk),

wherexk is the transmitted codeword associated with the transitionfrom stateSk−1 = s̀ to stateSk = s.
Again assuming the channel is memoryless we can write:

P (y
k
|{s̀ ∧ s}) ≡ P (y

k
|xk) =

n
Y

l=1

P (ykl|xkl), (3.35)

wherexkl andykl are the individual bits within the transmitted and receivedcodewordsxk andy
k
, andn

is the number of these bits in each codewordy
k

or xk. Assuming that the transmitted bitsxkl have been
transmitted over a Gaussian channel using BPSK, so that the transmitted symbols are either+1 or−1, we
have forP (ykl|xkl):

P (ykl|xkl) =
1√
2πσ

exp

„

− Eb

2σ2
(ykl − axkl)

2

«

, (3.36)
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whereEb is the transmitted energy per bit,σ2 is the noise variance anda is the fading amplitude (a=1 for
non-fading AWGN channels). Upon substituting Equation 3.36 in Equation 3.35 we have:

P (y
k
|{s̀ ∧ s}) =

n
Y

l=1

1√
2πσ

exp

„

− Eb

2σ2
(ykl − axkl)

2

«

=
1

(
√

2πσ)n
exp

 

− Eb

2σ2

n
X

l=1

(ykl − axkl)
2

!

=
1

(
√

2πσ)n
exp

 

− Eb

2σ2

n
X

l=1

(y2
kl + a2x2

kl − 2axklykl)

!

= C(2)
y

k
· C(3)

xk
· exp

 

Eb

2σ2
2a

n
X

l=1

yklxyl

!

, (3.37)

where:

C(2)
y

k
=

1

(
√

2πσ)n
· exp

 

− Eb

2σ2

n
X

l=1

y2
kl

!

(3.38)

depends only on the channel SNR and on the magnitude of the received sequencey
k
, while:

C(3)
xk

= exp

 

− Eb

2σ2
a2

n
X

l=1

x2
kl

!

= exp

„

− Eb

2σ2
a2n

«

(3.39)

depends only on the channel SNR and on the fading amplitude. Hence we can write forγk(s̀, s):

γk(s̀, s) = P (uk) · P (y
k
|{s̀ ∧ s})

= C · e(ukL(uk)/2) · exp

 

Eb

2σ2
2a

n
X

l=1

yklxyl

!

= C · e(ukL(uk)/2) · exp

 

Lc

2

n
X

l=1

yklxyl

!

, (3.40)

where
C = C

(1)

L(uk)
· C(2)

y
k
· C(3)

xk
. (3.41)

The termC does not depend on the sign of the bituk or the transmitted codewordxk and so is constant
over the summations in the numerator and denominator in Equation 3.17 and cancels out.

From Equations 3.17 and 3.20 we can write for the conditionalLLR of uk, given the received sequence
y

k
,:

L(uk|y) = ln

0

B

B

B

B

@

X

(s̀,s)⇒
uk=+1

P (Sk−1 = s̀ ∧ Sk = s ∧ y)

X

(s̀,s)⇒
uk=−1

P (Sk−1 = s̀ ∧ Sk = s ∧ y)

1

C

C

C

C

A

= ln

0

B

B

B

B

@

X

(s̀,s)⇒
uk=+1

αk−1(s̀) · γk(s̀, s) · βk(s)

X

(s̀,s)⇒
uk=−1

αk−1(s̀) · γk(s̀, s) · βk(s)

1

C

C

C

C

A

. (3.42)

It is this conditional LLRL(uk|y) that the MAP decoder delivers.
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Figure 3.8: Summary of the key operations in the MAP algorithm.

3.3.3.5 Summary of the MAP Algorithm

From the description given above, we see that the MAP decoding of a received sequencey to give the a-
posteriori LLRL(uk|y) can be carried out as follows. As the channel valuesykl are received, they and the
a-priori LLRsL(uk) (which are provided in an iterative turbo decoder by the other component decoder —
see Section 3.3.4) are used to calculateγk(s̀, s) according to Equation 3.40. The constantC can be omitted
from the calculation ofγk(s̀, s), as it will cancel out in the ratio in Equation 3.42. As the channel values
ykl are received, and theγk(s̀, s) values are calculated, the forward recursion from Equation3.25 can be
used to calculateαk(s̀, s). Once all the channel values have been received, andγk(s̀, s) has been calculated
for all k = 1, 2, . . . , N , the backward recursion from Equation 3.28 can be used to calculate theβk(s̀, s)
values. Finally, all the calculated values ofαk(s̀, s), βk(s̀, s) andγk(s̀, s) are used in Equation 3.42 to
calculate the values ofL(uk|y). These operations are summarised in the flowchart of Figure 3.8. Care must
be taken to avoid numerical underflow problems in the recursive calculation ofαk(s̀, s) andβk(s̀, s), but
such problems can be avoided by careful normalisation of these values. Such normalisation cancels out in
the ratio in Equation 3.42 and so causes no change in the LLRs produced by the algorithm.

The MAP algorithm is, in the form described in this section, extremely complex owing to the mul-
tiplications needed in Equations 3.25 and 3.28 for the recursive calculation ofαk(s̀, s) andβk(s̀, s), the
multiplications and exponential operations required to calculateγk(s̀, s) using Equation 3.40, and the mul-
tiplication and natural logarithm operations required to calculateL(uk|y) using Equation 3.42. However,
much work has been done to reduce this complexity, and the Log-MAP algorithm [52], which will be
described in Section 3.3.5, gives the same performance as the MAP algorithm but with a much lower com-
plexity and without the numerical problems described above. We will first describe the principles behind
the iterative decoding of turbo codes, and how the MAP algorithm described in this section can be used in
such a scheme, before detailing the Log-MAP algorithm.

3.3.4 Iterative Turbo Decoding Principles
3.3.4.1 Turbo Decoding Mathematical Preliminaries

In this section we explain the concepts of extrinsic and intrinsic information as used by Berrouet al.[12], and
highlight how the MAP algorithm described in the previous section, and other soft-in soft-out decoders, can
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be used in the iterative decoding of turbo codes.
Consider first the expression forγk(s̀, s) in Equation 3.40, which is restated here for convenience:

γk(s̀, s) = C · e(ukL(uk)/2) · exp

 

Lc

2

n
X

l=1

yklxyl

!

. (3.43)

Since we are dealing with systematic codes, one of then transmitted bits will be the systematic bituk. If
we assume that this systematic bit is the first of then transmitted bits, then we will havexk1 = uk, and we
can rewrite Equation 3.43 as:

γk(s̀, s) = C · e(ukL(uk)/2) · exp

„

Lc

2
yksuk

«

· exp

 

Lc
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n
X

l=2

yklxyl

!

= C · e(ukL(uk)/2) · exp

„

Lc

2
yksuk

«

· χk(s̀, s), (3.44)

whereyks is the received version of the transmitted systematic bitxk1 = uk and:

χk(s̀, s) = exp

 

Lc

2

n
X

l=2

yklxyl

!

. (3.45)

Using Equation 3.44 and remembering that in the numerator wehaveuk = +1 for all terms in the summa-
tion, whereas in the denominator we haveuk = −1, we can rewrite Equation 3.42 as:

L(uk|y) = ln
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where:

Le(uk) = ln
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. (3.47)

Thus we can see that the a-posteriori LLRL(uk|y) calculated with the aid of the MAP algorithm can be
viewed as comprising three additive soft-metric terms:-L(uk), Lcyks andLe(uk). The first soft-metric
term is the a-priori LLRL(uk), which accrues fromP (uk) in the expression for the branch transition
probabilityγk(s̀, s) in Equation 3.32. This probability should be generated by anindependent source and
is referred to as the a-priori probability of thekth information or systematic bit represented as+1 or −1,
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Figure 3.9: Schematic of a component decoder employed in a turbo decoder, showing the input information
received and output information corresponding to the systematic and parity bits.

as illustrated in Figure 3.9. In most cases we will have no independent or a-priori knowledge of the likely
value of the bituk at the decoder and hence the a-priori LLRL(uk) initially will be zero in the logarithmic
domain, corresponding to an a-priori probability ofP (uk) = 0.5. However, in the case of an iterative turbo
decoder, each component decoder is capable of providing theother decoder with an estimate of the a-priori
LLR L(uk), as it will be described during our forthcoming discourse.

The second termLcyks in Equation 3.46 is the soft output of the channel representing the systematic
bit uk, which was directly transmitted across the channel and received asyks. In other words, this term
corresponds to the systematic bits conveyed by the channel and to the extrinsic LLR values shown in Fig-
ure 3.9. When the channel SNR is high, the channel reliability valueLc of Equation 3.11 will be high
and this systematic bit will have a large influence on the a-posteriori LLR L(uk|y). Conversely, when the
channel SNR is low and henceLc is low, the soft output of the channel for the received systematic bit yks

will have less impact on the a-posteriori LLR delivered by the MAP algorithm.
The final term in Equation 3.46,Le(uk), is derived using the constraints imposed by the code used,

from the a-priori information sequenceL(un) and the received channel information sequencey, excluding
the received systematic bityks and the a-priori informationL(uk) for the bit uk. Hence it is referred
to as theextrinsicLLR for the bit uk. Figure 3.9 and Equation 3.46 demonstrate that the extrinsic soft-
information related to a specific bit and generated by a MAP decoder can be obtained by subtracting the
a-priori soft-information valueL(uk) and the received systematic soft output of the channel representing
the systematic bituk - namelyLcyks - from the soft outputL(uk|y) of the decoder. This is the reason for
having the subtraction paths shown in Figure 3.3. The corresponding formulae similar to Equation 3.46 can
be derived for the other component decoder, which can be usedin iterative turbo decoding. At this stage we
underline again that the the a-priori soft-information valueL(uk) and the received systematic soft output
of the channel representing the systematic bituk - namelyLcyks - are subtracted from the soft output
L(uk|y) of the decoder only for the systematic information bituk, but not for the parity bit , as shown
explicitly in Figure 3.9 with the aid of the black lines. By contrast, when using turbo equalisation, which
will be the subject of Part III of the book, it will be shown in the context of Figure 9.3 that the extrinsic
information has to be generated also for the parity bits.

Notice that the expression describing the branch transition probabilitiesγk(s̀, s) in Equation 3.40 uses
the a-priori soft-informationL(uk) and alln bits, including the systematic bityks of the received codeword
y

k
. Observe that these branch transition probabilities are used in the recursive calculations ofαk(s) and
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βk(s) in Equations 3.25 and 3.28. Hence these terms appear in Equation 3.47 describingLe(uk) and there-
fore it might seem that the received systematic soft-bityks and the a-priori soft-informationL(uk) of the
bit uk appear indirectly in the extrinsic soft-outputLe(uk). However, careful examination of Equation 3.47
shows that for the bituk we use the values ofαk−1(s̀) andβk(s). From Equations 3.25 and 3.28 derived
for the recursive calculation of these values we observe that the branch transition probabilitiesγn(s̀, s)
for 1 ≤ n ≤ k − 1 andk + 1 ≤ n ≤ N will be used for calculating theαk−1(s̀) andβk(s) values.
Notice, however, that the specific branch transition probability γk(s̀, s), which characterises the transition
associated with the bituk, is not used. MOre explicitly,Le(uk) uses the values of the branch transition
probabilitiesγn(s̀, s) for all the branchesexceptfor the kth branch. Therefore, although it does depend
on all the other a-priori information termsL(un) and on the received systematic bits, the termLe(uk) is
actually independent of the a-priori informationL(uk) and the received systematic bityks. Hence it can be
justifiably referred to as the extrinsic LLR of the bituk.

We summarise below what is meant by the terms a-priori, extrinsic and a-posteriori information, which
we use throughout this treatise.

a priori The a-priori information related to a bit is information known before decoding commences, from
a source other than the received sequence or the code constraints. It is also sometimes referred to as
intrinsic information for contrasting it with the extrinsic information to be described next.

extrinsic The extrinsic information related to a bituk is the information provided by a decoder based on
the received sequence and on the a-priori information, butexcludingthe received systematic bityks

and the a-priori informationL(uk) related to the bituk. Typically the component decoder provides
this information using the constraints imposed on the transmitted sequence by the code used. It
processes the received bits and the a-priori information surrounding the systematic bituk, and uses
this information and the code constraints for providing information about the value of the bituk.

a posteriori The a-posteriori information related to a bit is the information that the decoder generates by
taking into accountall available sources of information concerninguk. It is the a-posteriori LLR, ie
L(uk|y), that the MAP algorithm generates as its output.

3.3.4.2 Iterative Turbo Decoding

We now describe how the iterative decoding of turbo codes is carried out. Figure 3.3 from Section 3.3.1,
showing the structure of an iterative turbo decoder, is repeated for convenience here as Figure 3.10. Fig-
ure 3.10 also shows the symbols we have used for the various inputs to and outputs from the component
decoders.

Consider initially the first component decoder in the first iteration. This decoder receives the channel
sequenceLcy

(1) containing the received versions of the transmitted systematic bits,Lcyks, and the parity
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bits, Lcykl, from the first encoder. Usually, to obtain a half-rate code,half of these parity bits will have
been punctured at the transmitter, and so the turbo decoder must insert zeros in the soft channel output
Lcykl for these punctured bits. The first component decoder can then process the soft channel inputs
and produce its estimateL11(uk|y) of the conditional LLRs of the data bitsuk, k = 1, 2 . . . N . In this
notation the subscript 11 inL11(uk|y) indicates that this is the a-posteriori LLR in the first iteration from
the first component decoder. Note that in this first iterationthe first component decoder will have no a-priori
information about the bits, and henceL(uk) in Equation 3.40 givingγk(s̀, s) will be zero, corresponding
to an a-priori probability of 0.5.

Next the second component decoder comes into operation. It receives the channel sequenceLcy
(2)

containing theinterleavedversion of the received systematic bits, and the parity bitsfrom the second en-
coder. Again, the turbo decoder will have to insert zeros into this sequence, if the parity bits generated by
the encoder are punctured before transmission. However, now, in addition to the received channel sequence
Lcy

(2), the decoder can use the conditional LLRL11(uk|y) provided by the first component decoder to
generate a-priori LLRsL(uk) to be used by the second component decoder. Ideally these a-priori LLRs
L(uk) would be completely independent from all the other information used by the second component de-
coder. As can be seen in Figure 3.10 in iterative turbo decoders the extrinsic informationLe(uk) from the
other component decoder is used as the a-priori LLRs, after being interleaved to arrange the decoded data
bits u in the same order as they were encoded by the second encoder. Again, according to Equation 3.46,
the reason for the subtraction paths shown in Figure 3.10 is that the a-posteriori LLRs from one decoder
have the systematic soft channel inputsLcyks and the a-priori LLRsL(uk) (if any were available) sub-
tracted to yield the extrinsic LLRsLe(uk) which are then used as a-priori LLRs for the other component
decoder. The second component decoder thus uses the received channel sequenceLcy

(2) and the a-priori
LLRsL(uk) (derived by interleaving the extrinsic LLRsLe(uk) of the first component decoder) to produce
its a-posteriori LLRsL12(uk|y). This is then the end of the first iteration.

For the second iteration the first component encoder again processes its received channel sequence
Lcy

(1), but now it also has a-priori LLRsL(uk) provided by the extrinsic portionLe(uk) of the a-posteriori
LLRs L12(uk|y) calculated by the second component encoder, and hence it canproduce an improved
a-posteriori LLRL21(uk|y). The second iteration then continues with the second component decoder
using the improved a-posteriori LLRsL21(uk|y) from the first encoder to derive, through Equation 3.46,

improved a-priori LLRsL(uk) which it uses in conjunction with its received channel sequenceLcy
(2) to

calculateL22(uk|y).

This iterative process continues, and with each iteration on average the BER of the decoded bits will
fall. However, as will be seen in Figure 3.21, the improvement in performance for each additional iteration
carried out falls as the number of iterations increases. Hence for complexity reasons usually only about
eight iterations are carried out, as no significant improvement in performance is obtained with a higher
number of iterations. This is the arrangement we have used inmost of our simulations, i.e. the decoder
carries out a fixed number of iterations. However, it is possible to use a variable number of iterations up
to a maximum, with some termination criterion used to decidewhen it is deemed that further iterations
will produce marginal gain. This allows the average number of iterations, and so the average complexity
of the decoder, to be dramatically reduced [61] with only a small degradation in performance. Suitable
termination criteria have been found to be the so-called cross-entropy of the outputs from the two component
decoders [61], and the variance of the a-posteriori LLRsL(uk|y) of a component decoder [150].

Figure 3.11 shows how the a-posteriori LLRsL(uk|y) output from the component decoders in an
iterative decoder vary with the number of iterations used. The output from the second component decoder
is shown after one, two, four and eight iterations. The inputsequence of the encoder consisted entirely
of logical 0s, and consequently the negative a-posteriori LLR L(uk|y) values correspond to a correct hard
decision, while the positive values to an incorrect hard decision. The input sequence was coded using a
turbo encoder with two constraint length 3 recursive convolutional codes, and a block interleaver with 31
rows and 31 columns. This turbo encoder is used in the majority of our investigations and its performance is
characterised in Section 3.4. The encoded bits were transmitted over an AWGN channel at a channel SNR
of −1 dB, and then decoded using an iterative turbo decoder using the MAP algorithm. It can be seen that
as the number of iterations used increases, the number of positive a-posteriori LLRL(uk|y) values, and
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Figure 3.11: Soft outputs from the MAP decoder in an iterative turbo decoder for a transmitted stream of
all −1.

hence the BER, decreases until after eight iterations thereare no incorrectly decoded values. Furthermore,
as the number of iterations increases, the decoders become more certain about the value of the bits and
hence the magnitudes of the LLRs gradually become larger. The erroneous decisions in the figure appear in
bursts, since deviating from the error-free trellis path typically inflicts several bit errors.

When the series of iterations halts, after either a fixed number of iterations or when a termination
criterion is satisfied, the output from the turbo decoder is given by the de-interleaved a-posteriori LLRs
of the second component decoder,Li2(uk|y), wherei is the number of iterations used. The sign of these
a-posteriori LLRs gives the hard-decision output, i.e. whether the decoder believes that the transmitted data
bit uk was+1 or −1, and in some applications the magnitude of these LLRs, whichgives the confidence
the decoder has in its decision, may also be useful.

Ideally, for the iterative decoding of turbo codes, the a-priori information used by a component decoder
should be completely independent from the channel outputs used by that decoder. However, in turbo de-
coders the extrinsic LLRLe(uk) for the bituk, as explained above, uses all the available received paritybits
and all the received systematic bits except the received valueyks of the bituk. However, the same received
systematic bits are also used by the other component decoder, which uses the interleaved or de-interleaved
version ofLe(uk) as its a-priori LLRs. Hence the a-priori LLRsL(uk) are not truly independent from
the channel outputsy used by the component decoders. However, owing to the fact that the component
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convolutional codes have a short memory, usually of only four bits or less, the extrinsic LLRLe(uk) is
only significantly affected by the received systematic bitsrelatively close to the bituk. When this extrinsic
LLR Le(uk) is used as the a-priori LLRL(uk) by the other component decoder, because of the interleaving
used, the bituk and its neighbours will probably have been well separated. Hence the dependence of the
a-priori LLRs L(uk) on the received systematic channel valuesLcyks which are also used by the other
component decoder will have relatively little effect, and the iterative decoding provides good results.

Another justification for using the iterative arrangement described above is how well it has been found to
work. In the limited experiments that have been carried out with optimal decoding of turbo codes [148,149,
152] it has been found that optimal decoding performs only a fraction of a decibel (around 0.35–0.5 dB)
better than iterative decoding with the MAP algorithm. Furthermore various turbo coding schemes have
been found [63, 152] that approach the Shannonian limit, which gives the best performance theoretically
available, to a similar fraction of a decibel. Therefore it seems that, for a variety of codes, the iterative
decoding of turbo codes gives an almost optimal performance. Hence it is this iterative decoding structure,
which is almost exclusively used with turbo codes, which we have used throughout our simulations.

Having described how the MAP algorithm can be used in the iterative decoding of turbo codes, we
now proceed to describe other soft-in soft-out decoders, which are less complex and can be used instead
of the MAP algorithm. We first describe two related algorithms, the Max-Log-MAP [50, 51, 153] and the
Log-MAP [52], which are derived from the MAP algorithm, and then another, referred to as the Soft Output
Viterbi Algorithm (SOVA) [53,146], derived from the Viterbi algorithm.

3.3.5 Modifications of the MAP algorithm
3.3.5.1 Introduction

The MAP algorithm as described in Section 3.3.3 is much more complex than the Viterbi algorithm and
with hard-decision outputs performs almost identically toit. Therefore for almost 20 years it was largely
ignored. However, its application in turbo codes renewed interest in the algorithm, and it was realised that
its complexity can be dramatically reduced without affecting its performance. The roots of employing the
Max-Log-MAP algorithm based on the Jacobian logarithmic approximation to be outlined in Equation 3.56
go back to the pre-1993 era, preceding the publication of theturbo coding principles by Berrouet al. [12].
More specifically, to the authors’ knowledge the Jacobian logarithmic approximation has been used in this
context for the first time in 1989 in the master thesis of Erfanian at the University of Toronto3. and in
the open literature in references [50, 51, 153]. The Max-Log-MAP technique simplified the MAP algo-
rithm by transferring the recursions into the logarithmic domain and by invoking an approximation for the
sake of dramatically reducing the associated implementational complexity. Because of this approximation
the performance of the Max-Log-MAP algorithms is sub-optimal. However, Robertsonet al. [52] in 1995
proposed the Log-MAP algorithm, which corrected the approximation used in the Max-Log-MAP algo-
rithm and hence attained a performance virtually identicalto that of the MAP algorithm at a fraction of its
complexity. These two algorithms are described in more detail in this section.

3.3.5.2 Mathematical Description of the Max-Log-MAP Algorithm

The MAP algorithm calculates the a-posteriori LLRsL(uk|y) using Equation 3.42. To do this it requires
the following values:

1) Theαk−1(s̀) values, which are calculated in a forward recursive manner using Equation 3.25,

2) theβk(s) values, which are calculated in a backward recursion using Equation 3.28, and

3) the branch transition probabilitiesγk(s̀, s), which are calculated using Equation 3.40.

The Max-Log-MAP algorithm simplifies this by transferring these equations into the log arithmetic domain
and then using the approximation:

ln

 

X

i

exi

!

≈ max
i

(xi), (3.48)

3Private communication by Erfanian and Pasupathy.
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wheremaxi(xi) means the maximum value ofxi. Then, withAk(s), Bk(s) and Γk(s̀, s) defined as
follows:

Ak(s) , ln (αk(s)) , (3.49)

Bk(s) , ln (βk(s)) , (3.50)

and:
Γk(s̀, s) , ln (γk(s̀, s)) , (3.51)

we can rewrite Equation 3.25 as:

Ak(s) , ln (αk(s))

= ln

 

X

all s̀

αk−1(s̀)γk(s̀, s)

!

= ln

 

X

all s̀

exp [Ak−1(s̀) + Γk(s̀, s)]

!

≈ max
s̀

(Ak−1(s̀) + Γk(s̀, s)) . (3.52)

Equation 3.52 implies that for each path in Figure 3.6 from the previous stage in the trellis to the state
Sk = s at the present stage, the algorithm adds a branch metric termΓk(s̀, s) to the previous valueAk−1(s̀)
to find a new valueÃk(s) for that path. The new value ofAk(s) according to Equation 3.52 is then the
maximum of theÃk(s) values of the various paths reaching the stateSk = s. This can be thought of as
selecting one path as the ‘survivor’ and discarding any other paths reaching the state.

The value ofAk(s) should give the natural logarithm of the probability that the trellis is in stateSk = s
at stagek, given that the received channel sequence up to this point has beeny

j≤k
. However, because of the

approximation of Equation 3.48 used to derive Equation 3.52, only the maximum likelihood path through
the stateSk = s is considered when calculating this probability. Thus the value ofAk in the Max-Log-
MAP algorithm actually gives the probability of the most likely path through the trellis to the stateSk = s,
rather than the probability ofanypath through the trellis to stateSk = s. This approximation is one of the
reasons for the sub-optimal performance of the Max-Log-MAPalgorithm compared to the MAP algorithm.

We see from Equation 3.52 that in the Max-Log-MAP algorithm the forward recursion used to calculate
Ak(s) is exactly the same as the forward recursion in the Viterbi algorithm — for each pair of merging
paths the survivor is found using two additions and one comparison. Notice that for binary trellises the
summation, and maximisation, over all previous statesSk−1 = s̀ in Equation 3.52 will in fact be over only
two states, because there will be only two previous statesSk−1 = s̀ with paths to the present stateSk = s.
For all other values of̀s we will haveγk(s̀, s) = 0.

Similarly to Equation 3.52 for the forward recursion used tocalculate theAk(s), we can rewrite Equa-
tion 3.28 as:

Bk−1(s̀) , ln (βk−1(s̀))

= ln

 

X

all s

βk(s)γk(s̀, s)

!

= ln

 

X

all s

exp [Bk(s) + Γk(s̀, s)]

!

≈ max
s

(Bk(s) + Γk(s̀, s)) , (3.53)

and obtain the backward recursion used to calculate theBk−1(s̀) values. Again this is equivalent to the
recursion used in the Viterbi algorithm — the value ofBk−1(s̀) is found by adding, for every stateSk = s
having a path fromSk−1 = s̀ (two in a binary trellis), a branch metricΓk(s̀, s) to the value ofBk(s) and
selecting which path gives the highestBk−1(s̀) value.



48 CHAPTER 3. TURBO CONVOLUTIONAL CODING

Using Equation 3.40, the branch metricsΓk(s̀, s) in the recursive formulae of Equations 3.52 and 3.53
derived forAk(s) andBk−1(s̀), respectively, can be written as:

Γk(s̀, s) , ln (γk(s̀, s))

= ln

 

C · e(ukL(uk)/2) exp

"

Eb

2σ2
2a

n
X

l=1

yklxkl

#!

= ln

 

C · e(ukL(uk)/2) exp

"

Lc

2

n
X

l=1

yklxkl

#!

= Ĉ +
1

2
ukL(uk) +

Lc

2

n
X

l=1

yklxkl, (3.54)

whereĈ = ln C does not depend onuk or on the transmitted codewordxk and so can be considered a
constant and omitted. Hence the branch metric is equivalentto that used in the Viterbi algorithm, with the
addition of the a-priori LLR termukL(uk). Furthermore the correlation term

Pn
l=1 yklxkl is weighted by

the channel reliability valueLc of Equation 3.11.
Finally, from Equation 3.42, we can write for the a-posteriori LLRs L(uk|y) which the Max-Log-MAP

algorithm calculates:

L(uk|y) = ln

0

B

B

B

B

@

X

(s̀,s)⇒
uk=+1

αk−1(s̀) · γk(s̀, s) · βk(s)

X

(s̀,s)⇒
uk=−1

αk−1(s̀) · γk(s̀, s) · βk(s)

1

C

C

C

C

A

= ln

0

B

B

B

B

@

X

(s̀,s)⇒
uk=+1

exp (Ak−1(s̀) + Γk(s̀, s) + Bk(s))

X

(s̀,s)⇒
uk=−1

exp (Ak−1(s̀) + Γk(s̀, s) + Bk(s))

1

C

C

C

C

A

≈ max
(s̀,s)⇒
uk=+1

(Ak−1(s̀) + Γk(s̀, s) + Bk(s))

− max
(s̀,s)⇒
uk=−1

(Ak−1(s̀) + Γk(s̀, s) + Bk(s)) . (3.55)

This means that in the Max-Log-MAP algorithm for each bituk the a-posteriori LLRL(uk|y) is calculated
by considering every transition from the trellis stageSk−1 to the stageSk. These transitions are grouped
into those that might have occurred ifuk = +1, and those that might have occurred ifuk = −1. For both
of these groups the transition giving the maximum value ofAk−1(s̀) + Γ(s̀, s) + Bk(s) is found, and the
a-posteriori LLR is calculated based on only these two ‘best’ transitions. For a binary trellis there will be
2 · 2K−1 transitions at each stage of the trellis, whereK is the constraint length of the convolutional code.
Therefore there will be2K−1 transitions to consider in each of the maximisations in Equation 3.55.

The Max-Log-MAP algorithm can be summarised as follows. Forward and backward recursions, both
similar to the forward recursion used in the Viterbi algorithm, are used to calculateAk(s) using Equa-
tion 3.52 andBk(s) using Equation 3.53. The branch metricΓk(s̀, s) used is given by Equation 3.54, where
the constant term̂C can be omitted. Once both the forward and backward recursions have been carried out,
the a-posteriori LLRs can be calculated using Equation 3.55. Thus the complexity of the Max-Log-MAP
algorithm is not hugely higher than that of the Viterbi algorithm — instead of one recursion two are carried
out, the branch metric of Equation 3.54 has the additional a-priori termukL(uk) term added to it, and for
each bit Equation 3.55 must be used to give the a-posteriori LLRs. This calculation ofL(uk|y) from the
Ak−1(s̀), Bk(s) andΓk(s̀, s) values requires, for every bit 2 additions for each of the2 · 2K−1 transitions
at each stage of the trellis, two maximisations and one subtraction. Viterbi states [154] that the complexity
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of the Log-MAP-Max algorithm is no greater than three times that of a Viterbi decoder. Unfortunately the
storage requirements are much greater because of the need tostore both the forward and backward recur-
sively calculated metricsAk(s) andBk(s) before theL(uk|y) values can be calculated. However, Viterbi
also states [154,155] that it can be shown that by increasingthe computational load slightly the associated
memory requirements can be dramatically reduced.

3.3.5.3 Correcting the Approximation — the Log-MAP Algorithm

The Max-Log-MAP algorithm gives a slight degradation in performance compared to the MAP algorithm
owing to the approximation of Equation 3.48. When used for the iterative decoding of turbo codes, this
degradation was found by Robertsonet al.[52] to result in a drop in performance of about 0.35 dB. However,
the approximation of Equation 3.48 can be made exact by usingthe Jacobian logarithm:

ln (ex1 + ex2) = max(x1, x2) + ln
“

1 + e−|x1−x2|
”

= max(x1, x2) + fc (|x1 − x2|)
= g(x1, x2), (3.56)

wherefc(x) can be thought of as a correction term. This is then the basis of the Log-MAP algorithm pro-
posed by Robertsonet al. [52]. Similarly to the Max-Log-MAP algorithm, values forAk(s) , ln(αk(s))
andBk(s) , ln(βk(s)) are calculated using a forward and a backward recursion. However, the maximi-
sation in Equations 3.52 and 3.53 is complemented by the correction term in Equation 3.56. This means
that the exact rather than approximate values ofAk(s) andBk(s) are calculated. In binary trellises, as ex-
plained earlier, the maximisation will be over only two terms. Therefore we can correct the approximations
in Equations 3.52 and 3.53 by merely adding the termfc(δ), whereδ is the magnitude of the difference
between the metrics of the two merging paths. Similarly, theapproximation in Equation 3.55 giving the
a-posteriori LLRsL(uk|y) can be eliminated using the Jacobian logarithm. However, asexplained ear-

lier, there will be2K−1 transitions to consider in each of the maximisations of Equation 3.55. Thus we
must generalise Equation 3.48 in order to cope with more thantwo xi terms. This is done by nesting the
g(x1, x2) operations as follows:

ln

 

I
X

i=1

exi

!

= g(xI , g(xI−1, · · · , g(x3, g(x2, x1))) · · · ). (3.57)

The correction termfc(δ) need not be computed for every value ofδ, but instead can be stored in a
look-up table. Robertsonet al. [52] found that such a look-up table need contain only eight values forδ,
ranging between 0 and 5. This means that the Log-MAP algorithm is only slightly more complex than the
Max-Log-MAP algorithm, but it gives exactly the same performance as the MAP algorithm. Therefore it is
a very attractive algorithm to use in the component decodersof an iterative turbo decoder.

Having described two techniques based on the MAP algorithm but with reduced complexity, we now
describe an alternative soft-in soft-out decoder based on the Viterbi algorithm.

3.3.6 The Soft-output Viterbi Algorithm

3.3.6.1 Mathematical Description of the Soft-output Viterbi Algorithm

In this section we describe a variation of the Viterbi algorithm, referred to as the Soft-Output Viterbi Algo-
rithm (SOVA) [53, 146]. This algorithm has two modificationsover the classical Viterbi algorithm which
allow it to be used as a component decoder for turbo codes. First the path metrics used are modified to take
account of a-priori information when selecting the maximumlikelihood path through the trellis. Second the
algorithm is modified so that it provides a soft output in the form of the a-posteriori LLRL(uk|y) for each
decoded bit.
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The first modification is easily accomplished. Consider the state sequencess
k which gives the states

along the surviving path at stateSk = s at stagek in the trellis. The probability that this is the correct path
through the trellis is given by:

p(ss
k|yj≤k

) =
p(ss

k ∧ y
j≤k

)

p(y
j≤k

)
. (3.58)

As the probability of the received sequencey
j≤k

for transitions up to and including thekth transition is

constant for all pathssk through the trellis to stagek, the probability that the pathss
k is the correct one is

proportional top(ss
k ∧ y

j≤k
). Therefore our metric should be defined so that maximising the metric will

maximisep(ss
k ∧ y

j≤k
). The metric should also be easily computable in a recursive manner as we go from

the(k− 1)th stage in the trellis to thekth stage. If the pathss
k at thekth stage has the pathss̀

k−1 for its first
k − 1 transitions then, assuming a memoryless channel, we will have:

p(ss
k ∧ y

j≤k
) = p(ss̀

k−1 ∧ y
j≤k−1

) · p(Sk = s ∧ y
k
|Sk−1 = s̀). (3.59)

A suitable metric for the pathss
k is thereforeM(ss

k), where

M(ss
k) , ln

“

p(ss
k ∧ y

j≤k
)
”

= M(ss̀
k−1) + ln

“

p(Sk = s ∧ y
k
|Sk−1 = s̀)

”

. (3.60)

Using Equation 3.23 we then have:

M(ss
k) = M(ss̀

k−1) + ln (γk(s̀, s)) , (3.61)

whereγk(s̀, s) is the branch transition probability for the path fromSk−1 = s̀ to Sk = s. From Equa-
tion 3.54 we can write:

ln (γk(s̀, s)) , Γk(s̀, s) = Ĉ +
1

2
ukL(uk) +

Lc

2

n
X

l=1

yklxkl, (3.62)

and as the term̂C is constant, it can be omitted and we can rewrite Equation 3.61 as:

M(ss
k) = M(ss̀

k−1) +
1

2
ukL(uk) +

Lc

2

n
X

l=1

yklxkl. (3.63)

Hence our metric in the SOVA is updated as in the Viterbi algorithm, with the additionalukL(uk) term
included so that the a-priori information available is taken into account. Notice that this is equivalent to the
forward recursion in Equation 3.52 used to calculateAk(s) in the Max-Log-MAP algorithm.

The possibility of modifying the metric used in the Viterbi algorithm to include a-priori information was
mentioned by Forney [9] in his 1973 paper, although he proposed no application for such a modification.
However, the requirement to use a-priori information in thesoft-in soft-out component decoders of turbo
decoders has provided an obvious application.

Let us now discuss the second modification of the algorithm required, i.e. to give soft outputs. In
a binary trellis there will be two paths reaching stateSk = s at stagek in the trellis. The modified
Viterbi algorithm, which takes account of the a-priori informationukL(uk), calculates the metric from
Equation 3.63 for both merging paths, and discards the path with the lower metric. If the two pathsss

k

andŝs
k reaching stateSk = s have metricsM(ss

k) andM(ŝs
k), and the pathss

k is selected as the survivor
because its metric is higher, then we can define the metric difference∆s

k as:

∆s
k = M(ss

k)−M(ŝs
k) ≥ 0. (3.64)

The probability that we have made the correct decision when we selected pathss
k as the survivor and

discarded patĥss
k is then:

P (correct decision at Sk = s) =
P (ss

k)

P (ss
k) + P (ŝs

k)
. (3.65)
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Figure 3.12: Simplified section of the trellis for ourK = 3 RSC code with SOVA decoding.

Upon taking into account our metric definition in Equation 3.60 we have:

P (correct decision at Sk = s) =
eM(ss

k)

eM(ss
k
) + eM(ŝs

k
)

=
e∆s

k

1 + e∆s
k

, (3.66)

and the LLR that this is the correct decision is given by:

L(correct decision at Sk = s) = ln

„

P (correct decision at Sk = s)

1− P (correct decision at Sk = s)

«

= ∆s
k. (3.67)

Figure 3.12 shows a simplified section of the trellis for ourK = 3 RSC code, with the metric differences
∆s

k marked at various points in the trellis.
When we reach the end of the trellis and have identified the Maximum Likelihood (ML) path through the

trellis, we need to find the LLRs giving the reliability of thebit decisions along the ML path. Observations
of the Viterbi algorithm have shown that all the surviving paths at a stagel in the trellis will normally have
come from the same path at some point beforel in the trellis. This point is taken to be at mostδ transitions
beforel, where usuallyδ is set to be five times the constraint length of the convolutional code. Therefore the
value of the bituk associated with the transition from stateSk−1 = s̀ to stateSk = s on the ML path may
have been different if, instead of the ML path, the Viterbi algorithm had selected one of the paths which
merged with the ML path up toδ transitions later, i.e. up to the trellis stagek +σ. By the arguments above,
if the algorithm had selected any of the paths which merged with the ML path after this point the value
of uk would not be affected, because such paths will have divergedfrom the ML path after the transition
from Sk−1 = s̀ to Sk = s. Thus, when calculating the LLR of the bituk, the SOVA must take account
of the probability that the paths merging with the ML path from stagek to stagek + δ in the trellis were
incorrectly discarded. This is done by considering the values of the metric difference∆si

i for all statessi

along the ML path from trellis stagei = k to i = k + δ. It is shown by Hagenauer in [54] that this LLR
can be approximated by:

L(uk|y) ≈ uk min
i=k···k+δ

uk 6=ui
k

∆si
i , (3.68)

whereuk is the value of the bit given by the ML path, andui
k is the value of this bit for the path which

merged with the ML path and was discarded at trellis stagei. Thus the minimisation in Equation 3.68 is
carried out only for those paths merging with the ML path which would have given a different value for the
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bit uk if they had been selected as the survivor. The paths which merge with the ML path, but would have
given the same value foruk as the ML path, obviously do not affect the reliability of thedecision ofuk.

For clarification of these operations refer again to Figure 3.12 showing a simplified section of the trellis
for our K = 3 RSC code. In this figure, as before, continous lines represent transitions taken when the
input bit is a−1, and broken lines represent transitions taken when the input bit is a +1. We assume that the
all-zero path is identified as the ML path, and this path is shown as a bold line. Also shown are the paths
which merge with this ML path. It can be seen from the figure that the ML path gives a value of−1 for uk,
but the paths merging with the ML path at trellis stagesSk, Sk+1, Sk+3 andSk+4 all give a value of +1 for
the bituk. Hence, if we assume for simplicity thatσ = 4, from Equation 3.68 the LLRL(uk|y) will be
given by−1 multiplied by the minimum of the metric differences∆0

k, ∆0
k+1, ∆0

k+3 and∆0
k+4.

3.3.6.2 Implementation of the SOVA

The SOVA can be implemented as follows. For each state at eachstage in the trellis the metricM(ss
k) is

calculated for both of the two paths merging into the state using Equation 3.63. The path with the highest
metric is selected as the survivor, and for this state at thisstage in the trellis a pointer to the previous state
along the surviving path is stored, just as in the classical Viterbi algorithm. However, in order to allow
the reliability of the decoded bits to be calculated, the information used in Equation 3.68 to giveL(uk|y)
is also stored. Thus the difference∆s

k between the metrics of the surviving and the discarded pathsis
stored, together with a binary vector containingδ +1 bits, which indicate whether or not the discarded path
would have given the same series of bitsul for l = k back tol = k − δ as the surviving path does. This
series of bits is called the update sequence in [54], and as noted by Hagenauer it is given by the result of
a modulo−2 addition (i.e. an exclusive-or operation) between the previous δ + 1 decoded bits along the
surviving and discarded paths. When the SOVA has identified the ML path, the stored update sequences
and metric differences along this path are used in Equation 3.68 to calculate the values ofL(uk|y).

The SOVA described in this section is the least complex of allthe soft-in soft-out decoders discussed in
this chapter. In [52] it is shown by Robertsonet al. that the SOVA is about half as complex as the Max-Log-
MAP algorithm. However, the SOVA is also the least accurate of the algorithms we have described in this
chapter and, when used in an iterative turbo decoder, performs about 0.6 dB worse [52] than a decoder using
the MAP algorithm. Figure 3.13 compares the LLRs output fromthe component decoders in an iterative
turbo decoder using both the MAP and the SOVA algorithms. Thesame encoder, all−1 input sequence,
and channel SNR as described for Figure 3.11 were used. It canbe seen that the outputs of the SOVA are
significantly more noisy than those from the MAP algorithm. For the second decoder at the eighth iteration
the MAP algorithm gives LLRs which are all negative, and hence gives no bit errors. However, it can be
seen from Figure 3.11 that, even after eight iterations, theSOVA still gives some positive LLRs, and hence
will make several bit errors.

Let us now augment our understanding of iterative turbo decoding by considering a specific example.

3.3.7 Turbo Decoding Example

In this section we discuss an example of turbo decoding usingthe SOVA detailed in Section 3.3.6. This
example serves to illustrate the details of the SOVA and the iterative decoding of turbo codes discussed in
Section 3.3.4.

We consider a simple half-rate turbo code using theK = 3 RSC code, with generator polynomials
expressed in octal form as 7 and 5, shown in Figure 3.2. Two such codes are combined, as shown in
Figure 3.1, with a3 × 3 block interleaver to give a simple turbo code. The parity bits from both the
component codes are punctured, so that alternate parity bits from the first and the second component encoder
are transmitted. Thus the first, third, fifth, seventh and ninth parity bits from the first component encoder
are transmitted, and the second, fourth, sixth and eighth parity bits from the second component encoder are
transmitted. The first component encoder is terminated using two bits chosen to take this encoder back to
the all-zero state. The transmitted sequence will therefore contain nine systematic and nine parity bits. Of
the systematic bits seven will be the input bits, and two willbe the bits chosen to terminate the first trellis.
Of the nine parity bits five will come from the first encoder, and four from the second encoder.
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Figure 3.13: Soft outputs from the SOVA compared to the MAP algorithm for atransmitted stream of all
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Figure 3.14: State transition diagram for our (2,1,3) RSC component codes.
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Input
Bit

Systematic
Bit

Parity Bits
Coder 1 Coder 2

Transmitted
Sequence

Received
Sequence

−1 −1 −1 – −1,−1 −2.1,−0.1

−1 −1 – −1 −1,−1 −1.4,−1.4

−1 −1 −1 – −1,−1 −1.7,−0.5

−1 −1 – −1 −1,−1 +0.9, +0.5

−1 −1 −1 – −1,−1 +1.2,−1.7

−1 −1 – −1 −1,−1 −1.1,−1.1

−1 −1 −1 – −1,−1 −0.7,−0.8

- −1 – −1 −1,−1 −2.4,−1.9

- −1 −1 – −1,−1 −1.6,−0.9

Table 3.1: Input and transmitted bits for turbo decoding example.

The state transition diagram for the component RSC codes is shown in Figure 3.14. As in all our
diagrams in this section, a continous line denotes a transition resulting from a−1 input bit, and a broken
lines represents an input bit of +1. The figures within the boxes along the transition lines give the output
bits associated with that transition:- the first bit is the systematic bit, which is the same as the input bit, and
the second is the parity bit.

For the sake of simplicity we assume that an all−1 input sequence is used. Thus there will be seven
input bits which are−1, and the encoder trellis will remain in theS1S2 = 00 state. The two bits necessary
to terminate the trellis will be−1 in this case and, as can be seen from Figure 3.14, the resulting parity bits
will also be−1. Thus all 18 of the transmitted bits will be−1 for an all−1 input sequence. Assuming
that BPSK modulation is used with the transmitted symbols being−1 or +1, the transmitted sequence will
be a series of18 − 1s. The received channel output sequence for our example, together with the input and
transmitted bits detailed above, is shown in Table 3.1. Notice that approximately half the parity bits from
each component encoder are punctured — this is represented by a dash in Table 3.1. Also note that the
received channel sequence values shown in Table 3.1 are the matched filter outputs, which were denoted by
ykl in previous sections. If hard-decision demodulation were used then negative values would be decoded
as−1s, and positive values as +1s. It can be seen that from the 18 coded bits which were transmitted, all of
which were−1, three would be decoded as +1 if hard-decision demodulationwere used.

In order to illustrate the difference between iterative turbo decoding and the decoding of convolutional
codes, we initially consider how the received sequence shown in Table 3.1 would be decoded by a convolu-
tional decoder using the Viterbi algorithm. Imagine the half-rateK = 3 RSC code detailed above used as
an ordinary convolutional code to encode an input sequence of seven−1s. If trellis termination was used
then two−1s would be employed to terminate the trellis, and the transmitted sequence would consist of 18
−1s, just as for our turbo coding example. If the received sequence was as shown in Table 3.1, then the
Viterbi algorithm decoding this sequence would have the trellis diagram shown in Figure 3.15. The metrics
shown in this figure are given by the cross-correlation of thereceived and expected channel sequences for a
given path, and the Viterbi algorithm maximises this metricto find the ML path, which is shown by the bold
line in Figure 3.15. Notice that at each state in the trellis where two paths merge, the path with the lower
metric is discarded and its metric is shown crossed out in thefigure. As can be seen from Figure 3.15, the
Viterbi algorithm makes an incorrect decision at stagek = 6 in the trellis and selects a path other than the
all-zero path as the survivor. This results in three of the seven bits being decoded incorrectly as +1s.

Having seen how Viterbi decoding of a RSC code would fail and produce three errors given our re-
ceived sequence, we now proceed to detail the operation of aniterative turbo decoder for the same channel
sequence. Consider first the operation of the first componentdecoder in the first iteration. The component
decoder uses the SOVA to decide upon not only the most likely input bits, but also the LLRs of these bits,
as described in Section 3.3.6. We will describe here how the SOVA calculates these LLRs for the channel
values given in Table 3.1.



3.3. TURBO DECODER 55

1  2

1  2

1  2

1  2

s s =00

s s =11

s s =01

s s =10

7.2

(-1.6,-0.9)(-0.7,-0.8)(-1.1,-1.1)(+1.2,-1.7)

5.02.2

-2.2 -0.6

3 42 5 6 7 8 9k=0 1

-2.4

(-2.4,-1.9)

-

9.5 11.6

-3.2

0.6 2.4 5.7 5.3 13.6

5.3 5.7 5.8-3.4 1.0

0

2.8 8.6

3.7 13.7 7.2

7.8

14.15.6

13.8 7.35.3

-0.5 5.70.2-1

-4.4 0.4 2.7 9.3 4.2

5.8 6.3 8.5 10.8 15.1 17.6

5.3 4.1

(+0.9,+0.5)

-2.2 -1.8 11.5

(-1.4,-1.4) (-1.7,-0.5)

Decoded     :

Received    : (-2.1,-0.1)

-2.2

--1 -1 -1 +1 +1 +1 -1

Figure 3.15: Trellis diagram for the Viterbi decoding of the received sequence shown in Table 3.1.

The metric for the SOVA is given by Equation 3.63, which is repeated here for convenience:

M(ss
k) = M(ss̀

k−1) +
1

2
ukL(uk) +

Lc

2

Q
X

l=1

yklxkl. (3.69)

HereM(ss̀
k−1) is the metric for the surviving path through the stateSk−1 = s̀ at stagek − 1 in the trellis,

uk andxkl are the input bit and the transmitted channel sequence associated with a given transition,ykl

is the received channel sequence for that transition andLc is the channel reliability value, as defined in
Equation 3.11. As initially we are considering the operation of the first decoder in the first iteration there is
no a-priori information and hence we haveL(uk) = 0 for all k, which corresponds to an a-priori probability
of 0.5. The received sequence given in Table 3.1 was derived from the transmitted channel sequence (which
hasEb = 1) by adding AWGN with varianceσ = 1. Hence, as the fading amplitude isa = 1, from
Equation 3.11 we have for the channel reliability measureLc = 2.

Figure 3.16 shows the trellis for this first component decoder in the first iteration. Owing to the punctur-
ing of the parity bits used at the encoder, the second, fourth, sixth and eighth parity bits have been received
as zeros. The a-priori and channel values shown in Figure 3.16 are given asL(uk)/2 andLcykl/2 so that
the metric values, given by Equation 3.69, can be calculatedby simple addition and subtraction of the values
shown. As we haveL(uk) = 0 andLc = 2, these metrics are again given by the cross-correlation of the
expected and received channel sequences. Notice, however,that because of the puncturing used the metric
values shown in Figure 3.16 are not the same as those in Figure3.15.
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Figure 3.16: Trellis diagram for the SOVA decoding in the first iteration of the first decoder.

To elaborate a little further, the metric calculation philosophy of the SOVA is also different from that of
the Viterbi algorithm, since we may have more than one emerging branch at a given state in the trellis. For
example, at trellis stagek=5, stateS1S2=01, both of the two paths emerging from this state survive. This
is because these two paths lead to different states at the next stage in the trellis, where both of them win
the metric comparison. More specifically, the path associated with the input bit 0 and hence the continuous
line leads to stateS1S2=10 and has a total path metric of 10.7. This metric is compared to the metric of the
other path leading to the stateS1S2=10, which is 4.3 for the path arriving from stateS1S2=00. Hence the
path arriving from the stateS1S2=01 has the higher metric and therefore it is chosen as the winning path
at the new state ofS1S2=10. Similarly, the other path emerging from the state ofS1S2=01 at stagek=5
survives. Specifically, this path associated with the inputbit of 1 and hence the broken line arrives at state
S1S2=00 and has a total path metric of 8.5. This is compared to 6.5,namely to the metric of the other path
arriving at stateS1S2=00 and hence this path is selected as the winner.

Again, owing to the puncturing employed the metric values shown in Figure 3.16 are not the same as
those in the Viterbi decoding example of Figure 3.15. Despite this the ML path, shown by the bold line in
Figure 3.16, is the same as the one that was chosen by the Viterbi algorithm shown in Figure 3.15, with
three of the input bits being decoded as +1s rather than−1s.

We now discuss how, having determined the ML path, the SOVA finds the LLRs for the decoded bits.
Figure 3.17 is a simplified version of the trellis from Figure3.16, which shows only the ML path and the
paths that merge with this ML path and are discarded. Also shown are the metric differences, denoted by
∆s

k in Section 3.3.6, between the ML and the discarded paths. These metric differences, together with the
previously defined update sequences that indicate for whichof the bits the survivor and discarded paths
would have given different values, are stored by the SOVA foreach node at each stage in the trellis. When
the ML path has been identified, the algorithm uses these stored values along the ML path to find the LLR
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Figure 3.17: Simplified trellis diagram for the SOVA decoding in the first iteration of the first decoder.

Trellis
Stagek

Decoded
Bit uk

Metric
Difference∆s

k

Update
Sequence

Decoded
LLR

1 −1 – – −7.2

2 −1 – – −4.6

3 −1 11.6 111 −11.6

4 +1 7.2 1001 +2
5 +1 9.6 10010 +2
6 +1 2 111000 +2
7 −1 4.6 1100010 −4

8 −1 4 11100000 −4

9 −1 4.4 100100000 −4.4

Table 3.2: SOVA output for the first iteration of the first decoder.

for each decoded bit. Table 3.2 shows these stored values forour example trellis shown in Figures 3.16
and 3.17. The calculation of the decoded LLRs shown in this table is detailed at a later stage.

Notice in Table 3.2 that at trellis stagesk = 1 andk = 2 there is no metric difference or update sequence
stored because, as can be seen from Figures 3.16 and 3.17, there are no paths merging with the ML path
at these stages. For all subsequent stages there is a mergingpath, and values of the metric differences and
update sequences are stored. For the update sequence a 1 indicates that the ML and the discarded merging
path would have given different values for a particular bit.At stagek in the trellis we have taken the Most
Significant Bit (MSB), on the left-hand side, to representuk, the next bit to representuk−1, etc., until the
Least Significant Bit (LSB), which representsu1. For our RSC code any two paths merging at trellis stage
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k give different values for the bituk, and so the MSB in the update sequences in Table 3.2 is always 1.
Notice furthermore that although in our example the update sequences are all of different lengths, this is
only because of the very short frame length we have used. Moregenerally, as explained in Section 3.3.6,
all the stored update sequences will beδ + 1 bits long, whereδ is usually set to be five times the constraint
length of the convolutional code (15 in our case). At this stage it is beneficial for the reader to verify the
update sequences of Table 3.2 using Figure 3.17.

We now explain how the SOVA can use the stored update sequences and metric differences along the
ML path to calculate the LLRs for the decoded bits. Equation 3.68, which is repeated here as Equation 3.70
for convenience, shows that the decoded a-posteriori LLRL(uk|y) for a bit uk is given by the minimum
metric difference of merging paths along the ML path:

L(uk|y) ≈ uk min
i=k···k+δ

uk 6=ui
k

∆si
i . (3.70)

This minimum is taken only over the metric differences for stagesi = k, k + 1, . . . , k + δ where the value
ui

k of the bit uk given by the path merging with the ML path at stagei is different from the value given
for this bit by the ML path. Whether or not the conditionuk = ui

k is met is determined using the stored
update sequences. Denoting the update sequence stored at stagel along the ML path asel, for each bituk

the SOVA examines the MSB ofek, the second MSB ofek+1 etc. up to the(δ + 1)th bit (which will be the
LSB) of ek+δ. For our example this examination of the update sequences islimited because of our short
frame length, but the same principles are used. Taking the fourth bit u4 as an example, to determine the
decoded LLRL(u4|y) for this bit the algorithm examines the MSB ofe4 in row 4 of Table 3.2, the second
MSB of e5 in row 5, etc. up to the sixth MSB ofe9 in row nine. It can be seen, from the corresponding
rows in Table 3.2, that only the paths merging at stagesk = 4 andk = 6 of the trellis give values different
from the ML path for the bitu4. Hence the decoded LLRL(u4|y) from the SOVA for this bit is calculated
using Equation 3.70 as the value of the bit given by the ML path(+1) times the minimum of the metric
differences stored at stages 4 and 6 of the trellis (7.2 and 2), yeildingL(u4|y) = +2. For the next bit,u5,
the MSB ofe5 in row 5 of Table 3.2, the second MSB ofe6 in row 6, etc. up to the fifth MSB ofe9 in row
9 are examined, which indicate that a different value for this bit would have been given by the discarded
paths at stages 5 and 6 of the trellis. HenceL(u5|y) also equals +2, as the metric difference, 2, at stage 6
in the trellis is less than the metric difference, 9.6, at stage 5. For the next bit,u6, the update sequences
indicate that all the merging paths from the sixth stage of the trellis to the end of the trellis would give values
different to those given by the ML path. However, the minimumof all these metric differences is still 2,
and soL(u6|y) also equals +2. This illustrates in the SOVA how one discarded path having a low metric
difference can entirely determine the LLRs for all the bits,for which it gives a different value from the ML
path, which is a consequence of taking the minimum in Equation 3.70. At stage 6 of the trellis, where the
algorithm incorrectly chooses the non-zero path as the survivor, the metric difference between the chosen
(incorrect) path and the discarded path is the lowest metricdifference (2) encountered along the ML path.
Hence the LLRs for the three incorrectly decoded bits, i.e. for u4, u5 andu6, have the lowest magnitudes
of any of the decoded bits.

The remaining decoded LLR values in Table 3.2 are computed following a similar procedure. However,
also worth noting explicitly is the LLR for the bitu3. Examination of the MSB ofe3 in row 3 of Table 3.2,
the second MSB ofe4 in row 4, etc., up to the seventh MSB ofe9, reveals that only the path merging with
the ML path at the third stage of the trellis would give a different value foru3. Hence the minimum for the
LLR L(u3|y) in Equation 3.70 is over one term, and the magnitude ofL(u3|y) is determined by the metric
difference of the merging path at stagek = 3 of the trellis, which is 11.6.

We now move on to describe the operation of the second component decoder in the first iteration. This
decoder uses the extrinsic information from the first decoder as a-priori information to assist its operation,
and therefore should be able to provide a better estimate of the encoded sequence than the first decoder was.
Equation 3.46 from Section 3.3.4 gives the extrinisic information from the MAP decoder as:

Le(uk) = L(uk|y)− L(uk)− Lcyks. (3.71)

The same equation can be derived for all the soft-in soft-outdecoders which are used as component decoders
for turbo codes. This equation states that the extrinsic informationLe(uk) is given by the soft output
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Trellis
Stagek

Decoder LLR
OutputL(uk|y)

A-Priori
Info. L(uk)

Received Sys.
Info. Lcyks

Extrinsic
Information

1 −7.2 0 −4.2 −3

2 −4.6 0 −2.8 −1.8

3 −11.6 0 −3.4 −8.2

4 +2 0 +1.8 +0.2
5 +2 0 +2.4 −0.4

6 +2 0 −2.2 +4.2
7 −4 0 −1.4 −2.6

8 −4 0 −4.8 +0.8
9 −4.4 0 −3.2 −1.2

Table 3.3: Calculation of the extrinsic information from the first decoder in the first iteration using Equa-
tion 3.71.
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Figure 3.18: Trellis diagram for the SOVA decoding in the first iteration of the second decoder.

L(uk|y) from the decoder with the a-priori informationL(uk) (if any was available) and the received
systematic channel informationLcyks subtracted. Table 3.3 shows the extrinsic information calculated
from Equation 3.71 from the first decoder, which is then interleaved by a3× 3 block interleaver and used
as the a-priori information for the second component decoder. The second component decoder also uses the
interleaved received systematic channel values, and the received parity bits from the second encoder which
were not punctured (i.e. the second, fourth, sixth and eighth bits).

Figure 3.18 shows the trellis for the SOVA decoding of the second decoder in the first iteration. The ex-
trinsic information values from Table 3.3 are shown after being interleaved and divided by two asL(uk)/2.
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Trellis
Stagek

Decoder LLR
OutputL(uk|y)

A-Priori
Info. L(uk)

Received Sys.
Info. Lcyks

Extrinsic
Information

1 −13.2 −3 −4.2 −6

2 +2.2 +0.2 +1.8 +0.2
3 −8.8 −2.6 −1.4 −4.8

4 −8.8 −1.8 −2.8 −4.2

5 +2.2 −0.4 +2.4 +0.2
6 −6.6 +0.8 −4.8 −2.6

7 −15.8 −8.2 −3.4 −4.2

8 −4.2 +4.2 −2.2 −6.2

9 −6.6 −1.2 −3.2 −2.2

Table 3.4: Calculation of the extrinsic information from the second decoder in the first iteration using
Equation 3.71.

Also shown is the channel informationLcyks/2 used by this decoder. Notice that as the trellis is not ter-
minated for the second component encoder, paths terminating in all four possible states of the trellis are
considered at the decoder. However, the metric for theS1S2 = 00 state is the maximum of the four final
metrics, and hence this all-zero state is used as the final state of the trellis. Note furthermore that the metrics
in Figure 3.18 are now calculated as the cross-correlation of the received and expected channel information,
plus the a-priori informationukL(uk)/2.

The ML path chosen by the second component decoder is shown bya bold line in Figure 3.18, together
with the LLR values output by the decoder. These are calculated, using update sequences and minumum
metric differences, in the same way as was explained for the first decoder using Figure 3.17 and Table 3.2.
It can be seen that the decoder makes an incorrect decision atstagek = 5 in the trellis and selects a path
other than the all-zero path as the survivor. However, the incorrectly chosen path gives decoded bits of +1
for only two transitions, and hence only two, rather than three, decoding errors are made. Furthermore the
difference in the metrics between the correct and the chosenpath at trellis stagek = 5 is only 2.2, and
so the magnitude of the decoded LLRsL(uk|y) for the two incorrectly decoded bits,u2 andu5, is only
2.2. This is significantly lower than the magnitudes of the LLRs for the other bits, and indicates that the
algorithm is less certain about these two bits being +1 than it is about the other bits being−1.

Having calculated the LLRs from the second component decoder, the turbo decoder has now completed
one iteration. The soft-output LLR values from the second component decoder shown in the bottom line of
Figure 3.18 could now be de-interleaved and used as the output from the turbo decoder. This de-interleaving
would result in an output sequence which gave negative LLRs for all the decoded bits exceptu4 andu5,
which would be incorrectly decoded as +1s as their LLRs are both +2.2. Thus, even after only one iteration,
the turbo decoder has decoded the received sequence with oneless error than the convolutional decoder did.
However, generally better results are achieved with more iterations, and so we now progress to describe the
operation of the turbo decoder in the second iteration.

In the second, and all subsequent, iterations the first component decoder is able to use the extrinsic
information from the second decoder in the previous iteration as a-priori information. Table 3.4 shows the
calculation of this extrinsic information using Equation 3.71 from the second decoder in the first iteration.
It can be seen that it gives negative LLRs for all the bits except u2 andu5, and for these two bits the LLRs
are close to zero. This extrinsic information is then de-interleaved and used as the a-priori information for
the first decoder in the next (second) iteration. The trellisfor this decoder is shown in Figure 3.19. It can
be seen that this decoder uses the same channel information as it did in the first iteration. However, now,
in contrast to Figure 3.16, it also has a-priori information, to assist it in finding the correct path through the
trellis. The selected ML path is again shown by a bold line, and it can be seen that now the correct all-zero
path is chosen. The second iteration is then completed by finding the extrinsic information from the first
decoder, interleaving it and using it as a-priori information for the second decoder. It can be shown that this
decoder will also now select the all-zero path as the ML path,and hence the output from the turbo decoder
after the seond iteration will be the correct all−1 sequence. This concludes our example of the operation
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Figure 3.19: Trellis diagram for the SOVA decoding in the second iteration of the first decoder.

of an iterative turbo decoder using the SOVA.

3.3.8 Comparison of the Component Decoder Algorithms

In this section we have detailed the iterative structure andthe component decoders used for decoding turbo
codes. A numerical example illustrating this decoding was given in the previous section. We now conclude
by summarising the operation of the algorithms which can be used as component decoders, highlighting
the similarities and differences between these algorithms, and noting their relative complexities and perfor-
mances.

The MAP algorithm is the optimal component decoder for turbocodes. It finds the probability of each
bit uk being a +1 or−1 by calculating the probability for each transition from state Sk−1 = s̀ to Sk = s
that could occur if the input bit was +1, and similarly for every transition that could occur if the input bit
was−1. As these transitions are mutually exclusive, the probability of any one of them occurring is simply
the sum of their individual probabilities, and hence the LLRfor a bit uk is given by the ratio of two sums
of probabilities, as in Equation 3.17.

Owing to the Markov nature of the trellis and the assumption that the output from the trellis is observed
in memoryless noise, the individual probabilities of the transitions in Equation 3.17 can be expressed as the
product of three termsαk−1(s̀), βks andγk(s̀, s), as in Equation 3.20. By definition theαk−1(s̀) term
gives the probability that the trellis reaches stateSk−1 = s̀ and that the received sequence up to this point
is y

j<k
. The state transition probability,γk(s̀, s), is defined as the probability that given the trellis is in

stateSk−1 = s̀ it moves to stateSk = s and the received sequence for that transition isy
k
. Finally, the

βk(s) term gives the probability that given the trellis is in stateSk = s, the received sequence from this
point to the end of the trellis isy

j>k
. The state transition probabilitiesγk(s̀, s) are calculated from the
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received and expected channel sequences,ykl andxkl, for a given transition and the a-priori LLRL(uk) of
the bit associated with this transition, as seen in Equation3.40 for an AWGN channel. Theαk−1(s̀) terms
can then be calculated using a forward recursion through thetrellis, as in Equation 3.25, and similarly the
βk(s) terms are calculated using Equation 3.28 by a backward recursion through the trellis. The output
LLR L(uk|y) from the MAP algorithm is then determined for each bituk by finding the probability of each
transition from stageSk−1 to Sk in the trellis. These transitions are divided into two groups:- those that
would have resulted if the bituk was a +1, and those that would have resulted if the bituk was a−1. The
LLR L(uk|y) for the bituk is then given by the logarithm of the ratio of these probabilities.

The MAP algorithm is optimal for the decoding of turbo codes,but is extremely complex. Furthermore,
because of the multiplications used in the recursive calculation of theαk−1(s̀) andβk(s) terms, and the
exponents used to calculate theγk(s̀, s) terms, it often suffers from numerical problems in practice. The
Log-MAP algorithm is theoretically identical to the MAP algorithm, but transfers its operations to the log
domain. Thus multiplications are replaced by additions, and hence the numerical problems of the MAP
algorithm are circumvented, while the associated complexity is dramatically reduced.

The Max-Log-MAP algorithm further reduces the complexity of the Log-MAP algorithm using the
maximisation approximation given in Equation 3.48. This has two effects on the operation of the algorithm
compared to that of the Log-MAP algorithm. First, as can be seen by examining Equation 3.55, it means
that only two transitions are considered when finding the LLRL(uk|y) for each bituk — the best transition
from Sk−1 = s̀ to Sk = s that would giveuk = +1 and the best that would giveuk = −1. Similarly in the
recursive calculations of theAk(s) = ln(αk(s)) andBk(s) = ln(βk(s)) terms of Equations 3.52 and 3.53
the approximation means that only one transition, the most likely one, is considered when calculatingAk(s)
from theAk−1(s̀) terms andBk−1(s̀) from theBk(s) terms. This means that althoughAk−1(s̀) should
give the logarithm of the probability that the trellis reaches stateSk−1 = s̀ alonganypath from the initial
stateS0 = 0, in fact it gives the logarithm of the probability of only themost likelypath to stateSk−1 = s̀.
Similarly Bk(s) = ln(βk(s)) should give the logarithm of the probability of the receivedsequencey

j>k

given only that the trellis is in stateSk = s at stagek. However, the maximisation in Equation 3.53 used in
the recursive calculation of theBk(s) terms means that only the most likely path from stateSk = s to the
end of the trellis is considered, and not all paths.

Hence the Max-Log-MAP algorithm finds the LLRL(uk|y) for a given bituk by comparing the prob-
ability of the most likely path givinguk = +1 to the probability of the most likely path givinguk = −1.
For the next bit,uk+1, again the best path that would giveuk+1 = +1 and the best path that would give
uk+1 = −1 are compared. One of these ‘best paths’ will always be the ML path, and so will not change
from one stage to the next, whereas the other may change. In contrast the MAP and the Log-MAP algo-
rithms consider every path in the calculation of the LLR for each bit. All that changes from one stage to
the next is the division of paths into those that giveuk = +1 and those that giveuk = −1. Thus the
Max-Log-MAP algorithm gives a degraded performance compared to the MAP and Log-MAP algorithms.

In the SOVA the ML path is found by maximising the metric givenin Equation 3.63. The recursion
used to find this metric is identical to that used to find theAk(s) terms in Equation 3.52 in the Max-Log-
MAP algorithm. Once the ML path has been found, the hard decision for a given bituk is determined by
which transition the ML path took between trellis stagesSk−1 andSk. The LLR L(uk|y) for this bit is
determined by examining the paths which merge with the ML path that would have given a different hard
decision for the bituk. The LLR is taken to be the minimum metric difference for these merging paths
which would have given a different hard decision for the bituk. Using the notation associated with the
Max-Log-MAP algorithm, once a path merges with the ML path, it will have the same value ofBk(s) as
the ML path. Hence, as the metric in the SOVA is identical to the Ak(s) values in the Max-Log-MAP
algorithm, taking the difference between the metrics of thetwo merging paths in the SOVA is equivalent to
taking the difference between two values of(Ak−1(s̀)+Γk(s̀, s)+Bk(s)) in the Max-Log-MAP algorithm,
as in Equation 3.55. The only difference is that in the Max-Log-MAP algorithm one path will be the ML
path, and the other will be the most likely path that gives a different hard decision foruk. In the SOVA
again one path will be the ML path, but the other may not be the most likely path that gives a different
hard decision foruk. Instead, it will be the most likely path that gives a different hard decision foruk and
survives to merge with the ML path. Other, more likely paths,which give a different hard decision for the
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Figure 3.20: Probability density function of differences between absolute values of soft outputs from the
SOVA and Max-Log-MAP algorithms.

bit uk to the ML path, may have been discarded before they merge withthe ML path. Thus the SOVA gives
a degraded performance compared to the Max-Log-MAP algorithm. However, as pointed out in [52] by
Robertsonet al., the SOVA and Max-Log-MAP algorithms will always give the same hard decisions, as in
both algorithms these hard decisions are determined by the ML path, which is calculated using the same
metric in both algorithms.

It was also noted in [52] that the outputs from the SOVA contain no bias when compared to those
from the Max-Log-MAP algorithm, they are just more noisy. However, consideration of the arguments
above makes it clear that when the most likely path that givesa different hard decision foruk survives to
merge with the ML path, the outputs from the SOVA and the Max-Log-MAP algorithms will be identical.
Otherwise when this most likely path which gives a differenthard decision foruk does not survive to merge
with the ML path, the merging path that is used to calculate the soft output from the SOVA will be less likely
than the path which should have been used. Thus it will have a lower metric, and so the metric difference
used in Equation 3.68 will be higher than it should be. Therefore, although the sign of the soft outputs from
the SOVA will be identical to those from the Max-Log-MAP algorithm, their magnitudes will be either
identical or higher. This can be seen in Figure 3.20, which shows the Probability Density Function (PDF)
for the differences between the absolute values of the soft outputs from the SOVA and the Max-Log-MAP
algorithms. Both decoders were used as the first decoder in the first iteration, and again the same encoder,
all −1 input sequence, and channel SNR as described for Figure 3.11were used. It can be seen that for
more than half of the decoder outputs the two algorithms giveidentical values. It can also be seen that the
absolute values given by the SOVA are never less than those given by the Max-Log-MAP algorithm.

A comparison of the complexities of the Log-MAP, the Max-Log-MAP and the SOVA algorithms
is given in [52]. The relative complexity of the algorithms depends on the constraint lengthK of the
convolutional codes used, but it is shown that the Max-Log-MAP algorithm is about twice as complex as the
SOVA. The Log-MAP algorithm is about 50% more complex than the Max-Log-MAP algorithm owing to
the look-up operation required for finding the correction factorsfc(x). Viterbi noted furthermore [154,155]
that the Max-Log-MAP algorithm can be viewed as two generalised Viterbi decoders (one for the forward
recursion, and one for the backward recursion) together with a generalised dual-maxima computation (for
calculating the soft outputs using Equation 3.55). The complexity of the dual-maxima computation is lower
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than that of the Viterbi decoder, and hence Viterbi estimated the complexity of the Max-Log-MAP algorithm
to be lower than three times that of the Viterbi algorithm. Our related calculations suggest for aK = 3
code that the Max-Log-MAP decoder is about 2.6 times as complex, and the Log-MAP decoder is about
four times as complex, as the standard Viterbi algorithm.

The performance of the algorithms when used in the iterativedecoding of turbo codes follows in the
same order as their complexities, with the best performancegiven by the Log-MAP algorithm, then the Max-
Log-MAP algorithm, and the worst performance exhibited by the SOVA. We will compare the performance
of these three algorithms when decoding various turbo codesin Section 3.4.

3.3.9 Conclusions

In this section we have described the techniques used for thedecoding of turbo codes. Although it is pos-
sible to optimally decode turbo codes in a single non-iterative step, for complexity reasons a non-optimum
iterative decoder is almost always preferred. Such an iterative decoder employs two component soft-in soft-
out decoders, and we have described the MAP, Log-MAP, Max-Log-MAP and SOVA algorithms, which
can all be used as the component decoders. The MAP algorithm is optimal for this task, but it is extremely
complex. The Log-MAP algorithm is a simplification of the MAPalgorithm, and offers the same optimal
performance with a reasonable complexity. The other two algorithms, the Max-Log-MAP and the SOVA,
are both less complex again, but give a slightly degraded performance.

Having described the principles behind the encoding and decoding of turbo codes we now move on to
present our simulation results demonstrating the excellent performance of turbo codes for various scenarios.

3.4 Turbo-coded BPSK Performance over Gaussian Channels

In the previous two sections we have discussed the structureof both the encoder and the decoder in a turbo
codec. In this section we present simulation results for turbo codes using BPSK over AWGN channels. We
show that there are many parameters, some of which are interlinked, which affect the performance of turbo
codes. Some of these parameters are:

• The component decoding algorithm used.

• The number of decoding iterations used.

• The frame length or latency of the input data.

• The specific design of the interleaver used.

• The generator polynomials and constraint lengths of the component codes.

In this section we investigate how all of these parameters affect the performance of turbo codes. The
standard parameters we have used in our simulations are shown in Table 3.5. All our results presented
in this section consider turbo codes using BPSK modulation over an AWGN channel. The turbo encoder
uses two component RS codes in parallel. Our standard RSC component codes areK = 3 codes with
generator polynomialsG0 = 7 andG1 = 5 in octal representation. These generator polynomials are
optimum in terms of maximising the minimum free distance of the component codes [126]. The effects of
varying these generator polynomials are examined in Section 3.4.5. The standard interleaver used between
the two component RSC codes is a 1000-bit random interleaverwith odd–even separation [68]. The effects
of changing the length of the interleaver, and its structure, are examined in Sections 3.4.4 and 3.4.6. Unless
otherwise stated, the results of this section are valid for half-rate codes, where half the parity bits generated
by each of the two component RSC codes are punctured. However, for comparison, we also include some
results for turbo codes where all the parity bits from both component encoders are transmitted, leading to
a one-third-rate code. At the decoder two component, soft-in soft-out, decoders are used in parallel in the
structure shown in Figure 3.3. In most of our simulations we use the Log-MAP decoder, but the effect of
using other component decoders is investigated in Section 3.4.3. Usually eight iterations of the component
decoders are used, but in the next section we consider the effect of the number of iterations.
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Channel Additive White Gaussian Noise (AWGN)
Modulation Binary Phase Shift Keying (BPSK)
Component
Encoders -

Two identical recursive
convolutional codes

RSC
Parameters

n = 2, k = 1, K = 3
G0 = 7, G1 = 5

Interleaver
1000-bit random interleaver

with odd–even separation [68]
Puncturing

Used
Half parity bits from each component

encoder transmitted give half-rate code
Component
Decoders

Log-MAP
decoder

Iterations 8

Table 3.5: Standard turbo encoder and decoder parameters used.
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Figure 3.21: Turbo coding BER performance using different numbers of iterations of the MAP algorithm.
Other parameters as in Table 3.5.

3.4.1 Effect of the Number of Iterations Used

Figure 3.21 shows the performance of a turbo decoder using the MAP algorithm versus the number of
decoding iterations which were used. For comparison, the uncoded BER and the BER obtained using
convolutional coding with a standard (2,1,3) non-recursive convolutional code are also shown. Like the
component codes in the turbo encoder, the convolutional encoder uses the optimum octal generator polyno-
mials of 7 and 5. It can be seen that the performance of the turbo code after one iteration is roughly similar
to that of the convolutional code at low SNRs, but improves more rapidly than that of the convolutional
coding as the SNR is increased. As the number of iterations used by the turbo decoder increases, the turbo
decoder performs significantly better. However, after eight iterations there is little improvement achieved
by using further iterations. For example, it can be seen fromFigure 3.21 that using 16 iterations rather than
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Figure 3.22: BER performance comparison between one-third- and half-rate turbo codes using parameters
of Table 3.5.

eight gives an improvement of only about 0.1 dB. Similar results are obtained when using the SOVA; again
there is little improvement in the BER performance of the decoder from using more than eight iterations.
Hence for complexity reasons usually only between about 4 and 12 iterations are used. Accordingly, unless
otherwise stated, in our simulations we used eight iterations. In the next section we consider the effects of
puncturing.

3.4.2 Effects of Puncturing

As described in Section 3.2, in a turbo encoder two or more component encoders are used for generating
parity information from an input data sequence. In our work we have used two RSC component encoders,
and this is the arrangement most commonly used for turbo codes having coding rates below two-thirds. Typ-
ically, in order to generate a half-rate code, half the parity bits from each component encoder are punctured.
This was the arrangement used in the seminal paper by Berrouet al. on the concept of turbo codes [12].
However, it is of course possible to omit the puncturing and transmit all the parity information from both
component encoders, which gives a one-third-rate code. Theperformance of such a code, compared to the
corresponding half-rate code, is shown in Figure 3.22. In this figure the encoders use the same parameters
as were described above for Figure 3.21. It can be seen that transmitting all the parity information gives a
gain of about 0.6 dB, in terms ofEb/N0, at a BER of10−4. This corresponds to a gain of about 2.4 dB
in terms of channel SNR. Very similar gains are seen for turbocodes with different frame lengths. Let us
now consider the performance of the various soft-in soft-out component decoding algorithms which were
described in Section 3.3.

3.4.3 Effect of the Component Decoder Used

Figure 3.23 shows a comparison between turbo decoders usingthe different component decoders described
in Section 3.3 for a turbo encoder using the parameters described above. In this figure the ‘Log MAP (Ex-
act)’ curve refers to a decoder which calculates the correction termfc(x) in Equation 3.56 of Section 3.3.5
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Figure 3.23: BER performance comparison between different component decoders for a random interleaver
with L=1000. Other parameters as in Table 3.5.

exactly, i.e. using:
fc(x) = ln(1 + e−x), (3.72)

rather than using a look-up table as described in [52]. The Log-MAP curve refers to a decoder which
does use a look-up table with eight values offc(x) stored, and hence introduces an approximation to the
calculation of the LLRs. It can be seen that, as expected, theMAP and the Log-MAP (exact) algorithms
give identical performances. Furthermore, as Robertsonet al. found [52], the look-up procedure for the
values of thefc(x) correction terms introduces no degradation to the performance of the decoder.

It can also be seen from Figure 3.23 that the Max-Log-MAP and the SOVA both give a degradation in
performance compared to the MAP and Log-MAP algorithms. At aBER of10−4 this degradation is about
0.1 dB for the Max-Log-MAP algorithm, and about 0.6 dB for theSOVA.

Figure 3.24 compares the Log-MAP, Max-Log-MAP and SOVA algorithms for a turbo decoder with a
frame length of only 169 bits, rather than 1000 bits as was used for Figure 3.23. It can be seen that although
all three decoders give a worse BER performance than those shown in Figure 3.23, the differences in the
performances between the decoders are very similar to thoseshown in Figure 3.23. Similarly, Figure 3.25
compares these three decoding algorithms for a one-third-rate code, and again the degradations relative to a
decoder using the Log-MAP algorithm are about 0.1 dB for the Max-Log-MAP algorithm, and about 0.6 dB
for the SOVA.

3.4.4 Effect of the Frame Length of the Code

In the original paper on turbo coding by Berrouet al.[12], and in many of the subsequent papers, impressive
results have been presented for coding with very large framelengths. However, for many applications, such
as for example speech transmission systems, the large delays inherent in using high frame lengths are
unacceptable. Therefore an important area of turbo coding research is achieving as impressive results with
short frame lengths as have been demonstrated for long framelength systems.

Figure 3.26 shows how dramatically the performance of turbocodes depends on the frame lengthL used
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Figure 3.24: BER performance comparison between different component decoders for aL=169,13 × 13,
block interleaver. Other parameters as in Table 3.5.
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Figure 3.25: BER performance comparison between different component decoders for a random interleaver
with L=1000 using a one-third rate code. Other parameters as in Table 3.5.
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Figure 3.26: Effect of frame length on the BER performance of turbo coding. All interleavers except
L = 169 block interleaver use random separated Interleavers [68].Other Parameters as in
Table 3.5.

in the encoder. The 169-bit code would be suitable for use in aspeech transmission system at approximately
8 kbit/s with a 20 ms frame length [156], while the 1000-bit code would be suitable for video transmission.
The larger frame length systems would be useful in data or non-real-time transmission systems. It can be
seen from Figure 3.26 that the performance of turbo codes is very impressive for systems with long frame
lengths. However, even for a short frame length system, using 169 bits per frame, it can be seen that turbo
codes give good results, comparable to or better than a constraint lengthK = 9 convolutional code. The
use of theK = 9 convolutional code as a bench-marker is justified below.

As noted in Section 3.3, a single decode with the Log-MAP decoder is about four times as complex as
decoding the same code using a standard Viterbi decoder. Thecurves shown in Figure 3.26, and in most
of our results, use two component decoders with eight iterations. Therefore the overall complexity of a
turbo decoder is approximately2 × 8 × 4 = 64 times that of a Viterbi decoder for one of the component
convolutional codes. This means that the complexity of our turbo decoder using eight iterations of two
K = 3 component codes is approximately the same as the complexityof a Viterbi decoder for an ordinary
K = 9 convolutional code. In order to provide a comparison between the performance of turbo codes and
convolutional codes for similar complexity decoders, we will compare ourK = 3 turbo codes with an eight
iteration decoder to aK = 9 convolutional code.

Figure 3.26 shows the performance of such a convolutional code. A non-recursive (2,1,9) convolutional
code using the generator polynomialsG0 = 561 andG1 = 753 in octal notation, which maximise the free
distance of the code [126], was used. These generator polynomials provide the best performance in the
AWGN channels we use in this section. A frame length of 169 bits is used, and the code is terminated.
It can be seen that even for the short frame length of 169 bits,turbo codes outperform similar complexity
convolutional codes. As the frame length is increased, the performance gain from using turbo codes, rather
than high-constraint-length convolutional codes, increases dramatically.

Figure 3.27 shows how the performance of a one-third rate turbo code varies with the frame length of
the code. Again, the performance of the turbo code is better the longer the frame length of the code, but
impressive results are still obtained with a frame length ofonly 169 bits. Again the results for aK = 9
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Figure 3.27: Effect of frame length on BER performance of one-third rate turbo coding. All interleavers
exceptL = 169 block interleaver use random interleavers. Other parameters as in Table 3.5.

convolutional code are shown, this time using a third-raten = 3, k = 1 code with the optimal generator
polynomials ofG0 = 557, G1 = 663 andG2 = 711 [126] in octal notation. Again it can be seen that the
high-constraint-length convolutional code is outperformed by turbo codes with frame lengths of 169 and
higher.

Let us now consider the effect of using different RSC component codes.

3.4.5 The Component Codes
Both the constraint length and the generator polynomials used in the component codes of turbo codes are
important parameters. Often in turbo codes the generator polynomials which lead to the largest minimum
free distance for ordinary convolutional codes are used, although when the effect of interleaving is consid-
ered these generator polynomials do not necessarily lead tothe best minimum free distance for turbo codes.
Figure 3.28 shows the huge difference in performance that can result from different generator polynomi-
als being used in the component codes. The other parameters used in these simulations were the same as
detailed above in Table 3.5.

Most of the results provided in this chapter were obtained using constraint length 3 component codes.
For these codes we have used the optimum generator polynomials in terms of maximising the minimum
free distance of the component convolutional codes, i.e. 7 and 5 in octal representation. These generator
polynomials were also used for constraint length 3 turbo coding by Hagenaueret al. in [61] and Jung in [66].
It can be seen from Figure 3.28 that the order of these generator polynomials is important — the value 7
should be used for the feedback generator polynomial in Figure 3.1 (denoted in our work byG0). If G0

andG1 are swapped round, the performance of a convolutional code (both regular and recursive systematic
codes) would be unaffected, but for turbo codes this gives a significant degradation in performance.

The effect of increasing the constraint length of the component codes used in turbo codes is shown in
Figure 3.29. For the constraint length 4 turbo code we again used the optimum minimum free distance
generator polynomials for the component codes (15 and 17 in octal, 13 and 15 in decimal representations).
The resulting turbo code gives an improvement of about 0.25 dB at a BER of10−4 over theK = 3 curve.
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Figure 3.28: Effect of generator polynomials on BER performance of turbocoding. Other parameters as in
Table 3.5.
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Figure 3.29: Effect of constraint length on the BER performance of turbo coding. Other parameters as in
Table 3.5.
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Figure 3.30: Effect of block interleaver choice forL ≈ 190 frame length turbo codes. Other parameters as
in Table 3.5.

For the constraint length 5 turbo code we used the octal generator polynomials 37 and 21 (31 and 17
in decimal), which were the polynomials used by Berrouet al. [12] in the original paper on turbo coding.
We also tried using the octal generator polynomials 23 and 35(19 and 29), which are again the optimum
minimum free distance generator polynomials for the component codes, as suggested by Hagenaueret al. in
[61]. We found that these generator polynomials gave almostidentical results to those used by Berrouet al.
It can be seen from Figure 3.29 that increasing the constraint length of the turbo code does improve its
performance, with theK = 4 code performing about 0.25 dB better than theK = 3 code at a BER of
10−4, and theK = 5 code giving a further improvement of about 0.1 dB. However, these improvements
are provided at the cost of approximately doubling or quadrupling the decoding complexity. Therefore,
unless otherwise stated, we have used component codes with aconstraint length of 3 in our work. Let us
now focus on the effects of the interleaver used within the turbo encoder and decoder.

3.4.6 Effect of the Interleaver

It is well known that the interleaver used in turbo codes has avital influence on the performance of the
code. The interleaver design together with the generator polynomials used in the component codes, and
the puncturing used at the encoder, have a dramatic affect onthe free distance of the resultant turbo code.
Several algorithms have been proposed, for example in references [150] and [65], that attempt to choose
good interleavers based on maximising the minimum free distance of the code. However, this process
is complex, and the resultant interleavers are not necessarily optimum. For example, in [157] random
interleavers designed using the technique given in [65] arecompared to a12 × 16 dimensional block
interleaver, and the ‘optimised’ interleavers are found toperform worse than the block interleaver.

In [68] a simple technique for designing good interleavers,which is referred to as ‘odd–even separation’
is proposed. With alternate puncturing of the parity bits from each of the component codes, which is the
puncturing most often used, if an interleaver is designed sothat the odd and even input bits are kept separate,
then it can be shown that one (and only one) parity bit associated with each information bit will be left
unpunctured. This is preferable to the more general situation, where some information bits will have their
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Figure 3.31: Effect of interleaver choice forL ≈ 961 frame length turbo codes. Other parameters as in
Table 3.5.
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Figure 3.32: Effect of interleaver choice forL ≈ 169 frame length turbo codes. Other parameters as in
Table 3.5.
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parity bits from both component codes transmitted, whereasothers will have neither of their parity bits
transmitted.

A convenient way of achieving odd–even separation in the interleaver is to use a block interleaver with
an odd number of rows and columns [68]. The benefits of using anodd number of rows and columns with a
block interleaver can be seen in Figure 3.30. This shows a comparison between turbo coders using several
block interleavers with frame lengths of approximately 190bits. The12×16 dimensional block interleaver,
proposed for short frame transmission systems in [157] and used by the same authors in other papers such
as [66,67,158], clearly has a somewhat lower performance than the other block interleavers, which use an
odd number of rows and columns. It is also interesting to notethat of the two block interleavers with an odd
number of rows and columns, the interleaver which is closer to being square (i.e. the13 × 15 interleaver)
performs better than the more rectangular11× 17 interleaver.

We also attempted using random interleavers of various frame lengths. The effect of the interleaver
choice for a turbo coding system with a frame length of approximately 960 bits is shown in Figure 3.31. It
can be seen from this figure that, as was the case with the codeswith frame lengths around 192 bits shown
in Figure 3.30, the block interleaver with an odd number of rows and columns (the31 × 31 interleaver)
performs significantly better than the interleaver with an even number of rows and columns (the30 × 32
interleaver). However, both of these interleavers are outperformed by the two random interleavers. In
the ‘random separated’ interleaver odd–even separation, as proposed by Barbulescu and Pietrobon [68], is
used. This interleaver performs very slightly better than the other random interleaver, which does not use
odd–even separation. However, the effect of odd–even separation is much less significant for the random
interleavers than it is for the block interleavers.

Similar curves are shown in Figure 3.32 for turbo coding schemes with approximately 169 bits per
frame. It can be seen again that the scheme using block interleaving with odd–even separation (i.e. the
13× 13 interleaver) performs better than the scheme using block interleaving without odd–even separation
(i.e. the12 × 14 interleaver). However, for this short frame length system the two random interleavers
perform worse than the best block interleaver. From our results it appears that although random interleavers
give the best performance for turbo codes with long frame lengths, for short frame length systems the best
performance is given using a block interleaver with an odd number of rows and columns.

When puncturing is not used, and we have a third-rate code, the benefit of using odd–even separation
with block interleavers, i.e. using block interleavers with an odd number of rows and columns, disappears.
This can be seen from Figure 3.33, which compares the performance of a turbo code with no puncturing
using three different interleavers, all with a length of approximately 169 bits. As in the case of the half-rate
turbo codes using puncturing in Figure 3.32, for a small frame length, such as 169 bits, the best performance
is given by using a block rather than a random interleaver. However, it can be seen from Figure 3.33 that,
unlike for half-rate codes, for turbo codes without puncturing there is little difference between the block
interleavers with and without odd–even separation, i.e. between the13× 13 and12× 14 interleavers.

In [159] Herzberg suggests that a ‘reverse block’ interleaver, i.e. a block interleaver in which the
output bits are read from the block in the reverse order relative to an ordinary block interleaver, gives an
improved performance over ordinary block interleavers. Healso suggests that for high SNRs, and hence for
low BERs, reverse block interleavers having a short frame length give a better performance than random
interleavers having a significantly higher frame length. However, as can be seen from Figure 3.34, which
portrays the performance of ordinary and reverse block interleavers for various frame lengths, we found very
little difference between the performances of block and reverse block interleavers. One difference between
our results and those in [159] is that we have used punctured half-rate turbo codes, whereas Herzberg
used turbo codes without puncturing. However, we found thateven with third-rate turbo codes using no
puncturing, and using14 × 14 interleavers as Herzberg did, the performances of block andreverse block
interleavers were almost identical. It appears in [159] that for turbo codes with long random interleavers,
and with an ordinary block interleaver, Herzberg used the generator polynomialsG0 = 5 andG1 = 7,
whereas for the reverse block interleaver he used the generator polynomialsG0 = 7 andG1 = 5. The
generator polynomialsG0 = 5 andG1 = 7 were used so that the performance of turbo codes with long
random interleavers could be approximated using the Union bound and the error coefficients calculated by
Benedetto and Montorsi in [59] for these generator polynomials. However, as was seen in Figure 3.28, these
generator polynomials give a significantly worse performance than the generator polynomialsG0 = 7 and
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Figure 3.33: Effect of interleaver choice for third-rateL ≈ 169 frame length turbo codes. Other parameters
as in Table 3.5.
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Figure 3.34: BER performance of block and reverse block interleavers. Other parameters as in Table 3.5.
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Figure 3.35: Effect of using incorrect channel reliability measuresLc on an iterative turbo decoder using
various component decoders. Other parameters as in Table 3.5.

G1 = 5 we have used for most of our simulations, and Herzberg used with his reverse block interleaver.
Thus it appears that the reason Herzberg found such promising results for the reverse block interleaver was
not because of this interleaver’s superiority, but becauseof the inferiority of the generator polynomials he
used with random and block interleavers.

Let us now focus our attention on the effect of the estimationof the channel reliability measureLc.

3.4.7 Effect of Estimating the Channel Reliability ValueLc

In the previous section we highlighted how the component decoders of an iterative turbo decoder interacted
using soft inputs, the channel inputsLcykl as well as the a-priori inputsL(uk), and provided the a-posteriori
LLRs L(uk|y) as soft outputs. In the MAP and Log-MAP algorithms the channel inputs and a-priori infor-
mation are used to calculate the transition probabilitiesγk(s̀, s) that are then used to recursively calculate
theαk(s) andβk(s) and finally the a-posteriori LLRsL(uk|y). Similarly, in the Max-Log-MAP and the
SOVA algorithms the channel and a-priori information values are used to update metrics, which are then
used to give the soft-output a-posteriori LLRs. In this section we investigate how important an accurate
estimate of the channel reliability measureLc is to the good performance of an iterative turbo decoder.

Figure 3.35 shows the performance of iterative turbo decoders using three different component
decoders:- the Log-MAP, Max-Log-MAP and the SOVA algorithms. For each component decoder type
the continuous line shows the performance of the codec when the channel reliability valueLc is calculated
exactly using the known channel SNR. For all our previous results we assumed that the channel SNR, and
hence the correct value ofLc, would be known at the decoder. The broken curves in Figure 3.35 show how
the three component decoders perform whenLc is not known. For these curves the value ofLc = 1, which
corresponds to a value ofEb/N0 of −3 dB, was used at all channel SNRs. It can be seen from Figure 3.35
that for the SOVA and the Max-Log-MAP algorithms the turbo decoder performs equally well whether or
not the correct value ofLc is known. However, for the Log-MAP algorithm the performance of the iterative
turbo decoder is drastically affected by the value ofLc used.
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The reason for these effects can be understood by considering the different operation of the three al-
gorithms, as was described in Section 3.3. In the SOVA the channel valuesLcykl are used to recursively
calculate the metricsMn using Equation 3.63. The metricMn for a stateSk = s along a path is given by
the metricMn−1 for the previous state along the path, added to an a-priori information term and to a cross-
correlation term between the expected and the received channel values,xkl andykl. The channel reliability
measureLc is used to scale this cross-correlation between the received and expected channel values. Then,
once the ML path has been identified, the soft outputs from thealgorithm are given by the minimum metric
difference between the ML path and the paths merging with this ML path, as seen in Equation 3.68. When
we use an incorrect value ofLc, effectively we are scaling the inputs to the component decoders by a factor.
For instance, if we simply useLc = 1, then we scale the channel input values by a factor of one overthe
correct value ofLc. In the SOVA this has the effect of scaling all the metricsMn by the same factor, and
as the a-posteriori LLRs from the algorithm are given by the difference between metrics for different paths,
these output LLRs are also scaled by the same factor. Which path is chosen by the algorithm as the ML
path will be unaffected by this scaling of the metrics, and sothe hard decisions given by the algorithm will
be unaffected by using the incorrect value ofLc.

Consider now the operation of the SOVA as a component decoderwithin an iterative turbo decoder.
Assuming that no a-priori information about the values of the bits is available to the iterative turbo decoder,
the first component decoder in the first iteration takes channel values only. The a-priori information values
L(uk) are set equal to zero. If the correct value of the channel reliability measure for the channel SNR used
is Lc, but an incorrect value of̂Lc is used instead, then effectively the channel input values will have been
scaled by a factorX, where:

X =
L̂c

Lc
. (3.73)

The first component decoder will process these scaled channel values, and give soft-output LLRsL(uk|y).
From our discussions above these soft outputs, and hence theextrinsic informationLe(uk) derived from
them using Equation 3.71, will be equal to the correct soft outputs scaled byX. Next the second component
decoder will take a-priori information, equal to the interleaved extrinsic informationLe(uk) from the first
decoder and the channel inputs, and will use these values to calculate its soft outputs. Both the channel
valuesL̂cykl and the a-priori informationL(uk) will have been scaled byX relative to their values if the
correctLc had been used, and so again all the metrics used in the SOVA will be scaled byX, and the soft
outputs from this decoder will simply be the correct soft outputs scaled by the factorX. Hence we see that,
because of the linearity in the SOVA, the effect of using an incorrect value of the channel reliability measure
is that the output LLRs from the decoder are scaled by a constant factor. The relative importance of the
two inputs to the decoder, i.e. the a-priori information andthe channel information, will not change, since
the LLRs for both these sources of information will be scaledby the same factor. The soft outputs from
the final component decoder in the final iteration will have the same sign as those that would have been
calculated using the correct value ofLc, and will merely have been scaled byX. Hence the hard outputs
from an iterative turbo decoder using the SOVA are unaffected by the value of the channel reliability value
Lc used, as can be seen from Figure 3.35.

The same linearity that is present in the SOVA is also found inthe Max-Log-MAP algorithm. Instead of
one metric two are calculated, but again only simple additions of the cross-correlation of the expected and
received channel values are used. Hence, if an incorrect value of the channel reliability value is used, all the
metrics are simply scaled by a factorX. As in the SOVA, the soft outputs are given by the differencesin
metrics between different paths, and so the same argument aswas used above for the SOVA will also apply
to the Max-Log-MAP algorithm:- if the input channel values are scaled byX, then the soft outputs of all
the component decoders will also be scaled byX, and the final hard decisions given by the turbo decoder
will be unaffected.

Let us now consider the Log-MAP algorithm. This is identicalto the Max-Log-MAP algorithm, except
for a correction factorfc(x) = ln(1 + e−x) used in the calculation of the forward and backward metrics
Ak(s) andBk(s) and the soft-output LLRs. The functionfc(x) is non-linear — it decreases asymptotically
towards zero asx increases. Hence the linearity that is present in the Max-Log-MAP and SOVA algorithms
is not present in the Log-MAP algorithm. We found that the effect of this non-linearity is two-fold if
an incorrect value of the channel reliability value is used.First, even when only the channel values are
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Figure 3.36: BER within an iterative turbo decoder using the Log-MAP decoder and the parameters of
Table 3.5, with correct and incorrect channel reliability valuesLc.

used to calculate the soft outputs from the algorithm, the component decoder makes more hard-decision
errors than if the correct value ofLc were used. This is the case for the first component decoder in the
first iteration, where the a-priori information valuesL(uk) are assumed to be equal to zero. Figure 3.36
shows the performance of an iterative turbo decoder using the Log-MAP algorithm after the first component
decoder in the first iteration, denoted by ‘Dec 1 It 1’ in the key, when both the correct value of the channel
reliability measureLc and an incorrect value ofLc = 1 are used. It can be seen from this figure that when
the channel reliability valueLc = 1 is used the BER for the first component decoder in the first iteration is
significantly increased.

As well as making more hard-decision errors, if an incorrectvalue of the channel reliability measure
is used with the Log-MAP algorithm, then the extrinsic information derived from the soft-output values
from the first component decoder has incorrect amplitudes. This means that the a-priori information that is
used by the second decoder in the first iteration, and by both decoders in subsequent iterations, will have
incorrect amplitudes relative to the soft channel inputs. In an iterative turbo decoder the feeding of a-priori
information from one component decoder to the next allows a rapid decrease in the BER of the decoder as
the number of iterations increases, as was seen in Figure 3.21. However, when the incorrect value ofLc

is used in an iterative turbo decoder employing the Log-MAP algorithm, owing to the incorrect scaling of
the a-priori information relative to the channel inputs, nosuch rapid fall in the BER with the number of
iterations occurs. In fact the performance of the decoder islargely unaffected by the number of iterations
used. This can be seen from Figure 3.36, which shows the BER from the second decoder after one and two
iterations. A significant performance improvement can be observed between the first and second iterations
when the correct value ofLc is used. By contrast, when the value ofLc = 1 is used, there is only a marginal
improvement between the first and second iteration.

In reference [160] Summers and Wilson consider the degradation in the performance of an iterative
turbo decoder using the MAP algorithm when the channel SNR isnot correctly estimated. As explained
in Section 3.3, the MAP and Log-MAP algorithms give identical outputs and hence our analysis of the
Log-MAP algorithm also applies to the MAP algorithm. In [160] the authors propose a method for blind
estimation of the channel SNR, using the ratio of the averagesquared received channel value to the square
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Figure 3.37: Turbo decoder performance using the Log-MAP algorithm and the parameters of Table 3.5
with a constant estimated channel reliability measureLc.

of the average of the magnitudes of the received channel values. For a one-third-rate code and a block length
of 420 data bits (so 1260 coded bits are transmitted) it is shown that the SNR derived using this method
rarely differs from the true SNR by more than 3 dB. It is also shown that using these estimated SNRs to
derive a channel reliability measure gives a turbo decoder performance using the MAP algorithm almost
identical to that given using channel reliability measuresderived from the true SNR.

Our work presented here shows that if the Max-Log-MAP or SOVAalgorithms are used as the compo-
nent decoders, then no such SNR estimation is necessary for aturbo decoder. If the MAP, or equivalently
the Log-MAP, algorithm is used then, as can be seen from Figure 3.35, if a very inaccurate value ofLc is
used the turbo decoder performance will be drastically affected. However, we have found that the value
of Lc used does not have to be very close to the true value for a good BER performance to be obtained.
Figure 3.37 compares the performance of a turbo decoder using the Log-MAP algorithm with the correct
value ofLc, to that of a scheme which uses a constant value ofLc = 2.52. This corresponds to a value of
Eb/N0 of 1 dB. It can be seen that using this estimated value ofLc gives a performance virtually identical
to that given with the correct value ofLc for values ofEb/N0 from 0 to 2.5 dB, or BERs from10−1 to
10−5. Hence, even when using the Log-MAP algorithm, only a rough estimate ofLc is needed.

Having investigated the performance of turbo codes when used with BPSK modulation over AWGN
channels, in the next section we discuss the use of both convolutional and turbo codes with higher-order
modulation schemes. This allows turbo codes to be used in systems which are both bandwidth and power
efficient.

3.5 Turbo Coding Performance over Rayleigh Channels

3.5.1 Introduction

In the previous sections we have discussed the performance of turbo coding in conjunction with various
modulation constellations over AWGN channels. We now move on to an investigation of using turbo coding
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Figure 3.38: BER performance of turbo codes with different frame lengthsL over perfectly interleaved
Rayleigh fading channels. Other turbo codec parameters as in Table 3.5.

over fading channels. In this work we have assumed Rayleigh fading, and that the receiver has exact
estimates of the fading amplitude and phase inflicted by the channel. This assumption is justified, since
several techniques, such as for example Pilot Symbol Assisted Modulation (PSAM) [161], are available
for providing practical mechanisms of Channel State Information (CSI) recovery, achieving a performance
close to that assuming perfect CSI recovery. In Section 3.5.2 we look at the performance of various turbo
codes over Rayleigh fading channels which are perfectly interleaved. Then in Section 3.5.3 we consider
the effects correlations experienced in real Rayleigh fading channels have, and evaluate the performance of
turbo codes in such channels.

3.5.2 Performance over Perfectly Interleaved Narrowband
Rayleigh Channels

Figure 3.38 shows the performance of three turbo codes with different frame lengthsL over a perfectly
interleaved Rayleigh fading channel using BPSK modulation. All the turbo codecs use twoK = 3 RSC
component codes with generator polynomialsG0 = 7 andG1 = 5. At the decoder eight iterations of the
Log-MAP decoder are used. Also shown in Figure 3.38 is the performance of a constraint lengthK = 9
convolutional code which, as explained earlier, has a decoder complexity which is similar to or slightly
higher than that of the turbo decoder. It can be seen that the turbo codes with frame lengths ofL = 1000
or L = 10000 give a significant increase in performance over the convolutional code. Even the turbo code
with a short frame length of 169 bits outperforms the convolutional code for BERs below10−3.

Comparing the performance of theL = 169, L = 1000 andL = 10, 000 turbo codes in Figure 3.38
to those in Figure 3.26 for the same codes over an AWGN channel, we see that the perfectly interleaved
fading of the received channel values degrades the BER performance of the code by around 2 dB at a BER
of 10−4, with a larger degradation for the shorter frame length codes.

The short frame lengthL = 169 turbo codec in Figure 3.38 uses a13× 13 block interleaver. We found
in Section 3.4.6 that when communicating over a Gaussian channel, for a half-rate turbo code having short
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Figure 3.39: BER performance of turbo codes with different interleaversover perfectly interleaved
Rayleigh fading channels. Other turbo codec parameters as in Table 3.5.

frame lengths, a block interleaver with an odd number of rowsand columns should be used. Figure 3.39
shows the effect of using different interleavers, all with aframe length of approximately 169 bits, on the
BER performance of a turbo codec over a perfectly interleavered Rayleigh channel. It can be seen from this
figure that again for the short frame length of 169 bits the best performance is given by a block interleaver
with an odd number of rows and columns. This block interleaver acheives odd–even separation [68] so that
each data bit has one, and only one, of the two parity bits associated with it transmitted. The12× 14 block
interleaver shown in Figure 3.39 does not give odd–even separation, and so even though its frame length
is almost identical to that of the13 × 13 block interleaver (168 rather than 169 bits) it performs almost
1 dB worse than the13 × 13 block interleaver at a BER of10−4. The two random interleavers shown in
Figure 3.39 also perform worse than the13 × 13 block interleaver, although the random interleaver with
odd–even separation does perform better than the non-separated interleaver.

Figure 3.40 shows how the choice of the component decoders used at the turbo decoder affects the
performance of the codec over a perfectly interleavered Rayleigh channel. It can be seen that again the
Log-MAP decoder gives the best performance, followed by theMax-Log-MAP decoder, with the SOVA
decoder, the simplest of the three, giving the worst performance. It can also be seen that the differences
in performances between the different decoders are slightly larger than they were over an AWGN channel
— the Max-Log-MAP decoder performs about 0.2 dB worse than the Log-MAP decoder, and the SOVA
decoder is about 0.8 dB worse than the Log-MAP decoder.

Figure 3.41 shows the effect of puncturing on a turbo code with frame lengthL = 1000 over the
perfectly interleaved Rayleigh channel. In Figure 3.22 we saw that over the AWGN channel the third-rate
code outperformed the half-rate code by about 0.6 dB in termsof Eb/N0. We see from Figure 3.41 that
again for the perfectly interleaved Rayleigh channel the difference in performance is bigger — about 1.5 dB
in terms ofEb/N0 or about 3.25 dB in terms of channel SNR.
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Figure 3.40: BER performance of turbo codes withL = 1000 using different component decoders over
perfectly interleaved Rayleigh fading channels. Other turbo codec parameters as in Table 3.5.
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3.5.3 Performance over Correlated Narrowband Rayleigh Channels

Figure 3.42 shows the performance of a half-rate turbo coding system withL = 1000 over various Rayleigh
fading channels. It can be seen that by far the best performance is achieved over the perfectly inter-
leaved Rayleigh channel, where there is no correlation between successive fading values. The narrowband
Rayleigh channel exhibits a normalised Doppler frequency of fd = 2.44∗10−4 , since we assumed a carrier
frequency of 1.9 GHz, a symbol rate of 360 KBaud and a vehicular speed of 50 km/h. It can be seen that the
turbo codes give a significant coding gain over the uncoded BER results even for this channel. We found
that for Rayleigh fading channels exhibiting faster fading, i.e. a higher normalised Doppler frequency, the
coding gain increased. Furthermore, it can be seen that interleaving the output bits of the turbo encoder
before transmission over the Rayleigh fading channel improves the performance for the narrowband system
by about 2.5 dB at a BER of10−4. This gain was acheived by merely interleaving over the 2000-bit length
of the output block of the turbo encoder. Higher interleaving gains can be achieved at the cost of extra delay,
by interleaving over longer periods. Near-perfect interleaving over a significantly longer period would give
the performance indicated by the uncorrelated Rayleigh curve in Figure 3.42.

Also shown in Figure 3.42 is the performance of our turbo codec in the context of an Orthogonal
Frequency Division Multiplexing (OFDM) system communicating over Rayleigh fading channels. The
performance of turbo coded OFDM will be explored in more depth in various parts of the book, but suffice
to say here that OFDM achieves a good turbo coded performance, which is close to that recorded, when
communicating over the perfectly interleaved Rayleigh channel. Again, interleaving over the 2000 output
bits of the turbo encoder substantially improves the achievable coded performance.

3.6 Summary and Conclusions

In this chapter we have characterised the performance of turbo coding schemes in conjunction with BPSK
modulation, when communicating over both AWGN and Rayleighchannels. As expected, the turbo codes
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have been shown to perform significantly better than convolutional codes. We have demonstrated the effects
of the various decoding algorithms, the constraint length and generator polynomials of the constituent codes,
as well as the influence of the transmission frame length on the achievable performance. Furthermore, based
on our detailed investigations we have demonstrated the importance of the choice of the interleaver in the
context of turbo codes. More explicitly, we have reached thefollowing conclusions regarding the choice of
interleavers:

• When block interleavers are used in conjunction with half-rate codes, an odd number of rows and
columns should be used.

• For long frame length systems random interleavers perform better than block interleavers, but for
shorter frame length systems, such as those that might be used for speech transmission, block inter-
leavers perform better.

Finally, in Section 3.5 we provided performance results obtained when using turbo codes in conjunction
with BPSK and QPSK modulation for transmissions over Rayleigh fading channels.
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Chapter 13
Coded Modulation Theory and
Performance1

S. X. Ng, L. Hanzo

13.1 Introduction

In this chapter our elaborations are related to a set of combined error control techniques, where channel
coding and modulation are carried out jointly. At the receiver it is possible to employ both iterative and
non-iterative detection and, as expected, the latter family of iterative decoders typically achieves a better
performance, although at the cost of an increased implementational complexity.

Since we are relying on convolutional coding principles, familiarity with the basic concepts of Chap-
ters 2 and 3 is assumed.

The radio spectrum is a scarce resource. Therefore, one of the most important objectives in the design
of digital cellular systems is the efficient exploitation ofthe available spectrum, in order to accommodate the
ever-increasing traffic demands. Trellis-Coded Modulation (TCM) [290], which will be detailed in Section
13.2, was proposed originally for Gaussian channels, but itwas further developed for applications in mobile
communications [291, 292]. Turbo Trellis-Coded Modulation (TTCM) [92], which will be augmented in
Section 13.4, is a more recent joint coding and modulation scheme that has a structure similar to that
of the family of power-efficient binary turbo codes [12], butemploys TCM schemes as component codes.
TTCM [92] requires approximately 0.5 dB lower Signal-to-Noise Ratio (SNR) at a Bit Error Ratio (BER) of
10−4 than binary turbo codes when communicating using 8-level Phase Shift Keying (8PSK) over Additive
White Gaussian Noise (AWGN) channels. TCM and TTCM invoked Set Partitioning (SP) based signal
labelling, as will be discussed in the context of Figure 13.7in order to achieve a higher Euclidean distance
between the unprotected bits of the constellation, as we will show during our further discourse. It was
shown in [290] that parallel trellis transitions can be associated with the unprotected information bits; as
we will augment in Figure 13.2(b), this reduced the decodingcomplexity. Furthermore, in our TCM and
TTCM oriented investigations random symbol interleavers,rather than bit interleavers, were utilised, since
these schemes operate on the basis of symbol, rather than bit, decisions.

1Turbo Coding, Turbo Equalisation and Space-Time Coding
L.Hanzo, T.H. Liew, B.L. Yeap,
c©2002 John Wiley & Sons, Ltd. ISBN 0-470-84726-3
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Another coded modulation scheme distinguishing itself by utilising bit-based interleaving in conjunc-
tion with Gray signal constellation labelling is referred to as Bit-Interleaved Coded Modulation (BICM)
[84]. More explicitly, BICM combines conventional convolutional codes with several independent bit in-
terleavers, in order to increase the achievable diversity order to the binary Hamming distance of a code
for transmission over fading channels [84], as will be shownin Section 13.5.1. The number of parallel bit
interleavers equals the number of coded bits in a symbol for the BICM scheme proposed in [84]. The perfor-
mance of BICM is better than that of TCM over uncorrelated or perfectly interleaved narrowband Rayleigh
fading channels, but worse than that of TCM in Gaussian channels owing to the reduced Euclidean dis-
tance of the bit-interleaved scheme [84], as will be demonstrated in Section 13.5.1. Recently iterative joint
decoding and demodulation assisted BICM (BICM-ID) was proposed in an effort to further increase the
achievable performance [90,293–297], which uses SP-basedsignal labelling. The approach of BICM-ID is
to increase the Euclidean distance of BICM, as will be shown in Section 13.6, and hence to exploit the full
advantage of bit interleaving with the aid of soft-decisionfeedback-based iterative decoding [298].

In this chapter, we are going to study the properties of the above-mentioned TCM, TTCM, BICM and
BICM-ID schemes. Their performance will be evaluated in Section 13.7.

13.2 Trellis-Coded Modulation
The basic idea of TCM is that instead of sending a symbol formed by m information bits, for example two
information bits for 4-level Phase Shift Keying (4PSK), we introduce a parity bit, while maintaining the
same effective throughput of 2 bits/symbol by doubling the number of constellation points in the original
constellation to eight, i.e. by extending it to 8PSK. As a consequence, the redundant bit can be absorbed
by the expansion of the signal constellation, instead of accepting a50% increase in the signalling rate, i.e.
bandwidth. A positive coding gain is achieved when the detrimental effect of decreasing the Euclidean
distance of the neighbouring phasors is outweighted by the coding gain of the convolutional coding incor-
porated.

Ungerböck has written an excellent tutorial paper [299], which fully describes TCM, and which this
section is based upon. TCM schemes employ redundant non-binary modulation in combination with a finite
state Forward Error Correction (FEC) encoder, which governs the selection of the coded signal sequences.
Essentially the expansion of the original symbol set absorbs more bits per symbol than required by the data
rate, and these extra bit(s) are used by a convolutional encoder which restricts the possible state transitions
amongst consecutive phasors to certain legitimate constellations. In the receiver, the noisy signals are
decoded by a trellis-based soft-decision maximum likelihood sequence decoder. This takes the incoming
data stream and attempts to map it onto each of the legitimatephasor sequences allowed by the constraints
imposed by the encoder. The best fitting symbol sequence having the minimum Euclidean distance from
the received sequence is used as the most likely estimate of the transmitted sequence.

Simple four-state TCM schemes, where the four-state adjective refers to the number of possible states
that the encoder can be in, are capable of improving the robustness of 8PSK-based TCM transmission
against additive noise in terms of the required SNR by 3dB compared to conventional uncoded 4PSK
modulation. With the aid of more complex TCM schemes the coding gain can reach 6 dB [299]. As
opposed to traditional error correction schemes, these gains are obtained without bandwidth expansion, or
without the reduction of the effective information rate. Again, this is because the FEC encoder’s parity bits
are absorbed by expanding the signal constellation in orderto transmit a higher number of bits per symbol.
The term ‘trellis’ is used, because these schemes can be described by a state transition diagram similar to
the trellis diagrams of binary convolutional codes [300]. The difference is that in the TCM scheme the
trellis branches are labelled with redundant non-binary modulation phasors, rather than with binary code
symbols.

13.2.1 TCM Principle

We now illustrate the principle of TCM using the example of a four-state trellis code for 8PSK modulation,
since this relatively simple case assists us in understanding the principles involved.
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The partitioned signal set proposed by Ungerböck [290,299] is shown in Figure 13.1, where the binary
phasor identifiers are now not Gray encoded. Observe in the figure that the Euclidean distance amongst
constellation points is increased at every partitioning step. The underlined last two bits, namely bit 0 and
bit 1, are used for identifying one of the four partitioned sets, while bit 2 finally pinpoints a specific phasor
in each partitioned set.

The signal sets and state transition diagrams for (a) uncoded 4PSK modulation and (b) coded 8PSK
modulation using four trellis states are given in Figure 13.2, while the corresponding four-state encoder-
based modulator structure is shown in Figure 13.3. Observe that after differential encoding bit 2 is fed
directly to the 8PSK signal mapper, whilst bit 1 is half-rateconvolutionally encoded by a two-stage four-
state linear circuit. The convolutional encoder adds the parity bit, bit 0, to the sequence, and again these
two protected bits are used for identifying which constellation subset the bits will be assigned to, whilst the
more widely spaced constellation points will be selected according to the unprotected bit 2.

The trellis diagram for 4PSK is a trivial one-state trellis,which portrays uncoded 4PSK from the view-
point of TCM. Every connected path through the trellis represents a legitimate signal sequence where no
redundancy-related transition constraints apply. In bothsystems, starting from any state, four transitions
can occur, as required for encoding two bits/symbol. The four parallel transitions in the state trellis diagram
of Figure 13.2(a) do not restrict the sequence of 4PSK symbols that can be transmitted, since there is no
channel coding and therefore all trellis paths are legitimate. Hence the optimum detector can only make
nearest-phasor-based decisions for each individual symbol received. The smallest distance between the
4PSK phasors is

√
2, denoted asd0, and this is termed the free distance of the uncoded 4PSK constellation.

Each 4PSK symbol has two nearest neighbours at this distance. Each phasor is represented by a two-bit
symbol and transitions from any state to any other state are legitimate.

The situation for 8PSK TCM is a little less simplistic. The trellis diagram of Figure 13.2(b) is consti-
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tuted by four states according to the four possible states ofthe shift-register encoder of Figure 13.3, which
we represent by the four vertically stacked bold nodes. Following the elapse of a symbol period a new
two-bit input symbol arrives and the convolutional encoder’s shift register is clocked. This event is char-
acterised by a transition in the trellis from stateSn to stateSn+1, tracking one of the four possible paths
corresponding to the four possible input symbols.

In the four-state trellis of Figure 13.2(b) associated withthe 8PSK TCM scheme, the trellis transitions
occur in pairs and the states corresponding to the bold nodesare represented by the shift-register statesS0

n

andS1
n in Figure 13.3. Owing to the limitations imposed by the convolutional encoder of Figure 13.3 on the

legitimate set of consecutive symbols only a limited set of state transitions associated with certain phasor
sequence is possible. These limitations allow us to detect and to reject illegitimate symbol sequences,
namely those which were not legitimately produced by the encoder, but rather produced by the error-prone
channel. For example, when the shift register of Figure 13.3is in state (0,0), only the transitions to the
phasor points (0,2,4,6) are legitimate, whilst those to phasor points (1,3,5,7) are illegitimate. This is readily
seen, because the linear encoder circuit of Figure 13.3 cannot produce a non-zero parity bit from the zero-
valued input bits and hence the symbols (1,3,5,7) cannot be produced when the encoder is in the all-zero
state. Observe in the 8PSK constellation of Figure 13.2(b) that the underlined bit 1 and bit 0 identify four
twin-phasor subsets, where the phasors are opposite to eachother in the constellation and hence have a high
intra-subset separation. The unprotected bit 2 is then invoked for selecting the required phasor point within
the subset. Since the redundant bit 0 constitutes also one ofthe shift-register state bits, namelyS0

n, from the
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initial states of (S1
n,S0

n) = (0,0) or (1,0) only the even-valued phasors (0,2,4,6) having S0
n = 0 can emerge,

as also seen in Figure 13.2(b). Similarly, if we have (S1
n,S0

n) = (0,1) or (1,1) associated withS0
n = 1 then

the branches emerging from these lower two states of the trellis in Figure 13.2(b) can only be associated
with the odd-valued phasors of (1,3,5,7).

There are other possible codes, which would result in for example four distinct transitions from each
state to all possible successor states, but the one selectedhere proved to be the most effective [299]. Within
the 8PSK constellation we have the following distances:d0 = 2 sin(π/8), d1 =

√
2 andd2 = 2. The

8PSK signals are assigned to the transitions in the four-state trellis in accordance with the following rules:

1) Parallel trellis transitions are associated with phasors having the maximum possible distance, namely
(d2), between them, which is characteristic of phasor points inthe subsets (0,4), (1,5), (2,6) and (3,7).
Since these parallel transitions belong to the same subset of Figure 13.2(b) and are controlled by the
unprotected bit 2, symbols associated with them should be asfar apart as possible.

2) All four-state transitions originating from, or merginginto, any one of the states are labelled with
phasors having a distance ofat leastd1 =

√
2 between them. These are the phasors belonging to

subsets (0,2,4,6) or (1,3,5,7).

3) All 8PSK signals are used in the trellis diagram with equalprobability.

Observe that the assignment of bits to the 8PSK constellation of Figure 13.2(b) does not obey Gray cod-
ing and hence adjacent phasors can have arbitrary Hamming distances between them. The bit mapping and
encoding process employed was rather designed for exploiting the high Euclidean distances between sets of
points in the constellation. The underlined bit 1 and bit 0 ofFigure 13.2(b) representing the convolutional
codec’s output are identical for all parallel branches of the trellis. For example, the branches labelled with
phasors 0 and 4 between the identical consecutive states of (0,0) and (0,0) are associated with (bit 1)=0 and
(bit 0)=0, while the uncoded bit 2 can be either ‘0’ or ‘1’, yielding the phasors 0 and 4, respectively. How-
ever, owing to appropriate code design this unprotected bithas the maximum protection distance, namely
d2 = 2, requiring the corruption of phasor 0 into phasor 4, in orderto inflict a single bit error in the position
of bit 2.

The effect of channel errors exhibits itself at the decoder by diverging from the trellis path encountered
in the encoder. Let us consider the example of Figure 13.4, where the encoder generated the phasors 0-0-0
commencing from state (0,0), but owing to channel errors thedecoder’s trellis path was different from this,
since the phasor sequence 2-1-2 was encountered. The so-called free distance of a TCM scheme can be
computed as the lower one of two distances. Namely, the Euclidean distances between the phasors labelling
the parallel branches in the trellis of Figure 13.2(b) associated with the uncoded bit(s), which isd2 = 2
in our example, as well as the distances between trellis paths diverging and remerging after a number of
consecutive trellis transitions, as seen in Figure 13.4 in the first and last of the four consecutive (0,0) states.
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Figure 13.4: Diverging trellis paths for the computation ofdfree. The parallel paths labelled by the sym-
bols 0 and 4 are associated with the uncoded bits ‘0’ and ‘1’, respectively, as well as with the
farthest phasors in the constellation of Figure 13.2(b).

The lower one of these two distances characterises the errorresilience of the underlying TCM scheme, since
the error event associated with it will be the one most frequently encountered owing to channel effects.
Specifically, if the received phasors are at a Euclidean distance higher than half of the code’s free distance
from the transmitted phasor, an erroneous decision will be made. It is essential to ensure that by using an
appropriate code design the number of decoded bit errors is minimised in the most likely error events, and
this is akin to the philosophy of using Gray coding in a non-trellis-coded constellation.

The Euclidean distance between the phasors of Figure 13.2(b) associated with the parallel branches
is d2 = 2 in our example. The distance between the diverging trellis paths of Figure 13.2(b) la-
belled by the phasor sequences of 0-0-0 and 2-1-2 following the states{(0,0),(0,0),(0,0),(0,0)} and
{(0,0),(0,1),(1,0),(0,0)} respectively, portrayed in Figure 13.4, is inferred from Figure 13.2(b) asd1-d0-
d1. By inspecting all the remerging paths of the trellis in Figure 13.2(b) we infer that this diverging path has
the shortest accumulated Free Euclidean Distance (FED) that can be found, since all other diverging paths
have higher accumulated FED from the error-free 0-0-0 path.Furthermore, this is the only path having the
minimum free distance of

p

d2
1 + d2

0 + d2
1. More specifically, the free distance of this TCM sequence is

given by:

dfree = min{d2;
q

d2
1 + d2

0 + d2
1} (13.1)

= min{2;
r

2 + (2. sin
π

8
)2 + 2}. (13.2)

Explicitly, since the term under the square root in Equation13.2 is higher thand2 = 2, the free distance
of this TCM scheme is given ultimately by the Euclidean distance between the parallel trellis branches
associated with the uncoded bit 2, i.e.:

dfree = 2. (13.3)

The free distance of the uncoded 4PSK constellation of Figure 13.2(a) wasd0 =
√

2 and hence the
employment of TCM has increased the minimum distance between the constellation points by a factor of
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Figure 13.5: Ungerböck’s RSC encoder and modulator forming the TCM encoder. The SP-based mapping
of bits to the constellation points was highlighted in Figure 13.1.

g =
d2

free

d2
0

= 22

(
√

2)2
= 2, which corresponds to 3 dB. There is only one nearest-neighbour phasor at

dfree = 2, corresponding to theπ-rotated phasor in Figure 13.2(b). Consequently the phasorarrangement
can be rotated byπ, whilst retaining all of its properties, but other rotations are not admissible.

The number of erroneous decoded bits induced by the diverging path 2-1-2 is seen from the phasor
constellation of Figure 13.2(b) to be 1-1-1, yielding a total of three bit errors. The more likely event of a
bit 2 error, which is associated with a Euclidean distance ofd2 = 2, yields only a single bit error.

Soft-decision-based decoding can be accomplished in two steps. The first step is known as subset de-
coding, where within each phasor subset assigned to parallel transitions, i.e. to the uncoded bit(s), the
phasor closest to the received channel output in terms of Euclidean distance is determined. Having re-
solved which of the parallel paths was more likely to have been encountered by the encoder, we can remove
the parallel transitions, hence arriving at a conventionaltrellis. In the second step the Viterbi algorithm
is used for finding the most likely signal path through the trellis with the minimum sum of squared Eu-
clidean distances from the sequence of noisy channel outputs received. Only the signals already selected
by the subset decoding are considered. For a description of the Viterbi algorithm the reader is referred to
references [32,301].

13.2.2 Optimum TCM Codes

Ungerböck’s TCM encoder is a specific convolutional encoder selected from the family of Recursive Sys-
tematic Convolutional (RSC) codes [290], which attaches one parity bit to each information symbol. Only
m̃ out ofm information bits are RSC encoded and hence only2m̃ branches will diverge from and merge into
each trellis state. When not all information bits are RSC encoded, i.e.m̃ < m, 2m−m̃ parallel transitions
are associated with each of the2m̃ branches. Therefore a total of2m̃× 2m−m̃ = 2m transitions occur at each
trellis stage. The memory lengthK of a code defines the number of shift-register stages in the encoder.
Figure 13.5 shows the TCM encoder using an eight-state Ungerböck code [290], which has a high FED for
the sake of attaining a high performance over AWGN channels.It is a systematic encoder, which attaches an
extra parity bit to the original 2-bit information word. Theresulting 3-bit codewords generated by the 2-bit
input binary sequence are then interleaved by a symbol interleaver in order to disperse the bursty symbol
errors induced by the fading channel. Then, these 3-bit codewords are modulated onto one of the23 = 8
possible constellation points of an 8PSK modulator.

The connections between the information bits and the modulo-2 adders, as shown in Figure 13.5, are
given by the generator polynomials. The coefficients of these polynomials are defined as:

Hj(D) := hj
K .DK + hj

K−1.D
K−1 + . . . + hj

1.D + hj
0, (13.4)

whereD represents the delay due to one register stage. The coefficient hj
i takes the value of ‘1’, if there

is a connection at a specific encoder stage or ‘0’, if there is no connection. The polynomialH0(D) is the
feedback generator polynomial andHj(D) for j ≤ 1 is the generator polynomial associated with thejth
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Code State m̃ H0(D) H1(D) H2(D)

4QAM 8 1 13 06 -
4QAM 64 1 117 26 -
8PSK 8 2 11 02 04
8PSK 32 2 45 16 34
8PSK 64 2 103 30 66
8PSK 128 2 277 54 122
8PSK 256 2 435 72 130

16QAM 64 2 101 16 64

Table 13.1:Ungerböck’s TCM codes [290,299,302,303].

information bit. Hence, the generator polynomial of the encoder in Figure 13.5 can be described in binary
format as:

H0(D) = 1001

H1(D) = 0010

H2(D) = 0100,

or equivalently in octal format as:

H(D) =
ˆ

H0(D) H1(D) H2(D)
˜

=
ˆ

11 02 04
˜

. (13.5)

Ungerböck suggested [290] that all feedback polynomials should have coefficientsh0
K = h0

0 = 1. This
guarantees the realisability of the encoders shown in Figures 13.3 and 13.5. Furthermore, all generator
polynomials should also have coefficientshj

K = hj
0 = 0 for j > 0. This ensures that at timen the input

bits of the TCM encoder have no influence on the parity bit to begenerated, nor on the input of the first
binary storage element in the encoder. Therefore, whenevertwo paths diverge from or merge into a common
state in the trellis, the parity bit must be the same for thesetransitions, whereas the other bits differ in at least
one bit [290]. Phasors associated with diverging and merging transitions therefore have at least a distance
of d1 between them, as can be seen from Figure 13.2(b). Table 13.1 summarises the generator polynomials
of some TCM codes, which were obtained with the aid of an exhaustive computer search conducted by
Ungerböck [299], wherẽm (≤ m) indicates the number of information bits to be encoded, outof the m
information bits in a symbol.

13.2.3 TCM Code Design for Fading Channels

It was shown in Section 13.2.1 that the design of TCM for transmission over AWGN channels is motivated
by the maximisation of the FED,dfree. By contrast, the design of TCM concerned for transmission over
fading channels is motivated by minimising the length of theshortest error event path and the product of
the branch distances along that particular path [291].

The average bit error probability of TCM using M-ary PSK (MPSK) [290] for transmission over Rician
channels at high SNRs is given by [291]:

Pb
∼= 1

B
C

 

(1 + K̄)e−K̄

Es/N0

!L

; Es/N0 ≫ K̄ (13.6)

whereC is a constant that depends on the weight distribution of the code, which quantifies the number of
trellises associated with all possible Hamming distances measured with respect to the all-zero path [49]. The
variableB in Equation 13.6 is the number of binary input bits of the TCM encoder during each transmission
interval, whileK̄ is the Rician fading parameter [49] andEs/N0 is the channel’s symbol energy to noise
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Figure 13.6: Ungerböck’s eight-state 8PSK code.

spectral density ratio. Furthermore,L is the ‘length’ of the shortest error event path which is expressed
in terms of the number of trellis stages encountered before remerging with the all-zero path. It is clear
from Equation 13.6 thatPb varies inversely proportionally with(Es/N0)

L and this ratio can be increased
by increasing the code’s diversity [291], which was defined in [304] as the ‘length’L of the shortest error
event path or the Effective Code Length (ECL). More specifically, in [304], the authors pointed out that the
shortest error event paths are not necessarily associated with the minimum accumulated FED error events.
For example, let the all-zero path be the correct path. Then the code characterised by the trellis seen in
Figure 13.6 exhibits a minimum squared FED of:

d2
free = d2

1 + d2
0 + d2

1

= 4.585, (13.7)

from the 0-0-0 path associated with the transmission of three consecutive 0 symbols from the path labelled
with the transmitted symbols of 6-7-6. However, this is not the shortest error event path, since its length is
L = 3, which is longer than the path labelled with transmitted symbols of 2-4, which has a length ofL = 2
and a FED ofd2

free = d2
1 + d2

0 + d2
1 = 6. Hence, the ‘length’ of the shortest error event path isL = 2 for

this code, which, again, has a squared Euclidean distance ofd2
1 + d2

2 = 6. In summary, the number of bit
errors associated with the aboveL = 3 andL = 2 shortest error event paths is seven and two, respectively,
clearly favouring theL = 2 path, which had a higher accumulated FED of 6 than that of the 4.585 FED of
theL = 3 path. Hence, it is worth noting that if the code was designed based on the minimum FED, it may
not minimise the number of bit errors. Hence, as an alternative design approach, in Section 13.5 we will
study BICM, which relies on the shortest error event pathL or the bit-based Hamming distance of the code
and hence minimises the BER.

The design of coded modulation schemes is affected by a variety of factors. A high squared FED is
desired for AWGN channels, while a high ECL and a high minimumproduct distance are desired for fading
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Figure 13.7: Set partitioning of a 16QAM signal constellation. The minimum Euclidean distance at a par-
tition level is denoted by the line between the signal points[290] c©IEEE, 1982, Ungerböck.

channels [291]. In general, a code’s diversity or ECL is quantified in terms of the shortest error event path
L, which may be increased for example by simple repetition coding, although at the cost of reducing the
effective data rate proportionately. Alternatively, space-time-coded multiple transmitter/receiver structures
can be used, which increase the scheme’s cost and complexity. Finally, simple interleaving can be invoked,
which induces latency. In our approach, symbol-based interleaving is employed in order to increase the
code’s diversity.

13.2.4 Set Partitioning

As we have seen in Figure 13.4, if higher-order modulation schemes, such as 16-level Quadrature Amplitude
Modulation (16QAM) or 64QAM, are used, parallel transitions may appear in the trellis diagram of the
TCM scheme, when not all information bits are convolutionalchannel encoded or when the number of
states in the convolutional encoder has to be kept low for complexity reasons. As noted before, in order to
avoid encountering high error probabilities, the paralleltransitions should be assigned to constellation points
exhibiting a high Euclidean distance. Ungerböck solved this problem by introducing the set partitioning
technique. Specifically, the signal set is split into a number of subsets, such that the minimum Euclidean
distance of the signal points in the new subset is increased at every partitioning step.

In order to elaborate a little further, Figure 13.7 illustrates the set partitioning of 16QAM. Here we used
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the R = 3
4
-rate code of Table 13.1. This is a relatively high-rate code, which would not be sufficiently

powerful if we employed it for protecting all three originalinformation bits. Moreover, if we protect for
example two out of the three information bits, we can use a more potent2

3
-rate code for the protection of

the more vulnerable two information bits and leave the most error-resilient bit of the 4-bit constellation
unprotected. This is justifiable, since we can observe in Figure 13.7 that the minimum Euclidean distance
of the constellation points increases from Level 0 to Level 3of the constellation partitioning tree. This
indicates that the bits labelling or identifying the specific partitions have to be protected by the RSC code,
since they label phasors that have a low Euclidean distance.By contrast, the intra-set distance at Level 3
is the highest, suggesting a low probability of corruption.Hence the corresponding bit, bit 3, can be left
unprotected. The partitioning in Figure 13.7 can be continued, until there is only one phasor or constellation
point left in each subset. The intra-subset distance increases as we traverse down the partition tree. The first
partition level,Level 0, is labelled by the parity bit, and the next two levels by the coded bits. Finally, the
uncoded bit labels the lowest level,Level 3, in the constellation, which has the largest minimum Euclidean
distance.

Conventional TCM schemes are typically decoded/demodulated with the aid of the appropriately mod-
ified Viterbi Algorithm (VA) [305]. Furthermore, the VA is a maximum likelihood sequence estimation
algorithm, which does not guarantee that the Symbol Error Ratio (SER) is minimised, although it achieves
a performance near the minimum SER. By contrast, the symbol-based MAP algorithm [92] guarantees the
minimum SER, albeit at the cost of a significantly increased complexity. Hence the symbol-based MAP
algorithm has been used for the decoding of TCM sequences. Wewill, however, in Section 13.4, also con-
sider Turbo TCM (TTCM), where instead of the VA-based sequence estimation, symbol-by-symbol-based
soft information has to be exchanged between the TCM decoders of the TTCM scheme. Hence in the next
section we will present the symbol-based MAP algorithm.

13.3 The Symbol-based MAP Algorithm

In this section, the non-binary or symbol-based MAP decoding algorithm will be presented. The non-binary
MAP algorithm was proposed in [92], while the binary MAP algorithm was first presented in [11] and it has
been described in detail in Section 3.3.3. In our forthcoming discourse we useP (e) to denote the probability
of the evente, and, given a received symbol sequencey of lengthN , the received channel output symbol
yk associated with the present transition,y

j<k
, is constituted by the symbol sequence received prior to the

present transition, as seen in Figure 13.9 below. Similarly, the symbol sequencey
j>k

received after the
present transition is shown in Figure 13.9. We note here in closing that while in Section 3.3.3y

k
associated

with the present transition was a codeword of lengthn, in the context of the symbol-based MAP algorithm
of this sectionyk denotes a channel output sample representing a specific received symbol.

13.3.1 Problem Description

The problem that the MAP algorithm has to solve is presented in Figure 13.8. An information source pro-
duces a sequence ofN information symbolsuk, k = 1, 2, . . . , N . Each information symbol can assumeM
different values, i.e.uk ∈ {0, 1, . . . , M−1}, whereM is typically a power of two, so that each information
symbol carriesm = log2M information bits. We assume here that the symbols are to be transmitted over
an AWGN channel. To this end, them-bit symbols are first fed into an encoder for generating a sequence
of N channel symbolsxk ∈ X, whereX denotes the set of complex values belonging to some phasor
constellations such as an increased-order QAM or PSK constellation, havingM̄ possible values carrying
m̄ = log2M̄ bits. Again, the channel symbols are transmitted over an AWGN channel and the received
symbols are:

yk = xk + nk, (13.8)

wherenk represents the complex AWGN samples. The received symbols are fed to the decoder, which
has the task of producing an estimateûk of the2m-ary information sequence, based on the2m̄-ary received
sequence, wherēm > m. If the goal of the decoder is that of minimising the number ofsymbol errors,
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where a symbol error occurs whenuk 6= ûk, then the best decoder is the MAP decoder [11]. This de-
coder computes the A-Posteriori Probability (APP)Ak,m for every2m-ary information symboluk that the
information symbol value wasm given the received sequence, i.e. computesAk,m = p(uk = m|y), for
m = 0, 1, . . . , M − 1, k = 1, 2, . . . , N . Then it decides that the information symbol was the one having
the highest probability, i.e.̂uk = m if Ak,m ≥ Ak,i for i = 0 . . . M−1. In order to realise a MAP decoder
one has to devise a suitable algorithm for computing the APP.

Encoder Channel Decoder
ũkuk xk yk

Figure 13.8: The transmission system.

In order to compute the APP, we must specify how the encoder operates. We consider a trellis encoder.
The operation of a trellis encoder can be described by its trellis. The trellis seen in Figure 13.9 is constituted
by (N + 1) · S nodes arranged in(N + 1) columns ofS nodes. There areM branches emerging from
each node, which arrive at nodes in the immediately following column. The trellis structure repeats itself
identically between each pair of columns.
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Figure 13.9: The non-binary trellis and its labelling, where there areM branches emerging from each node.
(The binary trellis for the binary MAP algorithms is illustrated in Figure 3.6, where there are
only two possible branches emerging from each node.)

It is possible to identify a set of paths originating from thenodes in the first column and terminating in
a node of the last column. Each path will comprise exactlyN branches. When employing a trellis encoder,
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the input sequence unambiguously determines a single path in the trellis. This path is identified by labelling
theM branches emerging from each node by theM possible values of the original information symbols,
although only the labelling of the first branch atm = 0 and the last branch atm = M − 1 IS shown in
Figure 13.9 owing to space limitations. Then, commencing from a specified node in the first column, we
use the first input symbol,u1, to decide which branch is to be chosen. Ifu1 = m, we choose the branch
labelled withm, and move to the corresponding node in the second column thatthis branch leads to. In this
node we use the second information symbol,u2, for selecting a further branch and so on. In this way the
information sequence identifies a path in the trellis. In order to complete the encoding operation, we have
to produce the symbols to be transmitted over the channel, namely x1, x2, . . . , xN from the information
symbolsu1, u2, . . . , uN . To this end we add a second label to each branch, which is the corresponding
phasor constellation point that is transmitted when the branch is encountered.

In a trellis it is convenient to attach a time index to each column, from0 to N , and to number the
nodes in each column from0 to S − 1. This allows us to introduce the concept of trellis states attime k.
Specifically, during the encoding process, we say that the trellis is in states at timek, and writeSk = s, if
the path determined by the information sequence crosses thesth node of thekth column. There is a branch
leading from stateSk−1 = s̀ to stateSk = s, which is encountered if the input symbol isuk = m, and
the corresponding transmitted symbol isxk. The aim of the MAP decoding algorithm is to find the path
in the trellis that is associated with the most likely transmitted symbols, i.e. that of minimising the SER.
By contrast, the VA-based detection of TCM signals aims to identify the most likely transmitted symbol
sequence, which does not automatically guarantee attaining the minimum SER.

13.3.2 Detailed Description of the Symbol-based MAP Algorithm

Having described the problem to be solved by the MAP decoder and the encoder structure, we now seek an
algorithm capable of computing the APP, i.e.Ak,m = P (uk = m|y). The easiest way of computing these
probabilities is by determining the sum of a different set ofprobabilities, namelyP (uk = m ∧ Sk−1 =
s̀ ∧ Sk = s|y), where, again,y denotes the received symbol sequence. This is because we candevise a
recursive way of computing the second set of probabilities as we traverse through the trellis from state to
state, which reduces the detection complexity. Thus we write:

Ak,m = P (uk = m|y) =
X

all s̀,s

P (uk = m ∧ Sk−1 = s̀ ∧ Sk = s|y), (13.9)

where the summation implies adding all probabilities associated with the nodes̀s ands labelled byuk = m
and the problem is now that of computingP (uk = m ∧ Sk−1 = s̀ ∧ Sk = s|y). As a preliminary
consideration we note that this probability is zero, if the specific branch of the trellis emerging from states̀
and merging into states is not labelled with the input symbolm. Hence, we can eliminate the corresponding
terms of the summation. Thus, we can rewrite Equation 13.9 as:

Ak,m =
X

(s̀,s)⇒
uk=m

P (Sk−1 = s̀ ∧ Sk = s|y), (13.10)

where(s̀, s)⇒ uk = m indicates the specific set of transitions emerging from the previous stateSk−1 = s̀
to the present stateSk = s that can be encountered when the input symbol isuk = m. If the transitions
(s̀, s) ⇒ uk = m exist, then we can compute the probabilitiesP (Sk−1 = s̀ ∧ Sk = s|y), using Bayes’
rule, as:

P (s̀ ∧ s|y) =
1

P (y)
· P (s̀ ∧ s ∧ y). (13.11)

Using Equations 3.18 to 3.20 of Section 3.3.3.1, we can rewrite Equation 13.11 as:

P (s̀ ∧ s|y) =
1

P (y)
· βk(s) · γk(s̀, s) · αk−1(s̀), (13.12)
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where:

αk−1(s̀) = P (Sk−1 = s̀ ∧ y
j<k

)

βk(s) = P (y
j>k
|Sk = s) (13.13)

γk(s̀, s) = P ({yk ∧ Sk = s}|Sk−1 = s̀)

similar to those in Equations 3.21, 3.22 and 3.23 for the binary MAP algorithm, except for the slight
differences that will be discussed during our discourse below. More specifically, in Sections 3.3.3.2 and
3.3.3.3 we have shown how theαk−1(s̀) values and theβk(s) values can be efficiently computed using
theγk(s̀, s) values. However, the computation of theγk(s̀, s) values in the symbol-based MAP is different
from that of the binary MAP. In our forthcoming discourse we study theγk(s̀, s) values and further simplify
Equation 13.10.

Upon substituting Equation 13.12 into Equation 13.10 we have:

Ak,m = C1
k ·

X

(s̀,s)⇒
uk=m

βk(s) · γk(s̀, s) · αk−1(s̀), (13.14)

whereC1
k = 1

p(y)
is a common normalisation factor. The first simplification isto note that we do not

necessarily need the exactAk,m values, only their ratios. In fact, for a fixed time instantk, the vector
Ak,m, which is a vector of probabilities, has to sum to unity. Thus, by normalising the sum in Equation
13.10 to unity, we can compute the exact value ofAk,m from Āk,m with the aid of:

Ak,m = Ck · Āk,m. (13.15)

For this reason we can omit the common normalisation factor of C1
k in Equation 13.14.

Let us now consider the termγk(s̀, s) of Equation 13.14, which can be rewritten using Bayes’ rule as:

γk(s̀, s) = P ({yk ∧ s}|s̀)
= P (yk|{s̀ ∧ s}) · P (s|s̀)
= P (yk|{s̀ ∧ s}) · P (m), (13.16)

whereuk = m is the input symbol necessary to cause the transition from stateSk−1 = s̀ to stateSk = s,
andP (m) is the a-priori probability of this symbol. Let us now study the multiplicative terms at the right of
Equation 13.16, whereP (yk|{s̀ ∧ s}) is the probability that we receiveyk when the branch emerges from
stateSk−1 = s̀ of Figure 13.9 to stateSk = s. When this branch is encountered, the symbol transmitted is
xk, as seen in Figure 13.9. Thus, the probability of receiving the sampleyk, given that the previous state
wasSk−1 = s̀ and the current state isSk = s, can be written as:

P (yk|{s̀ ∧ s}) = p(yk|xk). (13.17)

By remembering thatyk = xk + nk, wherenk is the complex AWGN, we can compute Equation 13.17
as [306]:

P (yk|{s̀ ∧ s}) =
1

2πσ2
· e−

|yk−xk|2

2σ2

= C2
k · ηk(s̀, s), (13.18)

whereσ2 = N0/2 is the noise’s variance,N0 is the noise’s Power Spectral Density (PSD),C2
k = 1

2πσ2

andηk(s̀, s) = e
−|yk−xk|2

2σ2 . In verbal terms, Equation 13.18 indicates that the probability expressed in
Equation 13.17 is a function of the distance between the received noisy sampleyk and the transmitted
noiseless samplexk. Observe in Equation 13.18 that we can drop the multiplicative factor ofC2

k = 1
2πσ2 ,

since it constitutes another scaling factor. As to the second multiplicative term on the right-hand side of
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Equation 13.16, note thatp(uk = m|Sk−1 = s̀) = p(uk = m), since the original information to be
transmitted is independent of the previous trellis state. The probabilities:

Πk,m = p(uk = m) (13.19)

are the a-priori probabilities of the information symbols.Typically the information symbols are independent
and equiprobable, henceΠk,m = 1/M . However, if we have some prior knowledge about the transmitted
symbols, this can be used as their a-priori probability. As we will see, a turbo decoder will have some
a-priori knowledge about the transmitted symbols after thefirst iteration. We now rewrite Equation 13.16
using Equations 13.18 and 13.19 as:

γk(s̀, s) = C2
k ·Πk,m · ηk(s̀, s).ηk(j, m). (13.20)

Then, by substituting Equation 13.20 into Equation 13.14 and and exchanging the order of summations we
can portray the APPs in their final form, yielding:

Ak,m = Ck ·Πk,m ·
X

(s̀,s)⇒
uk=m

βk(s) · αk−1(s̀) · ηk(s̀, s), (13.21)

whereCk = C1
k · C2

k is a common scaling factor at instantk that can be dropped for the sake of simplicity
without any ambiguity. Therefore, we only have to considerĀk,m of Equation 13.15, yielding:

Āk,m = Πk,m ·
X

(s̀,s)⇒
uk=m

βk(s) · αk−1(s̀) · ηk(s̀, s). (13.22)

The symbol-based MAP algorithm can be evaluated also in the logarithmic domain (log-domain) for the
sake of reducing the computational complexity and for mitigating the numerical stability problems associ-
ated with the MAP algorithm [11], when processing small numbers representing the associated probabili-
ties. The modifications of the symbol-based MAP algorithm required for transforming it to the log-domain
are similar to that of the binary MAP algorithm, which was discussed in Section 3.3.5.

13.3.3 Symbol-based MAP Algorithm Summary
Let us now summarise the operations of the symbol-based MAP algorithm using Figure 13.10. We assume
that the a-priori probabilitiesΠk,m in Equation 13.19 were known. These are either all equal to1/M or
constituted by additional external information. The first step is to compute the set of probabilitiesηk(s̀, s)
from Equation 13.18 as:

ηk(s̀, s) = e
− |yk−xk|2

2σ2 . (13.23)

From these and the a-priori probabilities, theγk(s̀, s) values are computed according to Equation 13.20 as:

γk(s̀, s) = Πk,m · ηk(s̀, s). (13.24)

The above values are then used to recursively compute the valuesαk−1(s̀) employing Equation 3.25 as:

αk(s) =
X

all s̀

γk(s̀, s) · αk−1(s̀), (13.25)

and the valuesβk(s) using Equation 3.28 as:

βk−1(s̀) =
X

all s

βk(s) · γk(s̀, s). (13.26)

Finally, the APP can be obtained using Equation 13.22:

Āk,m = Πk,m ·
X

(s̀,s)⇒
uk=m

βk(s) · αk−1(s̀) · ηk(s̀, s). (13.27)
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Figure 13.10:Summary of the symbol-based MAP algorithm operations. (Thesummary of the LLR-based
binary MAP algorithm operations is shown in Figure 3.8.)

When considering the implementation of the MAP algorithm, one can opt for computing and storing
the ηk(s̀, s) values, and use these values together with the a-priori probabilities for determining the val-
uesγk(s̀, s) during decoding. In order to compute the probabilitiesηk(s̀, s) it is convenient to separately
evaluate the exponential function of Equation 13.23 for every k and for every possible value of the trans-
mitted symbol. As described in Section 13.3.1, a sequence ofN information symbols was produced by
the information source and each information symbol can assumeM possible values, while the number of
encoder states isS. There areM̄ = 2 ·M possible transmitted symbols, since the size of the original signal
constellation was doubled by the trellis encoder. ThusN · 2 ·M evaluations of the exponential function
of Equation 13.23 are needed. Using the online computation of theγk(s̀, s) values, two multiplications are
required for computing one additive term in each of Equations 13.25 and 13.26, and there areN ·S terms to
be computed, each requiringM terms to be summed. Hence2 · N · M · S multiplications andN ·M ·S
additions are required for computing the forward recursionα or the backward recursionβ. Approximately
three multiplications are required for computing each additive term in Equation 13.27, and there areN ·M
terms to be computed, each requiringS terms to be summed. Hence, the total implementational complexity
entails7 ·N ·M ·S multiplications,3 ·N ·M ·S summations andN ·2 ·M exponential function evaluations,
which is directly proportional to the lengthN of the transmitted sequence, to the number of code statesS
and to the number of different valuesM assumed by the input symbols.

The computational complexity can be reduced by implementing the algorithm in the log-domain, where
the evaluation of the exponential function in Equation 13.23 is avoided. The multiplications and additions
in Equations 13.24 to 13.27 are replaced by additions and Jacobian comparisons, respectively. Hence the
total implementational complexity imposed is7 ·N ·M ·S additions and3 ·N ·M ·S Jacobian comparisons.

When implementing the MAP decoder presented here it is necessary to control the dynamic range of the
likelihood terms computed in Equations 13.25 to 13.27. Thisis because these values tend to become lower
and lower owing to the multiplication of small values. The dynamic range can be controlled by normalising
the sum of theαk(s) and theβk(s) values to unity at every particulark symbol. The resulting symbol
values will not be affected, since the normalisation only affects the scaling factorsCk in Equation 13.15.
However, this problem can be avoided when the MAP algorithm is implemented in the log-domain.

To conclude, let us note that the MAP decoder presented here is suitable for the decoding of finite-
length, preferably short, sequences. When long sequences are transmitted, the employment of this decoder
is impractical, since the associated memory requirements increase linearly with the sequence length. In this
case the MAP decoder has to be modified. A MAP decoder designedfor long sequences was first presented
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Figure 13.11:Schematic of the TTCM encoder. The selector enables the transmission of the information
bits only once and selects alternative parity bits from the constituent encoders seen at the top
and bottom [92]c©IEEE, 1998, Robertson and Wörz.

in [307]. An efficient implementation, derived by adapting the algorithm of [11], was proposed by Piazzo
in [308]. Having described the symbol-based MAP algorithm,let us now consider Turbo TCM (TTCM)
and the way it invokes the MAP procedure.

13.4 Turbo Trellis-coded Modulation

13.4.1 TTCM Encoder

It is worth describing the signal set dimensionality (D̄) [309, 310] before we proceed. For a specific2D̄
code, we have one2D̄ symbol per codeword. For a general multidimensional code having a dimensionality
of D = 2 · n wheren > 0 is an integer, oneDD̄ codeword is comprised ofn 2D̄ sub-codewords. The
basic concept of the multidimensional signal mapping [309]is to assign more than one2D̄ symbol to one
codeword, in order to increase the spectral efficiency, which is defined as the number of information bits
transmitted per channel symbol. For instance, a2D̄ 8PSK TCM code seen in Table 13.2 mapsn = D

2
= 1

three-bit2D̄ symbol to one2D̄ codeword, where the number of information bits per2D̄ codeword is
m = 2 yielding a spectral efficiency ofm/n = 2 information bits per symbol. However, a4D̄ 8PSK
TCM code seen in Table 13.2 mapsn = D

2
= 2 three-bit2D̄ symbols to one six-bit4D̄ codeword using

the mapping rule of [309], where the number of information bits per4D̄ codeword ism = 5, yielding a
spectral efficiency ofm/n = 2.5 information bits per symbol. However, during our further discourse we
only consider2D̄ signal sets.

Employing TTCM [92] avoids the obvious disadvantage of rateloss that one would incur when applying
the principle of parallel concatenation to TCM without invoking puncturing. Specifically, this is achieved
by puncturing the parity information in a particular manner, so that all information bits are sent only once,
and the parity bits are provided alternatively by the two component TCM encoders. The TTCM encoder is
shown in Figure 13.11, which comprises two identical TCM encoders linked by a symbol interleaver.

Let the memory of the interleaver beN symbols. The number of modulated symbols per block isN.n,
wheren = D

2
is an integer andD is the number of dimensions of the signal set. The number of information

bits transmitted per block isN.m, wherem is the number of information bits per symbol. The encoder is
clocked at a rate ofn.T , whereT is the symbol duration of each transmitted2(m+1)/n-ary2D̄ symbol. At
each step,m information bits are input to the TTCM encoder andn symbols each constituted bym +1 bits
are transmitted, yielding a coding rate ofm

m+1 .
Each component TCM encoder consists of an Ungerböck encoder and a signal mapper. The first TCM

encoder operates on the original input bit sequence, while the second TCM encoder manipulates the inter-
leaved version of the input bit sequence. The signal mapper translates the codewords into complex symbols
using the SP-based labelling method of Section 13.2.4. A complex symbol represents the amplitude and
phase information passed to the modulator in the system seenin Figure 13.11. The complex output symbols
of the signal mapper at the bottom of Figure 13.11 are symbol de-interleaved according to the inverse op-
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Code m̃ H0(D) H1(D) H2(D) H3(D) d2
free/△2

0

2D̄, 8PSK, 4 states 2 07 02 04 -
2D̄, 8PSK, 8 states 2 11 02 04 - 3
4D̄, 8PSK, 8 states 2 11 06 04 - 3
2D̄, 8PSK, 16 states 2 23 02 10 - 3
4D̄, 8PSK, 16 states 2 23 14 06 - 3
2D̄, 16QAM, 8 states 3 11 02 04 10 2
2D̄, 16QAM, 16 states 3 21 02 04 10 3
2D̄, 64QAM, 8 states 2 11 04 02 - 3
2D̄, 64QAM, 16 states 2 21 04 10 - 4

Table 13.2: ‘Punctured’ TCM codes exhibiting the best minimum distancefor 8PSK, 16QAM and 64QAM,
where octal format is used for specifying the generator polynomials [92] c©IEEE, 1998,
Robertson and Wörz. The notation̄D denotes the dimensionality of the code while△2

0 de-
notes the squared Euclidean distance of the signal set itself andd2

free denotes the squared FED
of the TCM code.

eration of the interleaver. Again, the interleaver and de-interleaver are symbol interleavers [311]. Owing to
invoking the de-interleaver of Figure 13.11 at the output ofthe component encoder seen at the bottom, the
TTCM codewords of both component encoders have identical information bits before the selector. Hence,
the selector that alternatively selects the symbols of the upper and lower component encoders is effectively
a puncturer that punctures the parity bits of the output symbols.

The output of the selector is then forwarded to the channel interleaver, which is, again, another symbol
interleaver. The task of the channel interleaver is to effectively disperse the bursty symbol errors experi-
enced during transmission over fading channels. This increases the diversity order of the code [291, 304].
Finally, the output symbols are modulated and transmitted through the channel.

Table 13.2 shows the generator polynomials of some component TCM codes that can be employed
in the TTCM scheme. These generator polynomials were obtained by Robertson and Wörz [92] using an
exhaustive computer search of all polynomials and finding the one that maximises the minimal Euclidean
distance, taking also into account the alternative selection of parity bits for the TTCM scheme. In Table 13.2,
m̃ denotes the number of information bits to be encoded out of the totalm information bits in a symbol,△2

0

denotes the squared Euclidean distance of the signal set itself, i.e. after TCM signal expansion, andd2
free

denotes the squared FED of the TCM constituent codes, as defined in Section 13.2.1. Sinced2
free/△2

0 > 0,
the ‘punctured’ TCM codes constructed in Table 13.2 exhibita positive coding gain in comparison to the
uncoded but expanded signal set, although not necessarily in comparison to the uncoded and unexpanded
original signal set. Nonetheless, the design target is to provide a coding gain also in comparison to the
uncoded and unexpanded original signal set at least for the targeted operational SNR range of the system.

Considering the 8PSK example, where△2
0 = d2

8PSK , we haved2
free/d2

8PSK = 3, but when
we compare the ‘punctured’ 8PSK TCM codes with the original uncoded QPSK signal set we have
d2

free/d2
QPSK = d2

free/2 = 0.878 [92], which implies a negative coding gain. However, when the it-
erative decoding scheme of TTCM is invoked, we can attain a significant positive coding gain, as we will
demonstrate in Section 13.7.

13.4.2 TTCM Decoder

Recall that in Figure 3.9 of Section 3.3.4 the concept ofa − priori, a − posteriori andextrinsic in-
formation was introduced. This illustration is repeated here in Figure 13.12(a) for the sake of convenient
comparison with its non-binary counterpart seen in Figure 13.12(b). The associated concept is portrayed in
more detail in Figure 13.13, which will be detailed during our further discourse.

The TTCM decoder structure of Figure 13.13(b) is similar to that of binary turbo codes shown in
Figure 13.13(a), except that there is a difference in the nature of the information passed from one decoder to
the other and in the treatment of the very first decoding step.Specifically, each decoder alternately processes
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Figure 13.12:Schematic of the component decoders for binary turbo codes and non-binary TTCM.
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its corresponding encoder’s channel-impaired output symbol, and then the other encoder’s channel-impaired
output symbol.

In a binary turbo coding scheme the component encoders’ output can be split into three additive parts
for each information bituk at stepk, when operating in the logarithmic or LLR domain [52] as shown in
Figure 13.13(a), which are:

1) the systematic component (S/s), i.e. the corresponding received systematic value for bituk;

2) thea− priori or intrinsic component (A/a), i.e. the information provided by the other component
decoder for bituk; and

3) the extrinsic information component related to bituk (E/e), which depends not on bituk itself but
on the surrounding bits.

These components are impaired by independent noise and fading effects. In turbo codes, only the extrinsic
component should be passed on to the other component decoder, so that the intrinsic information directly
related to a bit is not reused in the other component decoder [12]. This measure is necessary in turbo codes
for avoiding the prevention of achieving iterative gains, due to the dependence of the constituent decoders’
information on each other.

However, in a symbol-based non-binary TTCM scheme them systematic information and the parity bit
are transmitted together in the same non-binary symbol. Hence, the systematic component of the non-binary
symbol, namely the original information bits, cannot be separated from the extrinsic component, since the
noise and/or fading that affects the parity component also affects the systematic component. Therefore, in
this scenario the symbol-based information can be split into only two components:

1) the a-priori component of a non-binary symbol (A/a), which is provided by the other component
decoder, and

2) the inseparable extrinsic as well as systematic component of a non-binary symbol ([E&S]/[e&s]),
as can be seen from Figure 13.13(b).

Each decoder passes only the latter information to the next component decoder while the a-priori informa-
tion is removed at each component decoder’s output, as seen in Figure 13.13(b), where, again, the extrinsic
and systematic components are inseparable.

As described in Section 13.4.1, the number of modulated symbols per block isN ·n, with n = D
2

, where
D is the number of dimensions of the signal set. Hence for a2D̄ signal set we haven = 1 and the number
of modulated symbols per block isN . Therefore the symbol interleaver of lengthN will interleave a block
of N complex symbols. Let us consider2D̄ modulation having a coding rate ofmm+1 for the following
example.

The received symbols are input to the ‘Metric’ block of Figure 13.14, in order to generate a set of
M̄ = 2m+1 symbol probabilities for quantifying the likelihood that acertain symbol of theM̄ -ary constel-
lation was transmitted. The selector switches seen at the input of the ‘Symbol by Symbol MAP’ decoder
select the current symbol’s reliability metric, which is produced at the output of the ‘Metric’ block, if
the current symbol was not punctured by the corresponding encoder. Otherwise puncturing will be ap-
plied where the probabilities of the various legitimate symbols at indexk are set to1 or to 0 in the log-
domain. The upper (lower) case letters denote the set of probabilities of the upper (lower) component
decoder, as shown in the figure. The ‘Metric’ block provides the decoder with the inseparable parity and
systematic([P&S] or [p&s]) information, and the second input to the decoder is the a-priori (A or a)
information provided by the other component decoder. The MAP decoder then provides the a-posteriori
(A + [E&S] or a + [e&s]) information at its output. ThenA (or a) is subtracted from the a-posteriori
information, so that the same information is not used more than once in the other component decoder, since
otherwise the component decoders’ corresponding information would become dependent on each other,
which would preclude the achievement of iteration gains. The resulting[E&S or e&s] information is sym-
bol interleaved (or de-interleaved) in order to present thea (or A) input for the other component decoder in
the required order. This decoding process will continue iteratively, in order to offer an improved version of
the set of symbol reliabilities for the other component decoder. One iteration comprises the decoding of the
received symbols by both the component decoders once. Finally, the a-posteriori information of the lower
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case letters represent the probabilities of the upper (lower) component decoder.

component decoder will be de-interleaved in order to extract m decoded information bits per symbol. Hard
decision implies selecting the specific symbol which exhibits the maximum a-posteriori probability associ-
ated with them-bit information symbol out of the2m probability values. Having described the operation of
the symbol-based TTCM technique, which does not protect alltransmitted bits of the symbols, let us now
consider bit-interleaved coded modulation as a design alternative.

13.5 Bit-interleaved Coded Modulation

Bit-interleaved Coded Modulation (BICM) was proposed by Zehavi [84] with the aim of increasing the
diversity order of Ungerböck’s TCM schemes which was quantified in Section 13.2.3. Again, the diversity
order of a code is defined as the ‘length’ of the shortest errorevent path expressed in terms of the number
of trellis stages encountered, before remerging with the all-zero path [304] or, equivalently, defined as the
minimum Hamming distance of the code [91] where the diversity order of TCM using a symbol-based
interleaver is the minimum number of different symbols between the erroneous path and the correct path
along the shortest error event path. Hence, in a TCM scenariohaving parallel transitions, as shown in
Figure 13.4, the code’s diversity order is one, since the shortest error event path consists of one branch.
This implies that parallel transitions should be avoided inTCM codes at all was possible, and if there were
no parallel branches, any increase in diversity would be obtained by increasing the constraint length of the
code. Unfortunately no TCM codes exist where the parallel transitions associated with the unprotected bits
are avoided. In order to circumvent this problem, Zehavi’s idea [84] was to render the code’s diversity equal
to the smallest number of different bits, rather than to thatof the different channel symbols, by employing
bit-based interleaving, as will be highlighted below.
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ing the BICM encoder [84, 120], where none of the bits are unprotected and instead of the
SP-based labelling as seen in Figure 13.1 here Gray labelling is employed.

13.5.1 BICM Principle

The BICM encoder is shown in Figure 13.15. In comparison to the TCM encoder of Figure 13.5, the
differences are that BICM uses independent bit interleavers for all the bits of a symbol and non-systematic
convolutional codes, rather than a single symbol-based interleaver and systematic RSC codes protecting
some of the bits. The number of bit interleavers equals the number of bits assigned to the non-binary
codeword. The purpose of bit interleaving is:

• to disperse the bursty errors induced by the correlated fading and to maximise the diversity order of
the system;

• to render the bits associated with a given transmitted symbol uncorrelated or independent of each
other.

The interleaved bits are then grouped into non-binary symbols, where Gray-coded labelling is used for the
sake of optimising the performance of the BICM scheme. The BICM encoder uses Paaske’s non-systematic
convolutional code proposed on p. 331 of [120], which exhibits the highest possible free Hamming distance,
hence attaining optimum performance over Rayleigh fading channels. Figure 13.16 shows Paaske’s non-
systematic eight-state code of rate-2/3, exhibiting a free bit-based Hamming distance of four. The BICM
decoder implements the inverse process, as shown in Figure 13.17. In the demodulator module six bit
metrics associated with the three bit positions, each having binary values of0 and1, are generated from
each channel symbol. These bit metrics are de-interleaved by three independent bit de-interleavers, in order
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Rate K g(1) g(2) g(3) g(4) dfree

1/2 3 15 17 - - 5
6 133 171 - - 10

2/3 3 4 2 6 - 4
1 4 7 -

4 7 1 4 - 5
2 5 7 -

6 64 30 64 - 7
30 64 74 -

3/4 3 4 4 4 4 4
0 6 2 4
0 2 5 5

5 6 2 2 6 5
1 6 0 7
0 2 5 5

6 6 1 0 7 6
3 4 1 6
2 3 7 4

Table 13.3:Paaske’s non-systematic convolutional codes, p. 331 of [120], whereK denotes the code
memory anddfree denotes the free Hamming distance. Octal format is used for representing
the generator polynomial coefficients.

to form the estimated codewords. Then the convolutional decoder of Figure 13.17 is invoked for decoding
these codewords, generating the best possible estimate of the original information bit sequence.

From Equation 13.6 we know that the average bit error probability of a coded modulation scheme
using MPSK over Rayleigh fading channels at high SNRs is inversely proportional to(Es/N0)

L, where
Es/N0 is the channel’s symbol energy to noise spectral density ratio andL is the minimum Hamming
distance or the code’s diversity order. When bit-based interleavers are employed in BICM instead of the
symbol-based interleaver employed in TCM, the minimum Hamming distance of BICM is quantified in
terms of the number of different bits between the erroneous path in the shortest error event and the correct
path. Since in BICM the bit-based minimum Hamming distance is maximised, BICM will give a lower bit
error probability in Rayleigh fading channels than that of TCM maximising the FED. Again, the design of
BICM is aimed at providing maximum minimum Hamming distance, rather than providing maximum FED,
as in TCM schemes. Moreover, we note that attaining a maximumFED is desired for transmission over
Gaussian channels, as shown in Section 13.2.1. Hence, the performance of BICM is not as good as that of
TCM in AWGN channels. The reduced FED of BICM is due to the ‘random’ modulation imposed by the
‘random’ bit interleavers [84], where thēm-bit BICM, coded symbol is randomised by thēm number of bit
interleavers. Again,m denotes the number of information bits, whilem̄ denotes the total number of bits in
a2m̄-ary modulated symbol.

Table 13.3 summarises the parameters of a range of Paaske’s non-systematic codes utilised in BICM.
For a rate-k/n code there arek generator polynomials, each havingn coefficients. For example,gi =
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Rate K g(1) g(2) puncturing matrix dfree

5/6 3 15 17 1 0 0 1 0 3
0 1 1 1 1

6 133 171 1 1 1 1 1 3
1 0 0 0 0

Table 13.4:Rate-Compatible Punctured Convolutional (RCPC) codes [198, 312], whereK denotes the
code memory anddfree denotes the free Hamming distance. Octal format is used for repre-
senting the generator polynomial coefficients.

u0

u1

S0

S2 S1

c0

c1

c2

Figure 13.18:Paaske’s non-systematic convolutional encoder [120].

(g0, g1, . . . , gn), i ≤ k, is the generator polynomial associated with generating the ith information bit.
The generator matrix of the encoder seen in Figure 13.16 is:

G(D) =

»

1 D 1 + D
D2 1 1 + D + D2

–

, (13.28)

while the equivalent polynomial expressed in octal form is given by:

g1 =
ˆ

4 2 6
˜

g2 =
ˆ

1 4 7
˜

. (13.29)

Observe in Table 13.3 that Paaske generated codes of rate-1/2, 2/3 and3/4, but not5/6. In order to study
rate-5/6 BICM/64QAM, we created the required punctured code from therate-1/2 code of Table 13.3.
Table 13.4 summarises the parameters of the Rate-Compatible Punctured Convolutional (RCPC) codes that
can be used in rate=5/6 BICM/64QAM schemes. Specifically, rate-1/2 codes were punctured according
to the puncturing matrix of Table 13.4 in order to obtain the rate-5/6 codes, following the approach of
[198,312]. Let us now consider the operation of BICM with theaid of an example.

13.5.2 BICM Coding Example
Considering Paaske’s eight-state convolutional code [120] in Figure 13.18 as an example, the BICM en-
coding process is illustrated here. The corresponding generator polynomial is shown in Equation 13.29.
A two-bit information word, namelyu = (u1, u0), is encoded in each cycle in order to form a three-bit
codeword,c = (c2, c1, c0). The encoder has three shift registers, namelyS0, S1 andS2, as shown in the
figure. The three-bit binary contents of these registers represent eight states, as follows:

S = (S2, S1, S0) ∈ {000, 001, . . . , 111} = {0, 1, . . . , 7}. (13.30)

The input sequence,u, generates a new stateS and a new codewordc at each encoding cycle. Table 13.5
illustrates the codewords generated and the associated state transitions. The encoding process can also be
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State Information Wordu = (u1, u0)
S = (S2, S1, S0) 00 = 0 01 = 1 10 = 2 11 = 3

000 = 0 000 = 0 101 = 5 110 = 6 011 = 3

001 = 1 110 = 6 011 = 3 000 = 0 101 = 5

010 = 2 101 = 5 000 = 0 011 = 3 110 = 6

011 = 3 011 = 3 110 = 6 101 = 5 000 = 0

100 = 4 100 = 4 001 = 1 010 = 2 111 = 7

101 = 5 010 = 2 111 = 7 100 = 4 001 = 1

110 = 6 001 = 1 100 = 4 111 = 7 010 = 2

111 = 7 111 = 7 010 = 2 001 = 1 100 = 4

Codewordc = (c2, c1, c0)

000 = 0 000 = 0 001 = 1 100 = 4 101 = 5

001 = 1 000 = 0 001 = 1 100 = 4 101 = 5

010 = 2 000 = 0 001 = 1 100 = 4 101 = 5

011 = 3 000 = 0 001 = 1 100 = 4 101 = 5

100 = 4 010 = 2 011 = 3 110 = 6 111 = 7

101 = 5 010 = 2 011 = 3 110 = 6 111 = 7

110 = 6 010 = 2 011 = 3 110 = 6 111 = 7

111 = 7 010 = 2 011 = 3 110 = 6 111 = 7

Next StateS = (S2, S1, S0)

Table 13.5:The codeword generation and state transition table of the non-systematic convolutional encoder
of Figure 13.18. The state transition diagram is seen in Figure 13.19.

represented with the aid of the trellis diagram of Figure 13.19. Specifically, the top part of Table 13.19
contains the codewordsc = (c2, c1, c0) as a function of the encoder stateS = (S2, S1, S0) as well
as that of the information wordu = (u1, u0), while the bottom section contains the next states, again
as a function ofS and u. For example, if the input isu = (u1, u0) = (1, 1) = 3 when the shift
register is in stateS = (S2, S1, S0) = (1, 1, 0) = 6, the shift register will change its state to state
S = (S2, S1, S0) = (1, 1, 1) = 7 andc = (c2, c1, c0) = (0, 1, 0) = 2 will be the generated codeword.
Hence, if the input binary sequence is{01 10 01 00 10 10→}with the rightmost being the first input bit, the
corresponding information words are{1 2 1 0 2 2→}. Before any decoding takes place, the shift register is
initialised to zero. Therefore, as seen at the right of Figure 13.19, when the first information word ofu1 = 2
arrives, the state changes fromS−1 = 0 to S = 4, generating the first codewordc1 = 6 as seen in the
bottom and top sections of Table 13.5, respectively. Then the second information word ofu2 = 2 changes
the state fromS−1 = 4 to S = 6, generating the second codeword ofc2 = 2. The process continues in a
similiar manner according to the transition table, namely Table 13.5. The codewords generated as seen at the
right of Figure 13.19 are{4 0 0 1 2 6→}, and the state transitions are{2← 4← 1← 2← 6← 4← 0}.
Then the bits constituting the codeword sequence are interleaved by the three bit interleavers of Figure
13.16, before they are assigned to the corresponding 8PSK constellation points.

13.6 Bit-Interleaved Coded Modulation Using
Iterative Decoding

BICM using Iterative Decoding (BICM-ID) was proposed by Li [90,293] for further improving the FED of
Zehavi’s BICM scheme, although BICM already improved the diversity order of Ungerböck’s TCM scheme.
This FED improvement can be achieved with the aid of combining SP-based constellation labelling, as in
TCM, and by invoking soft-decision feedback from the decoder’s output to the demodulator’s input, in order
to exchange soft-decision-based information between them. As we will see below, this is advantageous,
since upon each iteration the channel decoder improves the reliability of the soft information passed to the
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Figure 13.19:Trellis diagram for Paaske’s eight-state convolutional code, whereu indicates the informa-
tion word, c indicates the codeword,S−1 indicates the previous state andS indicates the
current state. As an example, the encoding of the input bit sequence of{011001001010 →}
is shown at the right. The encoder schematic is portrayed in Figure 13.18, while the state
transitions are summarised in Table 13.5.

demodulator.

13.6.1 Labelling Method
Let us now consider the mapping of the interleaved bits to thephasor constellation in this section. Figure
13.20 shows the process of subset partitioning for each of the three bit positions for both Gray labelling
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Figure 13.20:SP and Gray labelling methods for 8PSK and the correspondingsubset partitioning for each
bit, whereχ(i, b) defined in Equation 13.36 refers to the subset of the modulation constella-
tion for Bit i where Biti = b ∈ {0, 1} [293] c©IEEE, 1999, Li and Ritcey.

and in the context of SP labelling. The shaded regions shown inside the circle correspond to the subset
χ(i, 1) defined in Equation 13.36, and the unshaded regions toχ(i, 0), i = 0, 1, 2, wherei indicates the
bit position in the three-bit BICM/8PSK symbol. These are also the decision regions for each bit, if hard-
decision-based BICM demodulation is used for detecting each bit individually. The two labelling methods
seen in Figure 13.20 have the same intersubset distances, although a different number of nearest neighbours.
For example,χ(0, 1), which denotes the region where bit 0 equals to 1, is divided into two regions in the
context of Gray labelling, as can be seen in Figure 13.20(a).By contrast, in the context of SP labelling
seen in Figure 13.20(b),χ(0, 1) is divided into four regions. Clearly, Gray labelling has a lower number
of nearest neighbours compared to SP-based labelling. The higher the number of nearest neighbours, the
higher the chances for a bit to be decoded into the wrong region. Hence, Gray labelling is a more appropriate
mapping during the first decoding iteration, and hence it wasadopted by the non-iterative BICM scheme of
Figure 13.17.

During the second decoding iteration in BICM-ID, given the feedback information representing the
original uncoded information bits in Figure 13.16, namely Bit 1 and Bit 2, the constellation associated with
Bit 0 is confined to a pair of constellation points, as shown atthe right of Figure 13.21. Therefore, as far
as Bit 0 is concerned, the 8PSK phasor constellation is translated into four binary constellations, where one
of the four possible specific BPSK constellations is selected by the feedback Bit 1 and Bit 2. The same
is true for the constellations associated with both Bit 1 andBit 2, given the feedback information of the
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Figure 13.21: Iterative decoding translates the 8PSK scheme into three parallel binary sub-channels,
each associated with a BPSK constellation selected from thefour possible signal sets
[293] c©IEEE, 1999, Li and Ritcey.

corresponding other two bits.
In order to optimise the second-pass decoding performance of BICM-ID, one must maximise the mini-

mum Euclidean distance between any two points of all the2m̄−1 = 4 possible phasor pairs at the left (Bit 2),
centre (Bit 1) and the right (Bit 0) of Figure 13.21. Clearly,SP-based labelling serves this aim better, when
compared to Gray labelling, since the corresponding minimum Euclidean distance of SP-based labelling is
higher than that of Gray labelling for both Bit 1 and Bit 2, as illustrated at the left and the centre of Fig-
ure 13.21. Although the first-pass performance is important, in order to prevent error precipitation due to
erroneous feedback bits, the error propagation is effectively controlled by the soft feedback of the decoder.
Therefore, BICM-ID assisted by soft decision feedback usesSP labelling.

Specifically, the desired high Euclidean distance for Bit 2 in Figure 13.21(b) is only attainable when
Bit 1 and Bit 0 are correctly decoded and fed back to the SP-based demodulator. If the values to be fed back
are not correctly decoded, the desired high Euclidean distance will not be achieved and error propagation
will occur. On the other hand, an optimum convolutional codehaving a high binary Hamming distance
is capable of providing a high reliability for the decoded bits. Therefore, an optimum convolutional code
using appropriate signal labelling is capable of ‘indirectly’ translating the high binary Hamming distance
between coded bits into a high Euclidean distance between the phasor pairs portrayed in Figure 13.21.
In short, BICM-ID converts a2m̄-ary signalling scheme tōm independent parallel binary schemes by the
employment ofm̄ number of independent bit interleavers and involves an iterative decoding method. This
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Figure 13.22:The transmitter and receiver modules of the BICM-ID scheme using soft-decision feedback
[90] c©IEEE, 1998, Li.

simultaneously facilitates attaining a high diversity order with the advent of the bit interleavers, as well
as achieving a high FED with the aid of the iterative decodingand SP-based labelling. Hence, BICM-ID
effectively combines powerful binary codes with bandwidth-efficient modulation.

13.6.2 Interleaver Design
The interleaver design is important as regards the performance of BICM-ID. In [294], Li introduced certain
constraints on the design of the interleaver, in order to maximise the minimum Euclidean distance between
the two points in the2m̄−1 possible specific BPSK constellations. However, we advocate a more simple
approach, where thēm number of interleavers used for the 2m̄-ary modulation scheme are generated ran-
domly and separately, without any interactions between them. The resultant minimum Euclidean distance
is less than that of the scheme proposed in [294], but the error bursts inflicted by correlated fading are ex-
pected to be randomised effectively by the independent bit interleavers. This was expected to give a better
performance over fading channels at the cost of a slight performance degradation over AWGN channels,
when compared to Li’s scheme [294]. However, as we will demonstrate in the context of our simulation
results in Section 13.7.2.2, our independent random interleaver design and Li’s design perform similarly.

Having described the labelling method and the interleaver design in the context of BICM-ID, let us now
consider the operation of BICM-ID with the aid of an example.

13.6.3 BICM-ID Coding Example
The BICM-ID scheme using soft-decision feedback is shown inFigure 13.22. The interleavers used are
all bit-based, as in the BICM scheme of Figure 13.16, although for the sake of simplicity here only one
interleaver is shown. A Soft-Input Soft-Output (SISO) [313] decoder is used in the receiver module and the
decoder’s output is fed back to the input of the demodulator.The SISO decoder of the BICM-ID scheme
is actually a MAP decoder that computes the a-posteriori probabilities for the non-systematically channel-
coded bits and the original information bits.
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For an (n, k) binary convolutional code the encoder’s input symbol at time t is denoted byut =
[u0

t , u1
t , . . . , uk−1

t ] and the coded output symbol byct = [c0
t , c1

t , . . . , cn−1
t ], whereui

t or ci
t is theith

bit in a symbol as defined in the context of Table 13.5 and Figure 13.19. The coded bits are interleaved
by m̄ independent bit interleavers, then̄m interleaved bits are grouped together in order to form a channel
symbolvt = [v0

t , v1
t , . . . , vm̄−1] as seen in Figure 13.22(a), for transmission using 2m̄-ary modulation.

Let us consider 8PSK modulation, i.e.m̄ = 3 as an example.
A signal labelling methodµ maps the symbolvt to a complex phasor according toxt = µ(vt), xt ∈ χ,

where the 8PSK signal set is defined asχ = {
√

Es ej2nπ/8, n = 0, . . . , 7} andEs is the energy per
transmitted symbol. In conjunction with a rate-2/3 code, the energy per information bit isEb = Es/2. For
transmission over Rayleigh fading channels using coherentdetection, the received discrete time signal is:

yt = ρtxt + nt, (13.31)

whereρt is the Rayleigh-distributed fading amplitude [49] having an expectation value of E(ρ2
t ) = 1,

while nt is the complex AWGN exhibiting a variance ofσ2 = N0/2 whereN0 is the noise’s PSD. For
AWGN channels we haveρt = 1 and the Probability Density Function (PDF) of the non-fadedbut noise-
contaminated received signal is expressed as [306]:

P (yt|xt, ρt) =
1

2πσ2
e−

1
2 ( nt

σ )2 , (13.32)

whereσ2 = N0/2 and the constant multiplicative factor of1
2πσ2 does not influence the shape of the

distribution and hence can be ignored when calculating the branch transition metricη, as described in
Section 13.3.3. For AWGN channels, the conditional PDF of the received signal can be written as:

P (yt|xt) = e
− |yt − xt|

2

2σ2 . (13.33)

Considering AWGN channels, the demodulator of Figure 13.22(b) takesyt as its input for computing
the confidence metrics of the bits using the maximum APP criterion [298]:

P (vi
t = b|yt) =

X

xt∈χ(i,b)

P (xt|yt), (13.34)

wherei ∈ {0, 1, 2}, b ∈ {0, 1} andxt = µ(vt). Furthermore, the signal after the demodulator of Fig-
ure 13.22 is described by the demapping of the bits[∇0(xt),∇1(xt),∇2(xt)] where∇i(xt) ∈ {0, 1} is
the value of theith bit of the three-bit label assigned toxt. With the aid of Bayes’ rule in Equation 3.12 we
obtain:

P (vi
t = b|yt) =

X

xt∈χ(i,b)

P (yt|xt)P (xt), (13.35)

where the subsetχ(i, b) is described as:

χ(i, b) = {µ([∇0(xt),∇1(xt),∇2(xt)]) | ∇j(xt) ∈ {0, 1}, j 6= i}, (13.36)

which contains all the phasors for which∇i(xt) = b holds. For 8PSK, wherēm = 3, the size of each
such subset is2m̄−1 = 4 as portrayed in Figure 13.20. This implies that only the a-priori probabilities of
m̄−1 = 2 bits out of the total of̄m = 3 bits per channel symbol have to be considered, in order to compute
the bit metric of a particular bit.

Now using the notation of Benedettoet al. [313], the a-priori probabilities of an original uncoded
information bit at time indext and bit indexi, namelyui

t being0 and1, are denoted byP (ui
t = 0; I) and

P (ui
t = 1; I) respectively, whileI refers to the a-prIori probabilities of the bit. This notation is simplified

to P (ui
t; I), when no confusion arises, as shown in Figure 13.22. Similarly, P (ci

t; I) denotes the a-priori
probabilities of a legitimate coded bit at time indext and position indexi. Finally,P (ui

t; O) andP (ci
t; O)

denote the extrinsic a-pOsteriori information of the original information bits and coded bits, respectively.
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The a-priori probabilityP (xt) in Equation 13.35 is unavailable during the first-pass decoding, hence
an equal likelihood is assumed for all the2m̄ legitimate symbols. This renders the extrinsic a-posteriori bit
probabilities,P (vi

t = b; O), equal toP (vi
t = b|yt), when ignoring the common constant factors. Then, the

SISO decoder of Figure 13.22(b) is used for generating the extrinsic a-posteriori bit probabilitiesP (ui
t; O)

of the information bits, as well as the extrinsic a-posteriori bit probabilitiesP (ci
t; O) of the coded bits, from

the de-interleaved probabilitiesP (vi
t = b; O), as seen in Figure 13.22(b). SinceP (ui

t; I) is unavailable, it
is not used in the entire decoding process.

During the second iterationP (ci
t; O) is interleaved and fed back to the input of the demodulator inthe

correct order in the form ofP (vi
t; I), as seen in Figure 13.22(b). Assuming that the probabilities P (v0

t ; I),
P (v1

t ; I) andP (v2
t ; I) are independent by the employment of three independent bit interleavers, we have

for eachxt ∈ χ:

P (xt) = P (µ([∇0(xt),∇1(xt),∇2(xt)]))

=
2
Y

j=0

P (vj
t = ∇j(xt); I), (13.37)

where∇j(xt) ∈ {0, 1} is the value of thejth bit of the three-bit label forxt. Now that we have the a-priori
probability P (xt) of the transmitted symbolxt, the extrinsic a-posteriori bit probabilities for the second
decoding iteration can be computed using Equations 13.35 and 13.37, yielding:

P (vi
t = b; O) =

P (vi
t = b|yt)

P (vi
t = b; I)

=
X

xt∈χ(i,b)

0

@P (yt|xt)
Y

j 6=i

P (vj
t = ∇j(xt); I)

1

A

i ∈ {0, 1, 2}, b ∈ {0, 1}. (13.38)

As seen from Equation 13.38, in order to recalculate the metric for a bit we only need the a-priori proba-
bilities of the other two bits in the same channel symbol. After interleaving in the feedback loop of Figure
13.22, the regenerated bit metrics are tentatively soft demodulated again and the process of passing informa-
tion between the demodulator and decoder is continued. The final decoded output is the hard-decision-based
extrinsic bit probabilityP (ui

t; O).
So far in Sections 13.2–13.6 we have studied the conceptual differences between four coded modula-

tion schemes in terms of their coding structure, signal labelling philosophy, interleaver type and decoding
philosophy. The symbol-based non-binary MAP algorithm wasalso highlighted, when operating in the
log-domain. In the next section we will proceed to study the performance of TCM, BICM, TTCM and
BICM-ID when communicating over both narrowband and wideband channels.

13.7 Coded Modulation Performance

13.7.1 Introduction

Having described the principles of TCM, BICM, TTCM and BICM-ID in Sections 13.2–13.6, in this section
their performance will be evaluated for transmission over both narrowband and wideband fading channels.
Specifically, in Section 13.7.2 we will evaluate the performance of these coded modulation schemes for
transmissions over narrowband channels, while in Section 13.7.3 we will consider their performance in the
context of wideband channels.

Owing to the Inter-Symbol Interference (ISI) inflicted by wideband channels, the employment of
equalisers is essential in assisting the operation of the coded modulation schemes considered. Hence a
Decision Feedback Equaliser (DFE) is introduced in Section13.7.3.2, while Section 13.7.3.3 will evalu-
ate the performance of a DFE-aided wideband burst-by-burstadaptive coded modulation system. Another
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Figure 13.23:System overview of different coded modulation schemes.

approach to overcoming the ISI in wideband channels is the employment of a multi-carrier Orthogonal Fre-
quency Division Multiplexing (OFDM) system. Hence, OFDM isstudied in Section 13.7.3.4, while Section
13.7.3.5 evaluates the performance of an OFDM-assisted coded modulation scheme.

13.7.2 Coded Modulation in Narrowband Channels

In this section, a comparative study of TCM, TTCM, BICM and BICM-ID schemes over both Gaussian and
uncorrelated narrowband Rayleigh fading channels is presented in the context of eight-level Phase Shift
Keying (PSK), 16-level Quadrature Amplitude Modulation (QAM) and 64QAM. We comparatively study
the associated decoding complexity, the effects of the encoding block length and the achievable bandwidth
efficiency. It will be shown that TTCM constitutes the best compromise scheme, followed by BICM-ID.

13.7.2.1 System Overview

The schematic of the coded modulation schemes under consideration is shown in Figure 13.23. The source
generates random information bits, which are encoded by oneof the TCM, TTCM or BICM encoders. The
coded sequence is then appropriately interleaved and used for modulating the waveforms according to the
symbol mapping rules. For a narrowband Rayleigh fading channel in conjunction with coherent detection,
the relationship between the transmitted discrete time signal xt and the received discrete time signalyt is
given by:

yt = ρtxt + nt, (13.39)

whereρt is the Rayleigh-distributed fading amplitude having an expected value of E(ρ2
t ) = 1, while nt is

the complex AWGN having a variance ofσ2 = N0/2 whereN0 is the noise’s PSD. For AWGN channels
we haveρt = 1. The receiver consists of a coherent demodulator followed by a de-interleaver and one of
the TCM, TTCM or BICM decoders. TTCM schemes consist of two component TCM encoders and two
parallel decoders. In BICM-ID schemes the decoder output isappropriately interleaved and fed back to the
demodulator input, as shown in Figure 13.23.

The log-domain branch metric required for the maximum likelihood decoding of TCM and TTCM over
fading channels is given by the squared Euclidean distance between the faded transmitted symbolxt and
the noisy received symbolyt, which is formulated as:

πt = |yt − ρtxt|2. (13.40)

By contrast, the corresponding branch metric for BICM and BICM-ID is formed by summing the de-
interleaved bit metricsλ of each coded bitvi

t which quantifies the reliability of the corresponding symbol,
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Rate State m̃ H0 H1 H2 H3

2/3 8 2 11 02 04 -
(8PSK) 64 * 2 103 30 66 -

3/4 8 3 11 02 04 10
(16QAM) 64 * 3 101 16 64 -

5/6 8 2 11 02 04 -
(64QAM) 64 * 2 101 16 64 -

Table 13.6: ‘Punctured’ TCM codes with best minimum distance for PSK andQAM, c©Robertson and
Wörz [92]. ’*’ indicates Ungerböck’s TCM codes [290]. Two-dimensional (2̄D) modulation is
utilised. Octal format is used for representing the generator polynomialsHi andm̃ denotes the
number of coded information bits out of the totalm information bits in a modulated symbol.

yielding:

πt =
m
X

i=0

λ(vi
t = b), (13.41)

wherei is the bit position of the coded bit in a constellation symbol, m is the number of information bits
per symbol andb ∈ (0, 1). The number of coded bits per symbol is (m + 1), since the coded modulation
schemes add one parity bit to them information bits by doubling the original constellation size, in order to
maintain the same spectral efficiency ofm bits/s/Hz. The BICM bit metrics̃λ before the de-interleaver are
defined as [293]:

λ̃(vi
t = b) =

X

x∈χ(i,b)

|yt − ρtx|2, (13.42)

whereχ(i, b) is the signal set, for which the biti of the symbol has a binary valueb.

To elaborate a little further, the coded modulation schemesthat we comparatively studied are
Ungerböck’s TCM [290], Robertson’s TTCM [92], Zehavi’s BICM [84] and Li’s BICM-ID [298]. Ta-
ble 13.6 shows the generator polynomials of both the TCM and TTCM codes in octal format. These are
RSC codes that add one parity bit to the information bits. Hence, the coding rate of a2m+1-ary PSK or
QAM signal isR = m

m+1
. The number of decoding states associated with a code of memory K is 2K .

When the number of protected/coded information bitsm̃ is less than the total number of original informa-
tion bitsm, there are (m − m̃) uncoded information bits and2m−m̃ parallel transitions in the trellis of the
code. Parallel transitions assist in reducing the decodingcomplexity and the memory required, since the
dimensionality of the corresponding trellis is smaller than that of a trellis having no parallel branches.

Table 13.7 shows the generator polynomials for the BICM and BICM-ID codes in octal format. These
codes are non-systematic convolutional codes having a maximum free Hamming distance. Again, only one
extra bit is added to the information bits. Hence, the achievable coding rate and the bandwidth efficiency
are similar to that of TCM and TTCM for the2m+1-ary modulation schemes used. In order to reduce
the required decoding memory, the BICM and BICM-ID schemes based on 64QAM were obtained by
puncturing the rate-1/2 codes following the approach of [312], since for a non-punctured rate-5/6 code
there are2(m=5) = 32 branches emerging from each trellis state for a block lengthof L̄, whereas for the
punctured rate-1/2 code, there are only2(m=1) = 2 branches emerging from each trellis state for a block
length ofmL̄ = 5L̄. Therefore the required decoding memory is reduced by a factor of 2m·L̄

21·m·L̄ = 3.2.

Soft-decision trellis decoding utilising the Log-MaximumA-Posteriori (Log-MAP) algorithm [52] was
invoked for the decoding of the coded modulation schemes. Asdiscussed in Section 13.3.3, the Log-MAP
algorithm is a numerically stable version of the MAP algorithm operating in the log-domain, in order to
reduce its complexity and to mitigate the numerical problems associated with the MAP algorithm [11].
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Rate State g1 g2 g3 g4 dfree

2/3 8 4 2 6 - 4
(8PSK) (K=3) 1 4 7 -

16 7 1 4 - 5
(K=4) 2 5 7 -

64 15 6 15 - 7
(K=6) 6 15 17 -

3/4 8 4 4 4 4 4
(16QAM) (K=3) 0 6 2 4

0 2 5 5
32 6 2 2 6 5

(K=5) 1 6 0 7
0 2 5 5

Rate State g1 g2 Puncturing dfree

5/6 8 15 17 1 0 0 1 0 3
(64QAM) (K=3) 0 1 1 1 1

64 133 171 1 1 1 1 1 3
(K=6) 1 0 0 0 0

Table 13.7:Top table shows the generator polynomials of Paaske’s code,p. 331 of [120]. Bottom table
shows those of the rate-compatible puncture convolutionalcodes [312].K is the code memory
anddfree is the free Hamming distance. Octal format is used for the polynomial coefficients
gi, while ‘1’ and ‘0’ in the puncturing matrix indicate the position of the unpunctured and
punctured coded bits, respectively.

13.7.2.2 Simulation Results and Discussions

In this section we study the performance of TCM, TTCM, BICM and BICM-ID using computer simula-
tions. The complexity of the coded modulation schemes is compared in terms of the number of decoding
states, and the number of decoding iterations. For a TCM or BICM code of memoryK, the corresponding
complexity is proportional to the number of decoding statesnamely toS = 2K . Since TTCM schemes
invoke two component TCM codes, a TTCM code witht iterations and using anS-state component code
exhibits a complexity proportional to2.t.S or t.2K+1. As for BICM-ID schemes, only one decoder is used
but the demodulator is invoked in each decoding iteration. However, the complexity of the demodulator
is assumed to be insignificant compared to that of the channeldecoder. Hence, a BICM-ID code witht
iterations using anS-state code exhibits a complexity proportional tot.S or t.2K .

13.7.2.2.1 Coded Modulation Performance over AWGN Channels It is important to note that in
terms of the total number of trellis states the decoding complexity of 64-state TCM and 8-state TTCM using
two TCM decoders in conjunction with four iterations can be considered similar. The same comments are
valid also for 16-state BICM-ID using four iterations or for8-state BICM-ID using eight iterations. In our
forthcoming discourse we will always endeavour to compare schemes of similar decoding complexity, un-
less otherwise stated. Figure 13.24 illustrates the effects of interleaving block length on the TCM, TTCM
and BICM-ID performance in an 8PSK scheme over AWGN channels. It is clear from the figure that a
high interleaving block length is desired for the iterativeTTCM and BICM-ID schemes. The block length
does not affect the BICM-ID performance during the first pass, since it constitutes a BICM scheme using
SP-based phasor labelling. However, if we consider four iterations, the performance improves, converging
faster to the Error-Free-Feedback (EFF) bound2 [293] for larger block lengths. At a BER of 10−4 a 500-
bit block length was about 1 dB inferior in terms of the required SNR to the 2000-bit block length in the

2The EFF bound is defined as the BER upper bound performance achieved for the idealised situation, when the
decoded values fed back to the demodulator in Figure 13.23 are error free.
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Figure 13.24:Effects of block length on the TCM, TTCM and BICM-ID performance in the context of an
8PSK scheme for transmissions over AWGN channels.

context of the BICM-ID scheme. A slight further SNR improvement was obtained for the 4000-bit block
length. In other words, the advantage of BICM-ID over TCM fortransmissions over AWGN channels is
more significant for larger block lengths. The 8-state TTCM performance also improves, when using four
iterations, as the block length is increased and, on the whole, TTCM is the best performer in this scenario.

Figure 13.25 shows the effects of the decoding complexity onthe TCM, TTCM, BICM and BICM-ID
schemes’ performance in the context of an 8PSK scheme for transmissions over AWGN channels using a
block length of 4000 information bits (2000 symbols). Again, the 64-state TCM, 64-state BICM, 8-state
TTCM using four iterations and 16-state BICM-ID along with four iterations exhibit a similar decoding
complexity. At a BER of 10−4, TTCM requires about 0.6 dB lower SNR than BICM-ID, 1.6 dB less
energy than TCM and 2.5 dB lower SNR than BICM. When the decoding complexity is reduced such
that 8-state codes are used in the TCM, BICM and BICM-ID schemes, their corresponding performance
becomes worse than that of the 64-state codes, as shown in Figure 13.25. In order to be able to compare
the associated performance with that of 8-state BICM-ID using four iterations, 8-state TTCM along with
two iterations is employed. Observe that due to the insufficient number of iterations, TTCM exhibits only
marginal advantage over BICM-ID.

Figure 13.26 shows the performance of TCM, TTCM and BICM-ID invoking 16QAM for transmissions
over AWGN channels using a block length of 6000 information bits (2000 symbols). Upon comparing 64-
state TCM with 32-state BICM-ID using two iterations, we observed that BICM-ID outperforms TCM for
Eb/N0 values in excess of 6.8 dB. However, 8-state BICM-ID using anincreased number of iterations, such
as four or eight, outperforms the similar complexity 32-state BICM-ID scheme employing two iterations as
well as 64-state TCM. An approximately 1.2 dBEb/N0 gain was obtained at a BER of 10−4 for 8-state
BICM-ID using eight iterations over 64-state TCM at a similar decoding complexity. Comparing 8-state
TTCM using two iterations and 8-state BICM-ID employing four iterations reveals that BICM-ID performs
better for theEb/N0 range of 5.7 dB to 7 dB. When the number of iterations is increased to four for TTCM
and to eight for BICM-ID, TTCM exhibits a better performance, as seen in Figure 13.26.

Owing to the associated SP, the intra-subset distance of TCMand TTCM increases as we traverse down
the partition tree of Figure 13.7, for example. It was shown in [92] that we only need to encodẽm = 2 out
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block length of 4000 information bits (2000 symbols).

of m = 5 information bits in the 64QAM/TTCM to attain target BERs around10−5 in AWGN channels.
Hence in this scenario there are2m−m̃ = 8 parallel transitions due to them− m̃ = 3 uncoded information
bits in the trellis of 64QAM/TTCM. Figure 13.27 illustratesthe performance of TCM, TTCM, BICM and
BICM-ID using 64QAM over AWGN channels. When using a block length of 10000 information bits (2000
symbols), 8-state TTCM invoking four iterations is the bestcandidate, followed by the similar complexity
8-state BICM-ID scheme employing eight iterations. Again,TCM performs better than BICM in AWGN
channels. When a block length of 1250 information bits (250 symbols) was used, both TTCM and BICM-
ID experienced a performance degradation. It is also seen inFigure 13.27 that BICM-ID performs close to
TTCM, when a longer block length is used.

13.7.2.2.2 Performance over Uncorrelated Narrowband Rayleigh Fading Channels The uncorre-
lated Rayleigh fading channels implied using an infinite-length interleaver over narrowband Rayleigh fad-
ing channels. Figure 13.28 shows the performance of 64-state TCM, 64-state BICM, 8-state TTCM using
four iterations and 16-state BICM-ID employing four iterations in the context of an 8PSK scheme commu-
nicating over uncorrelated narrowband Rayleigh fading channels using a block length of 4000 information
bits (2000 symbols). These four coded modulation schemes have a similar complexity. As can be seen from
Figure 13.28, TTCM performs best, followed by BICM-ID, BICMand TCM. At a BER of 10−4, TTCM
performs about 0.7 dB better in terms of the requiredEb/N0 value than BICM-ID, 2.3 dB better than BICM
and 4.5 dB better than TCM. The error floor of TTCM [92] was lower than the associated EFF bound of
BICM-ID. However, the BERs of TTCM and BICM-ID were identical at Eb/N0 = 7 dB.

Figure 13.29 compares the performance of TCM, TTCM and BICM-ID invoking 16QAM for commu-
nicating over uncorrelated narrowband Rayleigh fading channels using a block length of 6000 information
bits (2000 symbols). Observe that 32-state BICM-ID using two iterations outperforms 64-state TCM for
Eb/N0 in excess of 9.6 dB. At the same complexity, 8-state BICM-ID invoking eight iterations outperforms
64-state TCM beyondEb/N0 = 8.2 dB. Similarly to 8PSK, the coding gain of BICM-ID over TCM in the
context of 16QAM is more significant over narrowband Rayleigh fading channels compared to AWGN
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channels. NearEb/N0 of 11 dB the 8-state BICM-ID scheme approaches the EFF bound,hence 32-state
BICM-ID using two iterations exhibits a better performancedue to its lower EFF bound. Observe also that
8-state BICM-ID using four iterations outperforms 8-stateTTCM employing two iterations in the range
of Eb/N0 = 8.5 dB to 12.1 dB. Increasing the number of iterations only marginally improves the perfor-
mance of BICM-ID, but results in a significant gain for TTCM. The performance of 8-state TTCM using
four iterations is better than that of 8-state BICM-ID alongwith eight iterations forEb/N0 values in excess
of 9.6 dB.

Figure 13.30 illustrates the performance of TCM, TTCM, BICMand BICM-ID when invoking 64QAM
for communicating over uncorrelated narrowband Rayleigh fading channels. Using a block length of 10000
information bits (2000 symbols), 64-state BICM performs better than 64-state TCM forEb/N0 values in
excess of 15 dB. BICM-ID exhibits a lower error floor than TTCMin this scenario, since BICM-ID protects
all the five information bits, while TTCM protects only two information bits of the six-bit 64QAM symbol.
The three unprotected information bits of TCM and TTCM render these schemes less robust to the bursty
error effects of the uncorrelated fading channel. If we use aTCM or TTCM code generator that encodes all
the five information bits, a better performance is expected.Reducing the block length from 2000 symbols to
250 symbols resulted in a small performance degradation forTTCM, but yielded a significant degradation
for BICM-ID.

13.7.2.2.3 Coding Gain versus Complexity and Interleaver Block Length In this section, we will
investigate the coding gain (G) of the coded modulation schemes utilising an 8PSK scheme versus the De-
coding Complexity (DC) and the Interleaver Block Length (IL) at a BER of10−4. The coding gainG is
measured by comparing to the uncoded 4PSK scheme, which exhibits a BER of10−4 atEb/N0 = 8.35 dB
andEb/N0 = 35 dB for transmissions over AWGN channels and uncorrelated narrowband Rayleigh fading
channels, respectively. Again, the DC is measured using theassociated number of decoding states and the
notationsS andt represent the number of decoding states and the number of decoding iterations, respec-
tively. Hence, the relative complexity of TCM, BICM, TTCM and BICM-ID is given byS, S, 2 × t × S
andt× S, respectively. The IL is measured in terms of the number of information bits in the interleaver.



13.7. CODED MODULATION PERFORMANCE 417

$RCSfile: ttcm-bicm-f2000-64qam-awgn.gle,v $ $Date: 2000/05/11 13:03:27 $

8.5 9.0 9.5 10.0 10.5 11.0 11.5
Eb/No (dB)

10-5

2

5

10-4

2

5

10-3

2

5

10-2

2

5

10-1

2

5

100

B
E

R

AWGN, 64QAM

TCM, 64-state
BICM, 64-state
BICM-ID, 8-state, 8 iterations
TTCM, 8-state, 4 iterations

250 symbols/block
2000 symbols/block

Figure 13.27:Performance comparison of TCM, TTCM, BICM and BICM-ID using64QAM over AWGN
channels.

Figure 13.31 portrays the coding gainG versus DC plot of the coded modulation schemes for 8PSK
transmissions over (a) AWGN channels and (b) uncorrelated narrowband Rayleigh fading channels, using an
IL of 4000 information bits (2000 symbols). At a DC as low as 8,the non-iterative TCM scheme exhibits the
highest coding gainG for transmissions over AWGN channels, as seen in Figure 13.31(a). By contrast, the
BICM scheme exhibits the highest coding gainG for transmissions over uncorrelated narrowband Rayleigh
fading channels, as seen in Figure 13.31(b). However, for a DC higher than 16, the iterative TTCM and
BICM-ID schemes exhibit higher coding gains than their non-iterative counterparts for transmission over
both channels.

For the iterative schemes different combinations oft andS may yield different performances at the
same DC. For example, the coding gainG of BICM-ID in conjunction witht · S = 8 × 8 is better than
that oft · S = 4× 16 at DC=64 for transmissions over AWGN channels, as seen in Figure 13.31(a), since
BICM-ID invoking a constituent code associated withS = 16 has not reached its optimum performance
at iterationt = 4. However, the coding gainG of BICM-ID in conjunction witht · S = 4 × 16 is better
than that oft · S = 8× 8 at DC=64, when communicating over uncorrelated narrowband Rayleigh fading
channels, as seen in Figure 13.31(b). This is because BICM-ID invoking a constituent code associated with
S = 8 has reached its EFF bound at iterationt = 4, while BICM-ID invoking a constituent code associated
with S = 16 has not reached its EFF bound, because the EFF bound for code associated withS = 16 is
lower than that of a code associated withS = 18. In general, the coding gainG of TTCM is the highest for
DC values in excess of32 for transmissions over both channels.

Figure 13.32 portrays the coding gainG versus IL plot of the coded modulation schemes for 8PSK
transmissions over (a) AWGN channels and (b) uncorrelated narrowband Rayleigh fading channels in con-
junction with a DC of 64 both with and without code termination. We can observe in Figure 13.32(a) that
IL affects the performance of the schemes using no code termination, since the shorter the IL, the higher
the probability for the decoding trellis to end at a wrong state. For transmissions over AWGN channels
and upon using code-terminated schemes, only the performance of the BICM-ID scheme is affected by the
IL, since the performance of the scheme communicating over AWGN channels depends on the FED, while
the high FED of BICM-ID depends on the reliability of the feedback values. Therefore, when the IL is
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over uncorrelated Rayleigh fading channels using a block length of 4000 information bits
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short, BICM-ID suffers from a performance degradation. However, the other schemes are not affected by
the IL when communicating over AWGN channels, as seen in Figure 13.32(a), since there are no bursty
channel errors to be dispersed by the interleaver and hence there is no advantage in utilising a long IL. To
elaborate a little further, as seen in Figure 13.32 for transmissions over uncorrelated narrowband Rayleigh
fading channels using code-terminated schemes, the IL doesnot significantly affect the performance of
the schemes, since the error events are uncorrelated in the uncorrelated Rayleigh fading scenario. These
results constitute the upper bound performance achievablewhen an infinitely long interleaver is utilised for
rendering the error events uncorrelated.

Figure 13.33 portrays the coding gainG versus IL plot of the coded modulation schemes for 8PSK
transmissions over correlated narrowband Rayleigh fadingchannels, in conjunction with a decoding com-
plexity of 64, when applying code termination. The normalised Doppler frequency of the channel is
3.25× 10−5, which corresponds to a Baud rate of 2.6 MBaud, a carrier frequency of 1.9 GHz and a vehic-
ular speed of 30 mph. This is a slow fading channel and hence the fading envelope is highly correlated. It is
demosntrated by Figure 13.33 that the coding gainG of all coded modulation schemes improves as the IL
increases. This is because the MAP decoder is unable to perform at its best when the channel errors occur
in bursts. However, the performance improves when the errorbursts are dispersed by the employment of a
long interleaver. In general, TTCM is the best performer fora variety of IL values. However, BICM-ID is
the worst performer for an IL of 4000 bits, while performing similarly to TTCM for long IL values.

On one hand, TCM performs better than BICM for short IL values, which follows the performance
trends observed for transmissions over AWGN channels, as shown in Figure 13.32(a). This is because
slowly fading channels are highly correlated and hence theybehave as near-Gaussian channels, where
TCM is at its best, since TCM was designed for Gaussian channels. By contrast, although BICM was
designed for fading channels, when the channel-induced error bursts are inadequately dispersed owing to
the employment of a short IL, the performance of BICM suffers. In other words, when communicating over
slowly fading channels, extremely long interleavers may benecessary for over-bridging the associated long
fades and for facilitating the dispersion of bursty transmission errors, which is a prerequisite for the efficient
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information bits/block).

operation of channel codecs.
On the other hand, BICM performs better than TCM for long IL values, which is reminiscent of the per-

formance trends observed when communicating over uncorrelated Rayleigh fading channels, as evidenced
by Figure 13.32(b). This is justified, since the correlationof the fading channel is broken when a long IL is
employed for dispersing the error bursts.

13.7.2.3 Conclusion

In conclusion, at a given complexity TCM performs better than BICM in AWGN channels, but worse
in uncorrelated narrowband Rayleigh fading channels. However, BICM-ID using soft-decision feedback
outperforms TCM and BICM for transmissions over both AWGN and uncorrelated narrowband Rayleigh
fading channels at the same DC. TTCM has shown superior performance over the other coded modulation
schemes studied, but exhibited a higher error floor for the 64QAM scheme due to the presence of uncoded
information bits for transmissions over uncorrelated narrowband Rayleigh fading channels. Comparing the
coding gain against the DC, the iterative decoding schemes of TTCM and BICM-ID are capable of providing
a high coding gain even in conjunction with a constituent code exhibiting a short memory length, although
only at the cost of a sufficiently high number of decoding iterations, which may imply a relatively high
decoding complexity. Comparing the achievable coding gainagainst the IL, TTCM is the best performer
for a variety of ILs, while the performance of BICM-ID is highly dependent on the IL for transmissions
over both AWGN and Rayleigh fading channels.

13.7.3 Coded Modulation in Wideband Channels

In this section we will consider the performance of the various coded modulation schemes in the context of
practical dispersive channels.
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13.7.3.1 Inter-symbol Interference

The mobile radio channels [49] can be typically characterised by band-limited linear filters. If the mod-
ulation bandwidth exceeds the coherence bandwidth of the radio channel, Inter-Symbol Interference (ISI)
occurs and the modulation pulses are spread or dispersed in the time domain. The ISI, inflicted by band-
limited frequency, selective time-dispersive channels, distorts the transmitted signals. At the receiver, the
linearly distorted signal has to be equalised in order to recover the information.

The linearly distorted instantaneous signal received overthe dispersive channel can be visualised as the
superposition of the channel’s response due to several information symbols in the past and in the future.
Figure 13.34 shows the Channel’s Impulse Response (CIR) exhibiting three distinct parts. The main taph2

possesses the highest relative amplitude. The taps before the main tap, namelyh0 andh1, are referred to as
pre-cursors, whereas those following the main tap, namelyh3 andh4, are referred to as post-cursors.

The energy of the wanted signal is received mainly over the path described by the main channel tap.
However, some of the received energy is contributed by the convolution of the pre-cursors with future
symbols and the convolution of the post-cursor with past symbols, which are termed pre-cursor ISI and
post-cursor ISI, respectively. Thus the received signal isconstituted by the superposition of the wanted
signal, pre-cursor ISI and post-cursor ISI.

13.7.3.2 Decision Feedback Equaliser

Channel equalisers that are utilised for compensating the effects of ISI can be classified structurally as
linear equalisers or DFEs. They can be distinguished also onthe basis of the criterion used for optimising
their coefficients. When applying the Minimum Mean Square Error (MMSE) criterion, the equaliser is
optimised such that the mean squared error between the distorted signal and the actual transmitted signal
is minimised. For time varying dispersive channels, a rangeof adaptive algorithms can be invoked for
updating the equaliser coefficients and for tracking the channel variations [193].
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Figure 13.31:Coding gain at a BER of10−4 over the uncoded 4PSK scheme, against the decoding com-
plexity of TCM, TTCM, BICM and BICM-ID for 8PSK transmissions over (a) AWGN chan-
nels and (b) uncorrelated narrowband Rayleigh fading channels, using an interleaver block
length of 4000 information bits (2000 symbols). The notationsS andt represent the number
of decoding states and the number of decoding iterations, respectively.
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Figure 13.32:Coding gain at a BER of10−4 over the uncoded 4PSK scheme, against the IL of TCM,
TTCM, BICM and BICM-ID for 8PSK transmissions over (a) AWGN channels and (b) un-
correlated narrowband Rayleigh fading channels, invokinga DC of 64 applying code termi-
nation or no code termination.
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Figure 13.33:Coding gain at a BER of10−4 over the uncoded 4PSK scheme, against the IL of TCM,
TTCM, BICM and BICM-ID for 8PSK transmissions over correlated narrowband Rayleigh
fading channels, invoking a DC of 64 applying code termination. The normalised Doppler
frequency of the channel is3.25× 10−5, which corresponds to a Baud rate of 2.6 MBaud, a
carrier frequency of 1.9 GHz and a vehicular speed of 30 mph.
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Figure 13.34:Channel Impulse Response (CIR) having pre-cursors, the main tap and post-cursors.

13.7.3.2.1 Decision Feedback Equaliser PrincipleThe simple Zero Forcing Equaliser (ZFE) [314]
forces all the impulse response contributions of the concatenated system constituted by the channel and the
equaliser to zero at the signalling instantsnT for n 6= 0, whereT is the signalling interval duration. The
ZFE provides gain in the frequency domain at frequencies where the channel’s transfer function experiences
attenuation and vice versa. However, both the signal and thenoise are enhanced simultaneously and hence
the ZFE is ineffective owing to the associated noise enhancement effects. Furthermore, no finite-gain ZFE
can be designed for channels that exhibit spectral nulls [193,288].
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Figure 13.35:Schematic of the transmission system portraying the oriented feedforward (Fwd) and back-
ward (Bwd) filter of the DFE, whereC(f) and B(f) are the corresponding frequency-
domain transfer functions, respectively.

Linear MMSE equalisers [314] are designed for mitigating both the pre-cursor ISI and the post-cursor
ISI, as defined in Section 13.7.3.1. The MMSE equaliser is more intelligent than the ZFE, since it jointly
minimises the effects of both the ISI and noise. Although thelinear MMSE equaliser approaches the same
performance as the ZFE at high SNRs, an MMSE solution does exists for all channels, including those that
exhibit spectral nulls.

The idea behind the DFE [193, 288, 314] is that once an information symbol has been detected and
decided upon, the ISI that these detected symbols inflicted on future symbols can be estimated and the
corresponding ISI can be cancelled before the detection of subsequent symbols.

The DFE employs a feedforward filter and a backward-orientedfilter for combating the effects of dis-
persive channels. Figure 13.35 shows the general block diagram of the transmission system employing
a DFE. The forward-oriented filter partially eliminates theISI introduced by the dispersive channel. The
feedback filter, in the absence of decision errors, is fed with the error-free transmitted signal in order to
further reduce the ISI.

The feedback filter, denoted as the Bwd Filter in Figure 13.35, receives the detected symbol. Its output
is then subtracted from the estimates generated by the forward filter, denoted as the Fwd Filter, in order
to produce the detector’s input. Since the feedback filter uses the ISI-free signal as its input, the feedback
loop mitigates the ISI without introducing enhanced noise into the system. The drawback of the DFE is
that when wrong decisions are fed back into the feedback loop, error propagation is inflicted and the BER
performance of the equaliser is degraded.

The detailed DFE structure is shown in Figure 13.36. The feedforward filter is constituted by the
coefficients or taps labelled asC0 → CNf−1, whereNf is the number of taps in the feedforward filter,
as shown in the figure. The causal feedback filter is constituted byNb feedback taps, denoted asb1 →
bNb

. Note that the feedforward filter contains only the present input signalrk, and future input signals
rk+1 . . . rk+(Nf+1), which implies that no latency is inflicted. Therefore, the feedforward filter eliminates
only the pre-cursor ISI, but not the post-cursor ISI. By contrast, the feedback filter mitigates the ISI caused
by the past data symbols, i.e. post-cursor ISI. Since the feedforward filter only eliminates the pre-cursor
ISI, the noise enhancement effects are less problematic in DFEs compared to the linear MMSE equaliser.

Here, the MMSE criterion [314] is used for deriving the optimum coefficients of the feedforward section
of the DFE. The Mean Square Error (MSE) between the transmitted signal,sk, and its estimate,̂sk, at the
equaliser’s output is formulated as:

MSE = E[|sk − ŝ|2], (13.43)

whereE[|sk− ŝ|2] denotes the expected value of|sk− ŝ|2. In order to minimise the MSE, the orthogonality
principal [315] is applied, stating that the residual errorof the equaliser,ek = sk − ŝk, is orthogonal to the
input signal of the equaliser,rk, when the equaliser taps are optimal, yielding:

E[ekr∗k+l] = 0, (13.44)

where the superscript * denotes conjugation. Following Cheung’s approach [193, 316], the optimum coef-
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Figure 13.36:Structure of the DFE whererk andŜk denote the received signal and detected symbol, re-
spectively, whileCm, bq represent the coefficient taps of the forward- and backward-oriented
filters, respectively.

ficient of the feedforward section can be derived from the following set ofNf equations:

Nf−1
X

m=0

Cm

"

l
X

v=0

h∗
vhv+m−lσ

2
S + N0δm−l

#

= h∗
l σ2

S, l = 0 . . . Nf − 1, (13.45)

whereσ2
s andN0/2 are the signal and noise variance, respectively, whileh∗ denotes the complex conjugate

of the CIR andδ is the delta function. By solving theseNf simultaneous equations, the equaliser coeffi-
cients,Cm, can be obtained. For the feedback filter the following set ofNb equations were used, in order
to derive the optimum feedback coefficient,bq [316]:

bq =

Nf−1
X

m=0

Cmhm+q , q = 1 . . . Nb. (13.46)

13.7.3.2.2 Equalizer Signal To Noise Ratio LossThe equaliser’s performance can be measured in
terms of the equaliser’s SNR loss, BER performance and MSE [288]. Here the SNR loss is considered,
since this parameter will be used in next section.

The SNR loss of the equaliser was defined by Cheung [316] as:

SNRloss = SNRinput − SNRoutput, (13.47)

whereSNRinput is the SNR measured at the equaliser’s input, given by:

SNRinput =
σ2

s

2σ2
N

, (13.48)
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with σ2
s being the average received signal power, assuming wide sense stationary conditions, andσ2

N is the
variance of the AWGN.

The equaliser’s output contains the wanted signal, the effective Gaussian noise, the residual ISI and the
ISI caused by the past data symbols. In order to simplify the calculation ofSNRoutput, we assume that the
SNR is high and hence we consider the low-BER range, where effectively correct bits are fed back to the
DFE’s feedback filter. Thus the post-cursor ISI is completely eliminated from the equaliser’s output. Hence
SNRoutput is given by [316]:

SNRoutput =
Wanted Signal Power

Residual ISI Power+ Effective Noise Power
, (13.49)

where the residual ISI is assumed to be an extra noise source that possessed a Gaussian distribution. There-
fore, we have:

Wanted Signal Power= E

2

4|sk

Nf−1
X

m=0

Cmhm|2
3

5 , (13.50)

Effective Noise Power= N0

Nf−1
X

i=0

|Ci|2, (13.51)

and:

Residual ISI Power=
−1
X

q=−(Nf−1)

E
ˆ

|fqsk−q|2
˜

, (13.52)

wherefq =
PNf−1

m=0 Cmhm+q and the remaining notations are accrued from Figure 13.36. By substituting
Equations 13.50, 13.51 and 13.52 into 13.49, theSNRoutput can be written as [288]:

SNRoutput =
E
h

|sk

PNf−1

m=0 Cmhm|2
i

P−1
q=−(Nf−1) E [|fqsk−q|2] + N0

PNf−1

i=0 |Ci|2
. (13.53)

Following this rudimentary introduction to channel equalisation, we focus our attention on quantifying
the performance of various wideband coded modulation schemes, referring the reader to [193] for an in-
depth discourse on channel equalisation.

13.7.3.3 Decision Feedback Equalizer Aided Adaptive CodedModulation

In this section, DFE-aided wideband Burst-by-Burst (BbB) adaptive TCM, TTCM, BICM and BICM-ID
schemes are proposed and characterised in performance terms, when communicating over the COST207
Typical Urban (TU) wideband fading channel. These schemes are evaluated using a practical near-
instantaneous modem mode switching regime.System I represents schemes without channel interleaving,
while System II invokes channel interleaving over four transmission bursts. System I exhibited a factor
four delay in lower overall modem mode signalling, and henceit was capable of more prompt modem mode
reconfiguration. By contrast,System II was less agile in terms of modem mode reconfiguration, but bene-
fited from a longer interleaver delay. We will show in Section13.7.3.3.4 that a substantially improved Bit
Per Symbol (BPS) and BER performance was achieved bySystem II in comparison toSystem I. We will
also show that BbB adaptive TTCM was found to perform better than the BbB adaptive TCM inSystem II
at a similar DC, when aiming for a target BER of below 0.01%.

13.7.3.3.1 Introduction In general fixed-mode transceivers fail to adequately counteract the time vary-
ing nature of the mobile radio channel and hence typically result in bursts of transmission errors. By
contrast, in BbB adaptive schemes [209] a higher-order modulation mode is employed when the instanta-
neous estimated channel quality is high in order to increasethe number of BPS transmitted and, conversely,
a more robust lower-order modulation mode is employed when the instantaneous channel quality is low, in
order to improve the mean BER performance. Uncoded adaptiveschemes [209,211,223,224,317,318] and
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coded adaptive schemes [218, 319, 320] have been investigated for transmissions over narrowband fading
channels. Finally, a turbo-coded wideband adaptive schemeassisted by a DFE was investigated in [321].

In our practical approach the local transmitter is informedabout the channel quality estimate generated
by the remote receiver upon receiving the transmission burst of the remote transmitter. In other words,
the modem mode required by the remote receiver for maintaining its target integrity is superimposed on
the transmission burst emitted by the remote transmitter. Hence a delay of one transmission burst duration
is incurred. In the literature, adaptive coding designed for time varying channels using outdated fading
estimates has been investigated for example in [322].

Over wideband fading channels the DFE employed will eliminate most of the ISI. Consequently, the
MSE at the output of the DFE can be calculated and used as the metric invoked for switching the modulation
modes [223]. This ensures that the performance is optimisedby employing equalization and BbB adaptive
TCM/TTCM jointly, in order to combat both the signal power fluctuations and the time variant ISI of the
wideband channel.

In Section 13.7.3.3.2, the system’s schematic is outlined.In Section 13.7.3.3.3, the performance of
various fixed-mode TCM and TTCM schemes is evaluated, while Section 13.7.3.3.4 contains the detailed
characterisation of the BbB adaptive TCM/TTCM schemes in the context of the non-interleavedSystem I
and interleavedSystem II. In Section 13.7.3.3.5 we compare the performance of the proposed schemes with
that of other adaptive coded modulation schemes, such as BICM and BICM-ID. Finally, we will conclude
with our findings in Section 13.7.3.3.6.
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Figure 13.37:The impulse response of a COST207 Typical Urban (TU) channel[264].

49 symbols

288 microseconds

342 data symbols 342 data symbols

Data DataTraining
sequence

Guard

non-spread data burst

Figure 13.38:Transmission burst structure of the FMA1 non-spread data asspecified in the FRAMES
proposal [239].

13.7.3.3.2 System Overview The multi-path channel model is characterised by its discretised symbol-
spaced COST207 Typical Urban (TU) CIR [264], as shown in Figure 13.37. Each path is faded inde-
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pendently according to a Rayleigh distribution and the corresponding normalised Doppler frequency is
3.25 × 10−5, the system’s Baud rate is 2.6 MBaud, the carrier frequency is 1.9 GHz and the vehicular
speed is 30 mph. The DFE incorporated35 feed forward taps and7 feedback taps and the transmission burst
structure used is shown in Figure 13.38. When considering a Time Division Multiple Access (TDMA)/Time
Division Duplex (TDD) system providing 16 slots per 4.615 msTDMA frame, the transmission burst dura-
tion is288 µs, as specified in the Pan-European FRAMES proposal [239].

The following assumptions are stipulated. First, we assumethat the equaliser is capable of estimating
the CIR perfectly with the aid of the equaliser training sequence of Figure 13.38. Second, the CIR is time-
invariant for the duration of a transmission burst, but varies from burst to burst according to the Doppler
frequency, which corresponds to assuming that the CIR is slowly varying. We refer to this scenario as
encountering burst-invariant fading. The error propagation of the DFE will degrade the estimated perfor-
mance, but the effect of error propagation is left for further study. At the receiver, the CIR is estimated, and
is then used for calculating the DFE coefficients [193]. Subsequently, the DFE is used for equalising the
ISI-corrupted received signal. In addition, both the CIR estimate and the DFE feedforward coefficients are
utilised for computing the SNR at the output of the DFE. More specifically, by assuming that the residual
ISI is near-Gaussian distributed and that the probability of decision feedback errors is negligible, the SNR
at the output of the DFE,γdfe, is calculated as [316]:

γdfe =
Wanted Signal Power

Residual ISI Power + Effective Noise Power
.

=
E
h

|sk

PNf

m=0Cmhm|2
i

P−1
q=−(Nf−1) E

h

|PNf−1

m=0 Cmhm+qsk−q|2
i

+ N0

PNf

m=0 |Cm|2
, (13.54)

whereCm andhm denote the DFE’s feedforward coefficients and the CIR, respectively. The transmit-
ted signal is represented bysk andN0 denotes the noise spectral density. Finally, the number of DFE
feedforward coefficients is denoted byNf .

The equaliser’s SNR,γdfe, in Equation 13.54, is then compared against a set of adaptive modem mode
switching thresholdsfn, and subsequently the appropriate modulation mode is selected [223, 323]. The
modem mode required by the remote receiver for maintaining its target integrity is then fed back to the
local transmitter. The modulation modes that are utilised in this scheme are 4QAM, 8PSK, 16QAM and
64QAM [193].

Modulator

Data Decoder

Data Encoder

Mode Switching

Wideband
Fading
Channel

DFE
Demodulator

Output SNR

Figure 13.39: System Iemploying no channel interleaver. The equaliser’s output SNR is used for selecting
a suitable modulation mode, which is fed back to the transmitter on a burst-by-burst basis.

The simplified block diagram of the BbB adaptive TCM/TTCMSystem I is shown in Figure 13.39,
where no channel interleaving is used. Transmitter A extracts the modulation mode required by receiver B
from the reverse-link transmission burst in order to adjustthe adaptive TCM/TTCM mode suitable for the
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currently experienced instantaneous channel quality. This incurs one TDMA/TDD frame delay between
estimating the actual channel condition at receiver B and the selected modulation mode of transmitter A.
Better channel quality prediction can be achieved using thetechniques proposed in [324]. We invoke
four encoders, each adding one parity bit to each information symbol, yielding the coding rate of1/2
in conjunction with the TCM/TTCM mode of 4QAM,2/3 for 8PSK,3/4 for 16QAM and5/6 for 64QAM.

The design of TCM schemes contrived for fading channels relies on the time and space diversity pro-
vided by the associated channel coder [291, 304]. Diversitymay be achieved by repetition coding, which
reduces the effective data rate, spacedtime- coded multiple transmitter/receiver structures [79], which in-
creases cost and complexity, or by simple interleaving, which induces latency. In [325] adaptive TCM
schemes were designed for narrowband fading channels utilising repetition-based transmissions during deep
fades along with ideal channel interleavers and assuming zero delay for the feedback of the channel quality
information.
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Figure 13.40: System IIemploying a channel interleaver length of four TDMA/TDD bursts. Data are
entered into the input buffer on a burst-by-burst basis and the modulator modulates coded
data read from the output buffer for transmission on a burst-by-burst basis. The encoder and
channel interleaver as well as the decoder and channel de-interleaver operate on a four-burst
basis. The equaliser’s output SNR during the fourth burst isused for selecting a suitable
modulation mode and fed back to the transmitter on the reverse-link burst.

Figure 13.40 shows the block diagram ofSystem II, where symbol-based channel interleaving over four
transmission bursts is utilised, in order to disperse the bursty symbol errors. Hence, the coded modulation
module assembles four bursts using an identical modulationmode, so that they can be interleaved using
the symbol-by-symbol random channel interleaver without the need of adding dummy bits. Then, these
four-burst TCM/TTCM packets are transmitted to the receiver. Once the receiver has received the fourth
burst, the equaliser’s output SNR for this most recent burstis used for choosing a suitable modulation mode.
The selected modulation mode is fed back to the transmitter on the reverse-link burst. Upon receiving the
modulation mode required by receiver B (after one TDMA framedelay), the coded modulation module
assembles four bursts of data from the input buffer for coding and interleaving, which are then stored in
the output buffer ready for the next four bursts’ transmission. Thus the first transmission burst exhibits
one TDMA/TDD frame delay and the fourth transmission burst exhibits four frame delay which is the
worst-case scenario.

Soft-decision trellis decoding utilising the Log-MAP algorithm [52] of Section 3.3.5 was invoked for
TCM/TTCM decoding. The Log-MAP algorithm is a numerically stable version of the MAP algorithm
operating in the log-domain, in order to reduce its complexity and to mitigate the numerical problems
associated with the MAP algorithm [11]. As stated in Section13.2, the TCM scheme invokes Ungerböck’s
codes [290], while the TTCM scheme invokes Robertson’s codes [92]. A component TCM code memory
of 3 was used for the TTCM scheme. The number of turbo iterations for TTCM was fixed to four and hence
it exhibited a similar DC to the TCM code memory of 6. In the next section we present simulation results
for our fixed-mode transmissions.
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Figure 13.41:TCM performance of each individual modulation mode over theRayleigh fading COST207
TU channel of Figure 13.37. A TCM code memory of 6 was used, since it had a similar
decoding complexity to TTCM in conjunction with four iterations using a component TCM
code memory of 3.
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Figure 13.42:TTCM performance of each individual modulation mode over the Rayleigh fading COST207
TU channel of Figure 13.37. A component TCM code memory of 3 was used and the number
of turbo iterations was four. The performance of the TCM codewith memory 6 utilising a
channel interleaver was also plotted for comparison.
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13.7.3.3.3 Fixed-mode Performance Before characterising the proposed wideband BbB adaptive
scheme, the BER performance of the fixed modem modes of 4QAM, 8PSK, 16QAM and 64QAM are
studied both with and without channel interleavers. These results are shown in Figure 13.41 for TCM,
and in Figure 13.42 for TTCM. The random TTCM symbol-interleaver memory was set to684 symbols,
corresponding to the number of data symbols in the transmission burst structure of Figure 13.38, where the
resultant number of bits was the number of data bits per symbol (BPS) × 684. A channel interleaver of
4× 684 symbols was utilised, where the number of bits was(BPS + 1) × 4× 684 bits, since one parity
bit was added to each TCM/TTCM symbol.

As expected, in Figures 13.41 and 13.42 the BER performance of the channel-interleaved scenario
was superior compared to that without channel interleaver,although at the cost of an associated higher
transmission delay. The SNR gain difference between the channel-interleaved and non-interleaved scenarios
was about 5 dB in the TTCM/4QAM mode, but this difference reduced for higher-order modulation modes.
Again, this gain was obtained at the cost of a four-burst channel interleaving delay. This SNR gain difference
shows the importance of time diversity in coded modulation schemes.
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Figure 13.43:TTCM and TCM performance of each individual modulation modefor transmissions over
the unfaded COST207 TU channel of Figure 13.37. The TTCM scheme used component
TCM codes of memory 3 and the number of turbo iterations was four. The performance
of the TCM scheme in conjunction with memory 6 was plotted forcomparison with the
similar-complexity TTCM scheme.

TTCM has been shown to be more efficient than TCM for transmissions over AWGN channels and
narrowband fading channels [92, 326]. Here, we illustrate the advantage of TTCM in comparison to TCM
over the dispersive or wideband Gaussian CIR of Figure 13.37, as seen in Figure 13.43. In conclusion,
TTCM is superior to TCM in a variety of channels.

Let us now compare the performance of the BbB adaptive TCM/TTCM system IandII .

13.7.3.3.4 System I and System II PerformanceThe modem mode switching mechanism of the adap-
tive schemes is characterised by a set of switching thresholds, the corresponding random TTCM symbol
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interleavers and the component codes, as follows:

Modulation Mode=

8

>

>

<

>

>

:

4QAM, I0 =684, R0 =1/2 if γDF E ≤ f1

8PSK, I1 =1368, R1 =2/3 if f1 < γDF E ≤ f2

16QAM, I2 =2052, R2 =3/4 if f2 < γDF E ≤ f3

64QAM, I3 =3420, R3 =5/6 if γDF E > f3,

(13.55)

wherefn, n = 1 . . . 3, are the equaliser’s output SNR thresholds, whileIn represents the random TTCM
symbol interleaver size in terms of the number of bits, whichis not used for the TCM schemes. The
switching thresholdsfn were chosen experimentally, in order to maintain a BER of below 0.01%, and
these thresholds are listed in Table 13.8.

BER< 0.01 % Switching Thresholds
Adaptive System Type f1 f2 f3

TCM, Memory 3 System I 19.56 23.91 30.52
System II 17.17 21.91 29.61

TCM, Memory 6 System I 19.56 23.88 30.07
System II 17.14 21.45 29.52

TTCM, 4 iterations System I 19.69 23.45 30.29
System II 16.66 21.40 28.47

BICM, Memory 3 System I 19.94 24.06 31.39

BICM-ID, 8 iterations System II 16.74 21.45 28.97

Table 13.8:The switching thresholds were set experimentally for transmissions over the COST207 TU
channel of Figure 13.37, in order to achieve a target BER of below 0.01%. System I does
not utilise a channel interleaver, whileSystem II uses a channel interleaver length of four
TDMA/TDD bursts.

Let us consider the adaptive TTCM scheme in order to investigate the performance ofSystem I and
System II. The performance of the non-interleavedSystem Iwas found to be identical to that of the same
scheme employing interleaving over one transmission burst, which was described in the context of Fig-
ure 13.38. This is because in the context of the burst-invariant fading scenario the channel behaves like a
dispersive Gaussian channel, encountering a specific fading envelope and phase trajectory across a trans-
mission burst. The CIR is then faded at the end or at the commencement of each transmission burst. Hence
the employment of a channel interleaver having a memory of one transmission burst would not influence
the distribution of the channel errors experienced by the decoder. The BER and BPS performances of
both adaptive TTCM systems using four iterations are shown in Figure 13.44, where we observed that the
throughput ofSystem II was superior to that ofSystem I. Furthermore, the overall BER ofSystem II
was lower than that ofSystem I. In order to investigate the switching dynamics of both systems, the mode
switching together with the equaliser’s output SNR was plotted versus time at an average channel SNR of
25 dB in Figures 13.45 and 13.46. Observe in Table 13.8 that the switching thresholdsfn of System II
are lower than those ofSystem I, since the fixed-mode-based results ofSystem II in Figure 13.42 were
better. Hence higher-order modulation modes were chosen more frequently than inSystem I, giving a bet-
ter BPS throughput. From Figures 13.45 and 13.46, it is clearthatSystem Iwas more flexible in terms of
mode switching, whileSystem II benefited from higher diversity gains due to the four-burst channel inter-
leaver. This diversity gain compensated for the loss of switching flexibility, ultimately providing a better
performance in terms of BER and BPS, as seen in Figure 13.44.

In our next endeavour, the adaptive TCM and TTCM schemes ofSystem IandSystem II are compared.
Figure 13.47 shows the BER and BPS performance ofSystem I for adaptive TTCM using four iterations,
adaptive TCM of memory 3 (which was the component code of our TTCM scheme) and adaptive TCM of
memory 6 (which had a similar decoding complexity to our TTCMscheme). As can be seen from the fixed-
mode results of Figures 13.41 and 13.42 in the previous section, TCM and TTCM performed similarly
in terms of their BER, when no channel interleaver was used for the slow fading wideband COST207
TU channel of Figure 13.37. Hence, they exhibited a similar performance in the context of the adaptive
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Figure 13.44:BER and BPS performance of adaptive TTCM for transmissions over the COST207 TU
channel of Figure 13.37, using four turbo iterations inSystem I(without channel interleaver)
and inSystem II (with a channel interleaver length of four bursts) for a target BER of less
than 0.01%. The legends indicate the associated switching thresholds expressed in dB, as
seen in the brackets.

schemes of System I, as shown in Figure 13.47. Even the TCM scheme of memory 3 associated with a
lower complexity could give a similar BER and BPS performance. This shows that the equaliser plays a
dominant role inSystem I, where the coded modulation schemes could not benefit from sufficient diversity
due to the lack of interleaving.

When the channel interleaver is introduced inSystem II, the bursty symbol errors are dispersed. Figure
13.48 illustrates the BER and BPS performance ofSystem II for adaptive TTCM using four iterations,
adaptive TCM of memory 3 and adaptive TCM of memory 6. The performance of all these schemes im-
proved in the context ofSystem II, as compared to the corresponding schemes inSystem I. The TCM
scheme of memory 6 had a lower BER than TCM of memory 3, and alsoexhibited a small BPS improve-
ment. As expected, TTCM had the lowest BER and also the highest BPS throughput compared to the other
coded modulation schemes.

In summary, we have observed BER and BPS gains for the channel-interleaved adaptive coded schemes
of System II in comparison to the schemes without channel interleaver asin System I. Adaptive TTCM
exhibited a superior performance in comparison to adaptiveTCM in the context ofSystem II.

13.7.3.3.5 Overall Performance Figure 13.49 shows the fixed modem modes’ performance for TCM,
TTCM, BICM and BICM-ID in the context ofSystem II. For the sake of a fair comparison of the DC, we
used a TCM code memory of 6, TTCM code memory of 3 in conjunction with four turbo iterations, BICM
code memory of 6 and a BICM-ID code memory of 3 in conjunction with eight decoding iterations. How-
ever, BICM-ID had a slightly higher DC, since the demodulator was invoked in each BICM-ID iteration,
whereas in the BICM, TCM and TTCM schemes the demodulator wasonly visited once in each decoding
process. As illustrated in the figure, the BICM scheme performed marginally better than the TCM scheme at
a BER below 0.01%, except in the 64QAM mode. Hence, adaptive BICM is also expected to be better than
adaptive TCM in the context ofSystem II, when a target BER of less than 0.01% is desired. This is because
when the channel interleaver depth is sufficiently high, thediversity gain of the BICM’s bit interleaver is
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Figure 13.45:Channel SNR estimate and BPS versus time plot for adaptive TTCM for transmissions over
the COST207 TU channel of Figure 13.37, using four turbo iterations inSystem I at an
average channel SNR of 25 dB, where the modulation mode switching is based upon the
equaliser’s output SNR, which is compared to the switching thresholdsfn defined in Table
13.8. The duration of one TDMA/TDD frame is 4.615 ms. The TTCMmode can be switched
after one frame duration.

higher than that of the TCM’s symbol interleaver [84,91].
Figure 13.50 compares the adaptive BICM and TCM schemes in the context ofSystem I, i.e. without

channel interleaving, although the BICM scheme invoked an internal bit interleaver of one burst memory.
As can be seen from the figure, adaptive TCM exhibited a betterBPS throughput and BER performance
than BICM, due to employing an insufficiently high channel interleaving depth for the BICM scheme, for
transmissions over our slow fading wideband channels.

As observed in Figure 13.49, we noticed that BICM-ID had the worst performance at low SNRs in each
modulation mode compared to other coded modulation schemes. However, it exhibited a steep slope and
therefore at high SNRs it approached the performance of the TTCM scheme. The adaptive BICM-ID and
TTCM schemes employed in the context ofSystem II were compared in Figure 13.50. The adaptive TTCM
scheme exhibited a better BPS throughput than adaptive BICM-ID, since TTCM had a better performance in
fixed modem modes at a BER of 0.01%. However, adaptive BICM-IDexhibited a lower BER performance
than adaptive TTCM owing to the high steepness of the BER curve of BICM-ID in its fixed modem modes.

13.7.3.3.6 Conclusions In this section, BbB adaptive TCM, TTCM, BICM and BICM-ID were pro-
posed for transmissions over wideband fading channels bothwith and without channel interleaving and
they were characterised in performance terms when communicating over the COST207 TU fading channel.
When observing the associated BPS curves, adaptive TTCM exhibited up to 2.5 dB SNR gain for a chan-
nel interleaver length of four bursts in comparison to the non-interleaved scenario, as evidenced in Figure
13.44. Upon comparing the BPS curves, adaptive TTCM also exhibited up to 0.7 dB SNR gain compared
to adaptive TCM of the same complexity in the context ofSystem II for a target BER of less than 0.01%,
as shown in Figure 13.48. Lastly, adaptive TCM performed better than the adaptive BICM bench-marker
in the context ofSystem I, and the adaptive BICM-ID scheme performed marginally worse than adaptive
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Figure 13.46:Channel SNR estimate and BPS versus time plot for adaptive TTCM for transmissions over
the COST207 TU channel of Figure 13.37, using four turbo iterations inSystem II at an
average channel SNR of 25 dB, where the modulation mode switching is based upon the
equaliser’s output SNR which is compared to the switching thresholdsfn defined in Table
13.8. The duration of one TDMA/TDD frame is 4.615 ms. The TTCMmode is maintained
for four frame durations, i.e. for 18.46 ms.

TTCM in the context ofSystem II as discussed in Section 13.7.3.3.5.

13.7.3.4 Orthogonal Frequency Division Multiplexing

The employment of equalisers for removing the ISI has been discussed in Section 13.7.3.2. By contrast,
as an attractive design alternative here Discrete Fourier Transform (DFT)-based Orthogonal Frequency
Division Multiplexing (OFDM) [193] will be utilised for removing the ISI.

13.7.3.4.1 Orthogonal Frequency Division Multiplexing Principle In this section we briefly intro-
duce Frequency Division Multiplexing (FDM), also referredto as Orthogonal Multiplexing (OMPX), as a
means of dealing with the problems of frequency-selective fading encountered when transmitting over a
high-rate wideband radio channel. The fundamental principle of orthogonal multiplexing originates from
Chang [327], and over the years a number of researchers have investigated this technique [328, 329]. De-
spite its conceptual elegance, until recently its employment has been mostly limited to military applications
because of the associated implementational difficulties. However, it has recently been adopted as the new
European Digital Audio Broadcasting (DAB) standard; it is also a strong candidate for Digital Terrestrial
Television Broadcast (DTTB) and for a range of other high-rate applications, such as 155 Mbit/s wire-
less Asynchronous Transfer Mode (ATM) local area networks.These wide-ranging applications underline
its significance as an alternative technique to conventional channel equalisation in order to combat signal
dispersion [219,330,331].

In the FDM scheme of Figure 13.51 the serial data stream of a traffic channel is passed through a
serial-to-parallel converter, which splits the data into anumber of parallel sub-channels. The data in each
sub-channel are applied to a modulator, such that forN channels there areN modulators whose carrier



436 CHAPTER 13. CODED MODULATION THEORY AND PERFORMANCE

$RCSfile: adap-bps-ttcm4it-tcml6.gle,v $ $Date: 2000/05/11 13:03:27 $

0 5 10 15 20 25 30 35 40
Channel SNR (dB)

10-6

10-5

10-4

10-3

10-2

10-1

100

B
it

E
rr

or
R

at
io

0

1

2

3

4

5

B
P

S

TCM memory-3 (19.56, 23.91, 30.52)
TCM memory-6 (19.56, 23.88, 30.07)
TTCM 4-iteration (19.69, 23.45, 30.29)
Adaptive - System I

BPS
BER

0.01 percent
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shown in Table 13.8.
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Figure 13.49:BER performance of the fixed modem modes of 4QAM, 8PSK, 16QAM and 64QAM util-
ising TCM, TTCM, BICM and BICM-ID schemes in the context ofSystem II for transmis-
sions over the COST207 TU channel of Figure 13.37. For the sake of maintaining a similar
DC, we used a TCM code memory of 6, TTCM code memory of 3 in conjunction with four
turbo iterations, BICM code memory of 6 and a BICM-ID code memory of 3 in conjunction
with eight decoding iterations. However, BICM-ID had a slightly higher complexity than the
other systems, since the demodulator module was invoked eight times as compared to only
once for its counterparts during each decoding process.

frequencies aref0, f1, . . . , fN−1. The centre frequency difference between adjacent channels is∆f and
the overall bandwidthW of theN modulated carriers isN∆f .

TheseN modulated carriers are then combined to give a FDM signal. Wemay view the serial-to-
parallel converter as applying everyM th symbol to a modulator. This has the effect of interleavingthe
symbols entered into each modulator, hence symbolsS0, SN , S2N , . . . are applied to the modulator whose
carrier frequency isf1. At the receiver the received FDM signal is demultiplexed into N frequency bands,
and theN modulated signals are demodulated. The baseband signals are then recombined using a parallel-
to-serial converter.

The main advantage of the above FDM concept is that because the symbol period has been increased,
the channel’s delay spread is a significantly shorter fraction of a symbol period than in the serial system,
potentially rendering the system less sensitive to ISI thanthe conventionalN times higher-rate serial system.
In other words, in the low-rate sub-channels the signal is nolonger subject to frequency-selective fading,
hence no channel equalisation is necessary.

A disadvantage of the FDM approach shown in Figure 13.51 is its increased complexity in compar-
ison to the conventional system caused by employingN modulators and filters at the transmitter andN
demodulators and filters at the receiver. It can be shown thatthis complexity can be reduced by employing
the Discrete Fourier Transform (DFT), typically implemented with the aid of the Fast Fourier Transform
(FFT) [193]. The sub-channel modems can use almost any modulation scheme, and 4- or 16-level QAM is
an attractive choice in many situations.

The FFT-based QAM/FDM modem’s schematic is portrayed in Figure 13.52. The bits provided by
the source are serial/parallel converted in order to form the n-level Gray-coded symbols,N of which are
collected in TX buffer 1, while the contents of TX buffer 2 arebeing transformed by the Inverse Fast
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Figure 13.50:BER and BPS performance of the adaptive TCM/BICMSystem I, using memory 3 codes
and that of the adaptive TTCM/BICM-IDSystem II, for transmissions over the Rayleigh
fading COST207 TU channel of Figure 13.37. The switching mechanism was characterised
by Equation 13.55. The switching thresholds were set experimentally, in order to achieve a
BER of below0.01%, as shown in Table 13.8.

Fourier Transform (IFFT) in order to form the time-domain modulated signal. The Digital-to-Analogue
(D/A) converted, low-pass filtered modulated signal is thentransmitted via the channel and its received
samples are collected in RX buffer 1, while the contents of RXbuffer 2 are being transformed to derive
the demodulated signal. The twin buffers are alternately filled with data to allow for the finite FFT-based
demodulation time. Before the data are Gray coded and passedto the data sink, they can be equalised by
a low-complexity method, if there are some dispersions within the narrow sub-bands. For a deeper tutorial
exposure the interested reader is referred to reference [193].

13.7.3.5 Orthogonal Frequency Division Multiplexing Aided Coded Modulation

13.7.3.5.1 Introduction The coded modulation schemes of Sections 13.2–13.6 are hereintegrated with
OFDM by mapping coded symbols to the OFDM modulator at the transmitter and channel decoding the
symbols output by the OFDM demodulator at the receiver.

When the channel is frequency selective and OFDM modulationis used, the received symbol is given by
the product of the transmitted frequency-domain OFDM symbol and the frequency-domain transfer function
of the channel. This direct relationship facilitates the employment of simple frequency-domain channel
equalisation techniques. Essentially, if an estimate of the complex frequency-domain transfer function
Hk is available at the receiver, channel equalisation can be performed by dividing each received value by
the corresponding frequency-domain channel transfer function estimate. The channel’s frequency-domain
transfer function can be estimated with the aid of known frequency-domain pilot subcarriers inserted into the
transmitted signal’s spectrum [193]. These known pilots effectively sample the channel’s frequency-domain
transfer function according to the Nyquist frequency. These frequency-domain samples then allow us to
recover the channel’s transfer function between the frequency-domain pilots with the aid of interpolation.
In addition to this simple form of channel equalisation, another advantage of the OFDM-based modulation
is that it turns a channel exhibiting memory into a memoryless one, where the memory is the influence of
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Figure 13.51:Simplified block diagram of the orthogonal parallel modem.

the past transmitted symbols on the value of the present symbol.

13.7.3.5.2 System Overview The encoder produces a block ofNi channel symbols to be transmitted.
These symbols are transmitted by the OFDM modulator. As the OFDM modulator transmitsNu modulated
symbols per OFDM symbol, ifNu = Ni then the whole block ofNu modulated symbols can be transmitted
in a single OFDM symbol. We refer to this case as the single-symbol mapping based scenario. By contrast,
if Nu < Ni, then more than one OFDM symbol is required for the transmission of the channel-coded block.
We refer to this case as the multiple-symbol mapping based scenario. Both the single- and the multiple-
symbol scenarios are interesting. The single-symbol scenario is more appealing from an implementation
point of view, as it is significantly more simple. However, itis well known that the performance of a
turbo-coded scheme improves upon increasing the IL. Since the number of subcarriers in an OFDM system
is limited by several factors, such as for example the oscillator’s frequency stability, by using the single-
symbol solution we would be limited in terms of the TTCM blocklength as well. Thus the multiple-symbol
solution also has to be considered in order to fully exploit the advantages of the TTCM scheme. Since the
single-symbol based scheme is conceptually more simple, wewill consider this scenario first. Its extension
to the multiple-symbol scenario is straightforward.

In the single carrier system discussed in Section 13.7.3.2 the received signal is given byyk = xk ∗hk +
nk, where∗ denotes the convolution of the transmitted sequencexk with the channel’s impulse responsehk.
An equaliser is used for removing the ISI before channel decoding, giving ỹk = x̃k + ñk. The associated
branch metrics can be computed as:

P (ỹk|x̃k) = e
− |ñ|2

2σ2

= e
− |ỹk−x̃k|2

σ2 . (13.56)

However, in a multi-carrier OFDM system, the received signal is given byYk = Xk · Hk + Nk, which
facilitates joint channel equalisation and channel decoding by computing the branch metrics as:

P (yk|xk) = e
− |Yk−Hk·Xk|2

2σ2 , (13.57)

whereHk is the channel’s frequency-domain transfer function at thecentre frequency of thekth subcar-
rier. Hence, as long as the the channel transfer function estimation is of sufficiently high quality, simple
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OFDM Parameters
Total number of subcarriers,N 2048 (2K mode)
Number of effective subcarriers,Nu 1705
OFDM symbol durationTs 224µs
Guard interval Ts/4 = 56µs
Total symbol duration 280µs
(inc. guard interval)
Consecutive subcarrier spacing1/Ts 4464 Hz
DVB channel spacing 7.61 MHz
QPSK and QAM symbol period 7/64µs
Baud rate 9.14 MBaud

Table 13.9:Parameters of the OFDM module [333].

frequency-domain equalisation could be invoked during thedecoding process. If iterative channel decoding
is invoked, the channel transfer function estimation is expected to improve during the consecutive iterative
steps, in a fashion known in the context of turbo equalisation [129]. Indeed, a performance as high as that
in conjunction with perfect channel estimation can be attained [332].

Let us now consider the effect of the channel interleaver. When the channel is frequency selective,
it exhibits frequency-domain nulls, which may obliterate several OFDM subcarriers. Thus the quality of
several consecutive received OFDM symbols will be low. If the quality is inferior, the channel decoder is
unable to correctly estimate the transmitted symbols. When, however, a channel interleaver is present, the
received symbols are shuffled before channel decoding and hence these clusters of corrupted subcarriers
are disperse. Thus, after the channel interleaver we expectto have only isolated low-quality subcarriers
surrounded by unimpaired ones. In this case the decoder is more likely to be able to recover the sym-
bol transmitted on the corrupted subcarrier, using the redundancy added by the channel coding process,
conveyed by the surrounding unimpaired subcarriers.

Finally, we consider the multiple-symbol scenario. The system requires only a minor modification.
When more than one OFDM symbol is required for transmitting the block of channel-coded symbols, the
OFDM demodulator has to store both the demodulated symbols and the channel transfer function estimates
in order to form a whole channel-coded block. This block is then fed to the channel interleaver and then to
the channel decoder, together with the channel transfer function estimate. Exactly the same MAP decoder as
in the single-symbol case can be used for performing the joint channel equalisation and channel decoding.
Similarly, the function of the channel interleaver is the same as in the single-symbol scenario.

13.7.3.5.3 Simulation Parameters The Digital Video Broadcasting (DVB) standard’s OFDM scheme
[193] was used for this study. The parameters of the OFDM DVB system are presented in Table 13.9. Since
the OFDM modem has 2048 subcarriers, the subcarrier signalling rate is effectively 2000 times lower than
the maximum DVB transmission rate of 20 Mbit/s, corresponding to about 10 kbit/s. At this sub-channel
rate, the individual sub-channels can be considered nearlyfrequency-flat.

The channel model employed is the 12-path COST207 [237] Hilly Terrain (HT) type of impulse re-
sponse, exhibiting a maximum relative path delay of 19.9µs. The unfaded impulse response is depicted
in Figure 13.53. The carrier frequency is 500 MHz and the sampling rate is 7/64µs. Each of the channel
paths was faded independently, obeying a Rayleigh fading distribution, according to a normalised Doppler
frequency of10−5 [49]. This corresponds to a worst-case vehicular velocity of about 200 km/h.

13.7.3.5.4 Simulation Results and DiscussionsIn this section, the system performance of the OFDM-
based coded modulation schemes is evaluated using QPSK, 8PSK and 16QAM. The coding rate of the
coded modulation schemes changes according to the modem mode used. Hence the effective throughput
for QPSK is 1 bit/subcarrier, for 8PSK it is 2 bits/subcarrier and finally for 16QAM it is 3 bits/subcarrier.

Figure 13.54 shows the performance of the integrated systems in conjunction with a channel interleaver
of 5000 symbols using a QPSK modem. We can see from the figure that BICM performs about 3.8 dB
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Figure 13.53:COST207 Hilly Terrain (HT) type of impulse response [237].

better than TCM at a BER of 10−4. When the iterative schemes of TTCM and BICM-ID are used, a
better performance is achieved. When using eight iterations, TTCM and BICM-ID reach their optimum
performance. Clearly, in this scenario TTCM is superior to BICM-ID.

Figure 13.55 illustrates the performance of the systems considered for an effective throughput of 2
bits/subcarrier using a channel interleaver of 5000 symbols. TCM, BICM and BICM-ID exhibit a similar
complexity; however, TTCM using eight iterations is somewhat more complex. Specifically, in order to be
able to compare the associated complexities we assumed thatthe number of decoder trellis states determined
the associated complexity. For example, a memory-lengthK = 3 TTCM scheme had2K = 8 trellises
per decoding iteration and there are two decoders. Hence after four iterations we encounter a total of
8 · 2 · 4 = 64 trellis states. Hence a 64-state,K = 6 TCM scheme has a similar complexity to aK = 4
TTCM arrangement using four iterations. For the sake of faircomparisons, TTCM employing four iterations
should be used, although the performance difference between four and eight iterations is only marginal.
Again, TTCM is the best scheme. At a BER of 10−4, TTCM performs about 1.2 dB better than BICM-ID,
2.2 dB better than BICM and 3.6 dB better than TCM.

Figure 13.56 compares the performance of the systems for a throughput of 3 bits/subcarrier using a
channel interleaver of 5000 symbols. Again, the systems exhibited a similar complexity, except for TTCM.
There is one uncoded information bit in the 4-bit 16QAM symbol of the rate-3/4 TCM code having 64
states, as can be seen from its generator polynomial in Table13.6. For this reason, this TCM scheme is
only potent at lower SNRs, while exhibiting modest performance improvements in the higher SNR region,
as demonstrated by Figure 13.56. The rest of the schemes do not have uncoded information bits in their
16QAM symbols. BICM-ID outperforms BICM forEb/N0 values in excess of about 1.2 dB, while it is
inferior in comparison to TTCM by about 1 dB at a BER of 10−4. However, TTCM using 8-state TCM
component codes exhibits an error floor at a BER around 10−5.

13.7.3.5.5 Conclusions In this section OFDM was studied and integrated with the coded modulation
schemes of Sections 13.2–13.6. The performance of OFDM-assisted TCM, TTCM, BICM and BICM-
ID was investigated for transmissions over the dispersive COST207 HT Rayleigh fading channel of Fig-
ure 13.53 using QPSK, 8PSK and 16QAM modulation modes. TTCM was found to be the best compromise
scheme, followed by BICM-ID, BICM and TCM.
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Figure 13.54:Comparison of TCM, TTCM, BICM and BICM-ID using QPSK-OFDM modem for trans-
missions over the Rayleigh fading COST207 HT channel of Figure 13.53 at a normalised
Doppler frequency of10−5. The OFDM parameters are listed in Table 13.9, while the coded
modulation parameters were summarised in Section 13.7.2.1.

13.8 Summary and Conclusions
In Sections 13.2–13.6 we have studied the conceptual differences between four coded modulation schemes
in terms of their coding structure, signal labelling philosophy, interleaver type and decoding philosophy.
The symbol-based non-binary MAP algorithm was also highlighted, when operating in the logarithmic
domain.

Furthermore, in Section 13.7 the performance of the above-mentioned four coded modulation schemes
was evaluated for transmissions over narrowband channels in Section 13.7.2 and over wideband channels
in Section 13.7.3. Over the dispersive Rayleigh fading channels a DFE was utilised for supporting the
operation of the coded modulation schemes, as investigatedin Section 13.7.3.3.

TCM was found to perform better than BICM in AWGN channels owing to its higher Euclidean dis-
tance, while BICM faired better in fading channels, since itwas designed for fading channels with a higher
grade of time diversity in mind. BICM-ID gave better performance both in AWGN and fading channels
compared to TCM and BICM, although it exhibited a higher complexity due to employing several decoding
iterations, while TTCM struck the best balance between performance and complexity.

The performance of the BbB DFE-assisted adaptive coded modulation scheme was investigated in
Section 13.7.3.3, and attained an improved performance in comparison to the fixed-mode-based coded
modulation schemes in terms of both its BER and BPS performance.

OFDM was also invoked for assisting the operation of coded modulation schemes in highly disper-
sive propagation environments, as investigated in Section13.7.3.5 in a multi-carrier transmission scenario.
Again, TTCM/OFDM struck the most attractive trade-off in terms of its performance versus complexity
balance in these investigations, closely followed by BICM-ID/OFDM.

Having introduced a host of channel coding techniques in theprevious chapters, in the next two chapters
we will concentrate on the family of transmit-diversity-aided space-time coding arrangements, which are
very powerful in terms of mitigating the effects of fading when communicating over wireless channels.
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Figure 13.55:Comparison of TCM, TTCM, BICM and BICM-ID using 8PSK-OFDM modem for trans-
missions over the Rayleigh fading COST207 HT channel of Figure 13.53 at a normalised
Doppler frequency of10−5. The OFDM parameters are listed in Table 13.9 while the coded
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Doppler frequency of10−5. The OFDM parameters are listed in Table 13.9 while the coded
modulation parameters were summarised in Section 13.7.2.1.
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Chapter 18
Near-Capacity Irregular BICM-ID
Scheme1

18.1 Introduction

In the previous chapters we have investigated various MLC and BICM-ID designs for the sake of improving
their BER performance. In this chapter we further improve the BICM-ID scheme for the sake of achieving
an infinitesimally low BER close to the theoretical capacitylimit. In view of this, we introduce the irregular
code-design concept contrived for BICM-ID schemes in orderto create a more flexible system, which is
capable of achieving a near-capacity performance. Alternatively, with the aid of these irregular components,
we strike a more attractive trade off between near-capacityperformance and a moderate system complexity.

BICM-ID [90] was described in Section 14.4, which consists of three main blocks - a convolutional
encoder, bit-interleavers and a bit-to-symbol mapper. Iterative detection was achieved by exchanging soft
extrinsic information between the symbol-to-bit demapperand the decoder. The BER versusEb/N0 curve
of this BICM-ID scheme exhibits a turbo-like cliff and the achievable convergence performance can be
characterised with the aid of EXIT charts [359].

Different bit-to-symbol mapping schemes have been investigated in order to improve the convergence
behaviour of BICM-ID [415, 416] by shaping the demapper’s EXIT characteristic for the sake of creating
an open EXIT tunnel and hence to achieve an infinitesimally low BER. Furthermore, an adaptive BICM ar-
rangement using various iterative decoding schemes was proposed in [417], which employed different signal
constellations and bit-to-symbol mapping within one codeword. This flexible signalling scheme required
the knowledge of the average signal quality at the transmitter, for invoking advanced Adaptive Modulation
and Coding (AMC) [418] in order to improve the overall BICM-ID scheme’s achievable performance.

A Unity-Rate Code (URC) can be used as a precoder for reachingthe (1,1) EXIT chart convergence
point [373] and hence to achieve an infinitesimally low BER. Aprecoded mapper scheme was also proposed
for a three-stage - encoder, precoder and modulator - designconstituted by either a bit-based or a symbol-
based precoder [419]. Furthermore, a flexible irregular demapper combined with modulation doping was
proposed in [420] for the sake of producing an open EXIT tunnel.

The Irregular Convolutional Coding (IrCC) [421, 422] concept was proposed for improving the con-
vergence behaviour of serially concatenated codes, which can be employed as the encoder component of
an Ir-BICM-ID. Furthermore, in order to introduce a more diverse set of EXIT characteristics for creating
an IrCC, we invoke low-complexity Convolutional Codes (CC)constituted from a hybrid combination of
memoryless repetition codes.

1Part of this chapter is based on the collaborative research outlined in [142, 143].

571



572 CHAPTER 18. NEAR-CAPACITY IRREGULAR BICM-ID DESIGN

The novel contribution of this chapter is that we propose an irregular BICM-ID arrangement for the sake
of creating an adaptive BICM-ID scheme, which can either exhibit near-capacity performance or lower-
complexity implementation. Our approach is based on invoking EXIT chart analysis for minimising the
area of the open EXIT tunnel in order to achieve a near-capacity performance. Alternatively, the width of
the EXIT tunnel can be increased for the sake of reducing the system’s complexity.

18.2 Irregular Bit-Interleaved Coded Modulation Schemes

The classic BICM-ID scheme of Section 14.4 exchanges extrinsic information between the CC decoder and
the demapper, as shown again in Figure 18.1 for convenience.The precoder concept was proposed in [361]
which was then used to create a recursive demapper at the decoder, as previously described in Section
15.4. By combining the precoder and the demapper, we will demonstrate that the demapper will facilitate
convergence to the (1,1) EXIT trajectory point. The system’s schematic is shown in Figure 18.2.
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Figure 18.1: The general structure of the classic BICM-ID scheme. The binary source bit streamu1 is
encoded by the CC encoder and the encoded bitsv1 are interleaved by the bit interleaverπ,
yielding the permuted bitsu2. The inner iterations exchange extrinsic information between the
demapper and the CC decoder, where the notationA(.) represents thea priori information
quantified in terms of LLRs, whileE(.) denotes theextrinsic information also expressed in
terms of LLRs.
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18.2. IRREGULAR BIT-INTERLEAVED CODED MODULATION SCHEMES 573

...
...

...

...
...

...

u1
π1

u2

CC2

CCF

CC1

URC2 π2,2

MA
1

MA
2

MA
Q

URC1

URCQ

channel

π2,Q

π1

π−1
1

DeMA
2

DeMA
Q

DeMA
1DeURC1

DeURC2

DeURCQDeCCF

DeCC2

DeCC1

π−1
2,2

π2,2

π−1
2,Q

π2,1

π−1
2,1

π2,Q

v2,1 u3,1

x

y
û1
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18.2.1 System Overview

Each component of the irregular scheme proposed consists ofdifferent subcodes. To provide more detailed
illustration, the schematic of the proposed Ir-BICM-ID scheme is shown in Figure 18.3, which is constituted
by the three main component blocks, namely the IrCC, the bit interleaver and the mapper. In our Ir-BICM-
ID design, the IrCC is constituted byF number of low-complexity Convolutional Codes (CC). The inner
component module of Figure 18.3 containsQ number of URCs andQ number of MAppers (MA).

The binary source bit streamu1 is encoded by the IrCC encoder and the encoded bitsv1 are interleaved
by the bit interleaverπ1, yielding the permuted bitsu2. The bit streamu2 is then fed into the IrURC
encoder and each of theURC

i codes yields the encoded bitsv2,i according to the appropriately assigned
weighting coefficients, wherei denotes the component index. The resultant bitsv2,i are interleaved by the
corresponding bit interleaverπ2,i and the permuted bitsu3,i are then mapped to the input of the associated
mapperMA

i , as shown in Figure 18.3. This adaptive mapping scheme is referred to as the Irregular Mapper
(IrMapper). The modulated symbolsx are transmitted via a Rayleigh fading channel and the received
symbolsy are demodulated.

At the receiver, an iterative decoder is invoked, exchanging extrinsic information between the inner
and outer components. The inner iterations exchange extrinsic information between the irregular demapper
and the IrURC decoder, where the notationA(.) represents thea priori information quantified in terms
of LLRs, while E(.) denotes theextrinsic information also expressed in terms of LLRs. Observe in
Figure 18.3 that each component of the URC decoder and demapper is termed asDeURC

i andDeMA
i ,
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respectively and only the first component is labeled for clarity. The inner component is represented by the
IrURC-IrMapper block.

By contrast, the outer iterations are invoked between the IrURC decoder and the IrCC decoder of Figure
18.3. Here, each of the IrCC component decoder is termed asDeCC

i . Since both the IrURC and IrCC
schemes are trellis-based, their decoders employ the MAP algorithm.

The original three-stage arrangement of the IrCC, IrURC andIrMapper schemes would require a 3-D
EXIT chart analysis, which is hard to interpret visually. However, our investigations not included here
suggest that the innerDeURC

i andDeMA
i blocks require only a few iterations in our 3-stage system to

reach the (1,1) point of perfect convergence. We can therefore view these two blocks as a combined decoder
using several inner iterations and this allows us to simplify the 3-D EXIT analysis to 2-D EXIT functions,
while using the most beneficial activation order of the iterative decoder components.

1) The inner iterative decoder continues iterations, untilno more mutual information improvement is
achieved.

2) This is then followed by an outer iterative decoding.

3) With the aid of the resultanta priori information, the inner iterative decoder is invoked again.

4) This process continues, until the affordable number of iterations is reached.

The resultant inner decoder block of the Ir-BICM-ID scheme is portrayed in Figure 18.4. The dein-
terleaver within the inner code is denoted asπ−1

2,i , wherei is the index of the subcode. The corresponding
interleaver length of subcodei is constrained to be shorter than the outer interleaver length of π1, although
it would be more beneficial to have a longer interleaver for the sake of achieving a better inner iteration
gain.
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Figure 18.4: The Ir-BICM-ID inner block.

18.3 EXIT Chart Analysis
In this section EXIT chart analysis is performed in order to characterise the scheme’s achievable itera-
tive decoding convergence. The basics of EXIT chart analysis were outlined in Section 15.3. Again, the
Ir-BICM-ID scheme of Figure 18.3 is a three-stage arrangement, which requires 3-D EXIT analysis, as
presented in [371]. However, since the Irregular Demapper (IrDemapper) of Figure 18.4 constitutes a
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low-complexity component, the low-complexity inner iterations are continued until the mutual information
E(v2,i) becomes near-constant, because no more extrinsic information may be gleaned by any of these
two components, without the third component’s intervention. Hence, we can simplify the three-stage EXIT
chart representation to a 2-D EXIT curve, as detailed below.

Let IA(b) represent the mutual information between thea priori informationA(b) and the bitb, while
IE(b) denotes the mutual information between theextrinsic informationE(b) and the bitb. Observe from
Figure 18.3 that the EXIT function of the IrDemapper can be represented as a function ofIE(u3) and the
channel’sEb/N0 value as follows

IE(u3) =
1

Q

Q
X

i=1

fu3 [IA(u3,i), Eb/N0]. (18.1)

Observe in Figure 18.3 that in a typical three-stage concatenated design, the IrURC decoder has two
mutual information outputs, namelyIE(u2) andIE(v2), whereIE(v2) is the total mutual information of
IE(v2,i), ∀i. Both of these mutual information components depend on twoa priori mutual information
inputs, namely onIA(u2) andIA(v2). The two functions can be defined as

IE(u2) = fu2 [IA(u2), IA(v2)], (18.2)

IE(v2) = fv2 [IA(u2), IA(v2)]. (18.3)

Again, in this Ir-BICM-ID scheme, we continue invoking inner iterations, until we succeed in gener-
ating sufficiently reliable mutual informationIE(u2), before activating the outer iterations. Hence we may
combine the inner component blocks according to Figure 18.4, where the dotted box indicates the inner
IrURC-IrMapper component. The EXIT function of this inner component can be defined by

IE(u2) = fu2 [IA(u2), Eb/N0]. (18.4)

For the IrCC decoder, the EXIT function becomes

IE(v1) = fv1 [IA(v1)]. (18.5)

18.3.1 Area Property
The so-called area-property of EXIT charts [423] can be exploited for creating a near-capacity Ir-BICM-
ID scheme based on EXIT curve matching. The area property of EXIT charts [423] states that the area
under the EXIT curve of an inner decoder component is approximately equal to the attainable channel
capacity, provided that the channel’s input symbols are equiprobable. As for the outer component, the
area under its EXIT function is equivalent to(1 − Ro), whereRo is the outer component’s coding rate.
The area properties were formally shown to hold for the Binary Erasure Channel (BEC) [424], but there is
experimental evidence that they also holds for AWGN [371] and Rayleigh fading channels [425].

Let Av1 andĀv1 be the areas under the EXIT function offv1(i) andf−1
v1

(i), wherei ∈ [0, 1], which
can be defined as

Av1 =

Z 1

0

fv1(i)di, Āv1 =

Z 1

0

f−1
v1

(i)di = 1− Av1 . (18.6)

Therefore the areāAv1 under the inverse of the EXIT function is approximately equivalent to the
coding rate,Āv1 ≈ Ro. Since the IrURC has a coding rate of unity, the areaAv2 under the combined inner
component block’s EXIT curve in Figure 18.3, can be defined asfollows

Av2 ≈ Cchannel, (18.7)

whereCchannel is the achievable channel capacity in the presence of equi-probable symbols. If the inner
code rate is not equal to one or the precoder does not have a unity code rate, there would be a capacity
loss, which the outer code is unable to recover. Our aim is to create a near-capacity design associated with
a narrow EXIT tunnel between the inner and outer EXIT function, reaching the convergence point (1,1),
which typically yields an infinitesimally low BER.
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18.4 Irregular Components

The irregular components consist of several subcodes, eachof which exhibits a different EXIT function,
at a different coding rate. The irregular components employed by the Ir-BICM-ID scheme are the IrCC,
IrURC and the IrMapper of Figure 18.3, where the IrCC is invoked as the irregular outer component, while
the IrURC and IrMapper are combined as the irregular inner component.

18.4.1 Irregular Outer Codes

In this chapter, we introduce a hybrid combination of irregular repetition codes and convolutional codes,
which constitute the Ir-BICM-ID encoder. The original outer IrCC component was proposed by Tüchler and
Hagenauer [422], which consists of different-rate components created from a mother code by puncturing.
To be more specific, the IrCC was designed from a 1/2-rate memory-4 mother code defined by the Generator
Polynomials (GPs)(1, G1/G2), where puncturing was employed to generate a set of codes having gradually
increasing coding rates. The feedback polynomial is definedby G1 = 1 + D + D4 = (31)8 and the
feedforward polynomial is represented byG2 = 1 + D2 + D3 + D4 = (27)8.

For lower code rates, two additional generator polynomials, namelyG3 = 1 +D + D2 + D4 = (35)8
andG4 = 1 + D + D3 + D4 = (33)8 are employed. The total number of subcodes in the memory-4 IrCC
arrangement isF = 17, having code rates spanning the range of [0.1,0.9], with a step size of 0.05.
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Figure 18.5: EXIT functions of theF = 36 subcodes of the IrCC scheme of Figure 18.3 as specified in
Table 18.2.

The EXIT functions of these IrCC subcodes are shown in Figure18.5, indicated by the dotted lines.
Observe in Figure 18.5 that the original memory-4 IrCC exhibits a near-horizontal portion in the EXIT
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chart, which is typical of strong CCs having a memory of four and associated with 16 trellis states. In order
to match the shape of the inner codes’ EXIT curves more accurately, the shape of the outer codes’ EXIT
functions can be adjusted in a way, which allows us to match a more diverse-shaped set of inner-code EXIT
functions. Hence we introduce a more diverse range of EXIT functions, particularly along the diagonal
region of the EXIT chart. This can be achieved by invoking weaker codes having a lower memory.

Accordingly, memory-1 CCs are also in corporated in the IrCCscheme, which have a simple two-
state trellis diagram. The generator polynomial of this memory-1 0.5-rate mother code is defined by GPs
(1, G1/G2), where we haveG1 = D andG2 = 1. For lower code rates, an extra output GP, namely
G3 is used, whereG3 = G2. For higher code rate, the puncturing pattern of the memory-4 IrCC is
employed [422]. This way we generate 10 additional EXIT functions, as shown by the dashed lines in
Figure 18.5, spanning the range of [0.45,0.9], with a step size of 0.05. The 10 memory-1 CC are specified
by the tuples{r, (w1, w2, w3), l, (p1, p2, p3, p4)}, wherer represents the code rate,wi specifies how often
the GPGi occurs,l is the puncturing period and the puncturing pattern is defined bypi, which is the octal
representation associated withGi [421,422]. These additional 10 memory-1 CC is detailed in Table 18.1.

r w1, w2, w3 l p1, p2, p3, p4

0.45 1,1,1 9 777,777,021
0.5 1,1 1 1,1
0.55 1,1 11 3777,2737
0.6 1,1 3 7,3
0.65 1,1 13 17777,05253
0.7 1,1 7 177, 025
0.75 1,1 3 7,1
0.8 1,1 4 17,1
0.85 1,1 17 377, 777, 010, 101
0.9 1,1 9 777,1

Table 18.1:The additional 10 memory-1 CC specified by the tuples{r, (w1, w2, w3), l, (p1, p2, p3, p4)}.

A repetition code is a simple memoryless code, which consists of only two codewords, namely the
all-zero word and the all-one word. Since it has no memory, the EXIT functions of such repetition codes
are diagonally-shaped. In Figure 18.5, we have nine different-rate repetition codes as indicated by the solid
lines and spanning the code-rate range of [0.1,0.5] with thestep size of 0.05.

Each of theseF = 36 subcodes encodes a specific fraction of the bit streamu1 of Figure 18.3 according
to a specific weighting coefficientαi, wherei = 1, 2, ..., 36. More specifically, let us assume that there
areL number of encoded bitsv1 in Figure 18.3, where each subcodei encodes a fraction ofαiriL and
generatesαiL encoded bits using a coding rate ofri. Let us assume that there areF number of subcodes
and that the following conditions must be satisfied:

F
X

i=1

αi = 1, (18.8)

whereRo =
P

F

i=1 αiri with αi ∈ [0, 1], ∀i andRo is the average outer code rate. The EXIT functions
of all F = 36 IrCC subcodes are shown in Figure 18.5. The subcodes of the outer component code are
summarised in Table 18.2.

18.4.2 Irregular Inner Codes
In order to generate a narrow but nonetheless open EXIT charttunnel, which leads to the convergence point
of (IA, IE) = (1, 1), we have to design inner EXIT functions which match the shapeof those in Figure
18.5 and exhibit a wide variety of EXIT characteristic shapes. Again, in this chapter, we propose an inner
decoder block, which consists of an IrURC and IrMapper combination.
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Code Indexi Type Coding Rate Code Indexi Type Coding Rate
1 CC mem-4 0.10 19 Rep. Code 0.15
2 CC mem-4 0.15 20 Rep. Code 0.20
3 CC mem-4 0.20 21 Rep. Code 0.25
4 CC mem-4 0.25 22 Rep. Code 0.30
5 CC mem-4 0.30 23 Rep. Code 0.35
6 CC mem-4 0.35 24 Rep. Code 0.40
7 CC mem-4 0.40 25 Rep. Code 0.45
8 CC mem-4 0.45 26 Rep. Code 0.50
9 CC mem-4 0.50 27 CC mem-1 0.45
10 CC mem-4 0.55 28 CC mem-1 0.50
11 CC mem-4 0.60 29 CC mem-1 0.55
12 CC mem-4 0.65 30 CC mem-1 0.60
13 CC mem-4 0.70 31 CC mem-1 0.65
14 CC mem-4 0.75 32 CC mem-1 0.70
15 CC mem-4 0.80 33 CC mem-1 0.75
16 CC mem-4 0.85 34 CC mem-1 0.80
17 CC mem-4 0.90 35 CC mem-1 0.85
18 Rep. Code 0.10 36 CC mem-1 0.90

Table 18.2:The outer CC with different number of memories (mem.) and repetition (rep.) subcodes used
in the hybrid IrCC component of Figure 18.5, where each subcode indexi corresponds to the
αi weighting coefficient in Equation (18.8).

First, we investigate the effect of having different precoder memories, when communicating over an
uncorrelated Rayleigh fading channel using 8PSK modulation employing GM. The serial concatenated
precoder and mapper represents the inner component block shown in Figure 18.4, although, without inner
iterations. We conducted a full search for all URCs, invoking a memory of up to three. The 10 most distinct
EXIT functions are plotted in Figure 18.7. The GPs of the URC are defined in the form of(G1, G2),
whereG1 andG2 represent the feedforward and feedback polynomials in octal format. The corresponding
shift-register component schematics are shown in Figure 18.6.

URC indexi G1 G2 URC indexi G1 G2

URC1 28 38 URC6 108 138

URC2 48 78 URC7 158 148

URC3 168 178 URC8 108 178

URC4 78 58 URC9 138 178

URC5 68 78 URC10 78 68

Table 18.3:The outer URC subcodes used in the hybrid IrCC component, where each subcode indexi
corresponds to theαi weighting coefficient in Equation (18.8).

Note from Figure 18.7 that the bit-to-8PSK symbol mapper employing GM does not benefit from the
iterations, since its EXIT function is a horizontal line, asshown in Figure 15.15. In contrast, the modulator
invoking other mappers would require iterations within theinner component, since the corresponding EXIT
function is not a horizontal line. Therefore, a near-capacity scheme requires inner iterations between the
URC decoder and the demapper of Figure 18.4.

Let us now create a range of IrURC schemes consisting of threeURCs, each having a different memory
length. After evaluating the EXIT chart of all possible combinations of up to three different-memory URCs,
we selected the three most dissimilar URC EXIT functions. More specifically, we used the GPs(G1, G2)
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Figure 18.6: Shift-register encoder schematics forQ = 10 URC components.

of (2, 3)8, (4, 7)8 and(16, 17)8, or (1, 1 + D), (1, 1 + D + D2) and(1 + D + D2, 1 + D + D2 + D3),
which are termed as URC1 URC2 URC3, respectively, as part of the subcodes specified in Table 18.3.

Finally, the IrMapper of Figure 18.3 consists of irregular mapping schemes, each invoking a differ-
ent bit-to-symbol mapping strategy. Here, we consider an 8PSK constellation and employ four different
mapping schemes, which exhibit dissimilar EXIT functions,namely Gray Mapping (GM), Ungerböck’s
Partitioning (UP) [83], Block Partitioning (BP) and Mixed Partitioning (MP) [334], as defined and speci-
fied earlier in Table 15.1. The corresponding bit-to-symbolmapping schemes are repeated in Table 18.4 for
convenience.

With the IrURC and IrMapper schemes defined, we proceed by creatingQ = 12 different EXIT func-
tions for the inner decoder components, each invoking a different combination of the IrURC and IrMapper
schemes of Table 18.4. For example, the URC1 scheme employing the GM arrangement was defined in
Table 18.4 as UM1.

The EXIT functions of theQ = 12 combined inner IrURC-IrMapper components are plotted in Figure
18.8 forEb/N0 = 5.3dB. Note that these EXIT functions exhibit a wider range of shapes compared to
the non-iterative, Gray-mapped IrURC shown in Figure 18.7.The weighting coefficients are defined asβ,
satisfying the following conditions:

Q
X

i=1

βi = 1 andβi ∈ [0, 1], ∀i. (18.9)

18.4.3 EXIT Chart Matching

We adopt the EXIT chart matching algorithm of [422] to jointly match the EXIT functions of both the
irregular inner and outer components, as detailed in Section 18.4.2. The EXIT functions to be considered
are described in Equations (18.4) and (18.5). More explicitly, we intend to minimise the EXIT-tunnel area
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Figure 18.7: EXIT functions of theQ = 10 inner URC sub-components of Figure 18.6, specified in Table
18.3, when communicating over uncorrelated Rayleigh fading channels atEb/N0 = 5.3dB.
The precoders of Table 18.3 having memories of 1, 2 and 3 were employed in conjunction
with an 8PSK GM using no inner iteration.

represented by the square of the error function of

e(i) = [fv2(i, Eb/N0)− f−1
v1

(i)]. (18.10)

Furthermore, the error function should be larger than zero and may be expressed as [422]:

J (α1, ..., αF) =

Z 1

0

e(i)2di, e(i) > 0, ∀i ∈ [0, 1], OR

J (β1, ..., βQ) =

Z 1

0

e(i)2di, e(i) > 0, ∀i ∈ [0, 1], (18.11)

whereQ or F is the number of irregular sub-codes used either by the inneror by the outer components,
depending on where the matching process is executed. We termthe constraint of Equation (18.11) as
condition C:1. Another constraint we impose here is that of ensuring that Equations (18.8) and (18.9)
are fulfilled and we term these as condition C:2 and C:3, respectively. The term functionJ (.) of Equation
(18.11) satisfies these conditions, depending on where the matching process is executed. When the matching
algorithm is executed with respect to the outer codes, the term αi of Equation (18.8) would be used and
when it is executed with respect to the inner codes, the termβi of Equation (18.9) would be considered.

The joint EXIT chart matching algorithm of [422] is applied alternatively to the inner and outer com-
ponents in order to find the optimal value ofαopt andβopt which is summarised as follows
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Mapping Type Mapping Indices to Corresponding
Signal Points (cos2πi/M , sin2πi/M ) for

i ∈ 0 1 2 3 4 5 6 7

GM 0 1 3 2 6 7 5 4
UP 0 1 2 3 4 5 6 7
BP 7 3 6 2 4 0 5 1
MP 0 2 1 7 4 6 5 3

Inner Component URC Type/Mapping Type

UM1 URC1/GM
UM2 URC2/GM
UM3 URC3/GM
UM4 URC1/UP
UM5 URC2/UP
UM6 URC3/UP
UM7 URC1/BP
UM8 URC2/BP
UM9 URC3/BP
UM10 URC1/MP
UM11 URC2/MP
UM12 URC3/MP

Table 18.4:Various mapping schemes and URC Mapper (UM) combinations, each exhibiting a differ-
ent inner EXIT function. The bit-to-symbol mapping strategies were Gray Mapping (GM),
Ungerböck’s Partitioning (UP), Block Partitioning (BP) and Mixed Partitioning (MP) [334],
whereM is the number of constellation points.

Step 1: Create theF outer components of the IrCC and theQ inner URC Mapper components (UM), as
shown in Figures 18.5 and 18.7.

Step 2: Select one out ofQ UMs, as the inner component to be used.

Step 3: Select an initial outer coding rateR0, to be employed in the EXIT-chart matching algorithm
of [422]. ThisR0 is the initialRIR to be placed in the matrixd as detailed in [422].

Step 4: Employ the EXIT chart matching algorithm [422] to obtainαopt, subject to the constraints of
C:1 and C:2, given by Equations (18.11) and (18.8).

Step 5: RepeatStep 3 andStep 4 iteratively, until a sufficiently high initial rateR0 is obtained.

Step 6: Record the resultant outer EXIT curve.

Step 7: Invoke the EXIT chart matching algorithm for finding the bestweights of theQ number of UMs
to match the the IrCC’s outer EXIT curve ofStep 6, in order to obtainβopt. This process is subject
to the constraints of C:1 and C:3, given by Equations (18.11)and (18.9).

Step 8: Record the resultant inner EXIT curve and repeat the EXIT chart matching process ofStep 4,
Step 6 andStep 7, each time with a small increment ofR0, until no more increment is possible.

Step 9: Activate the EXIT matching algorithm to find the best-matching outer code EXIT chart function
for the target inner code EXIT function, this time using one out of Q UMs, which was not used in
Step 2. RepeatStep 4, Step 6, Step 7 andStep 8, until all theQ number of UMs were tested.

Step 10: Terminate the algorithm, choose the best values ofαopt andβopt, yielding the highest possible
outer coding rate.

Eventually, at the end of the EXIT chart matching process, the EXIT functionfv1 [IA(v1)] of Equation
(18.5) corresponds to the best IrCC, which might be constructed from F = 36 subcodes, where each
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Figure 18.8: EXIT functions of theQ = 12 inner sub-components of Figure 18.4 and Table 18.4, when
communicating over uncorrelated Rayleigh fading channel at Eb/N0 = 5.3dB.

subcode EXIT function is defined asf i
v1

[IA(v1)]. This also implies that the EXIT functionfv1 [IA(v1)] is
the weighted superposition ofF = 36 EXIT functions, satisfying the following conditions

fv1 [IA(v1)] =

F
X

i=1

αif
i
v1

[IA(v1)]. (18.12)

In a similar fashion, the EXIT function offu2 [IA(u2), Eb/N0] in Equation (18.4) corresponds to
that specific irregular inner component, which might be constructed fromQ = 12 subcomponents. The
weighted superposition of the EXIT functionf i

u2
[IA(u2), Eb/N0] of each sub-component results in

fu2 [IA(u2), Eb/N0] =

Q
X

i=1

βif
i
u2

[IA(u2), Eb/N0]. (18.13)

18.5 Simulation Results

In this section we embark on characterising the proposed Ir-BICM-ID scheme in terms of its EXIT chart
based convergence behaviour for transmission over the uncorrelated Rayleigh fading channel. Let us em-
ploy the EXIT chart matching algorithm described in Section18.4.3, invoking the hybrid combination the
IrCC, IrURC as well as IrMapper schemes. The adjustable shapes of the EXIT functions enable us to reduce
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the open EXIT tunnel area and hence to create a near-capacityIr-BICM-ID scheme. As a further benefit,
we are able to shift the inner EXIT function closer to the(IA, IE) = (1, 1) point for the sake of achieving
an infinitesimally low BER.

Since the inner IrURC component has a unity rate by definition, the effective throughput of the Ir-
BICM-ID scheme may be expressed asη = R · log2M bits per channel use, whereM is the number of
constellation points andR denotes the coding rate of the outer IrCC. The relationship of the SNR (Es/N0)
andEb/N0 can be represented asEs/N0 = Eb/N0 · η, whereN0 is the noise power spectral density and
Es as well asEb denotes the transmit energy per channel symbol use and per bit of source information,
respectively.

Later in this section, we will analyse the complexity of the near-capacity IrCC scheme, which can be
quantified in terms of the number of trellis states of the IrCCand IrURC components. The complexity of
the IrMapper is low and hence it is ignored in the complexity calculation. In order to reduce the complexity,
we are also able to adjust the weighting coefficientαi for the various subcodesCCi, creating a flexible
Ir-BICM-ID scheme.
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Figure 18.9: EXIT functions of the classic BICM-ID inner and outer components of Figure 18.1, when
transmitting over an uncorrelated Rayleigh fading channelusing 8PSK UP modulation.

The conventional BICM-ID scheme dispenses with the URC, hence the inner component consists of a
simple demapper. Therefore in Figure 18.3, the dashed box surrounding the inner component representing
the BICM-ID scheme is constituted solely by the demapper. The outer code, is constituted by a convolu-
tional code. Figure 18.9 illustrates the EXIT functions of both the inner and outer components, where the
outer code rate was 2/3, associated with a memory ofϕ = 3, 4 and 6.

Observe from Figure 18.9 that the inner demapper does not reach the point of convergence at (1,1).
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Furthermore, there is a mismatch between the correspondingEXIT curve shapes, indicating anEb/N0

‘loss’ with respect to the capacity. A furtherEb/N0 improvement is achieved upon introducing the IrCC
outer code, which reduces the area of the open EXIT tunnel, asshown in Figure 18.10, but still exhibits a
‘larger-than-necessary’ EXIT tunnel. Figure 18.10 shows that the shape of the outer IrCC EXIT function
is better matched to that of the inner codes, as indicated by the dotted line shifting upwards, when the
channel’sEb/N0 value increases.
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Figure 18.10:EXIT functions of the BICM-ID inner and outer components, using a F = 17 IrCC of
memory-4 as the outer component, when communicating over anuncorrelated Rayleigh fad-
ing channel invoking 8PSK UP modulation. The general structure of the schematic is shown
in Figure 18.1 by replacing the CC encoder with theF = 17 IrCC of memory-4, as detailed
in Table 18.2.

Let us finally employ the EXIT chart matching algorithm described in Section 18.4.3, invoking the
IrCC, IrURC as well as IrMapper schemes. The shape of the EXITfunctions enables us to reduce the open
EXIT tunnel area and hence to create a near-capacity Ir-BICM-ID scheme. As a further benefit, we are able
to shift the inner EXIT function closer to the (1,1) point forthe sake of achieving an infinitesimally low
BER.

We observe from Figure 18.11 that the open EXIT tunnel of the resultant scheme is narrow and reaches
the point of convergence at(IA, IE) = (1, 1). However, since the number of iterations required increases,
the decoding complexity is also increased. Figure 18.11 also illustrates that the trajectory matches the inner
and outer EXIT functions and evolves within the narrow tunnel, reaching the(IA, IE) = (1, 1) point of
convergence for an interleaver length of 300,000.

Note that the proposed Ir-BICM-ID scheme has advantages over the bit-interleaved irregular modu-
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Figure 18.11:EXIT functions and the trajectory of the Ir-BICM-ID schemesof Figure 18.3 designed for
transmission over an uncorrelated Rayleigh fading channelatEb/N0 = 5.3dB. The overall
code rate is 0.635, the effective throughput is 1.905 bit/symbol and the modulation scheme is
8PSK. The weighting coefficientsαopt andβopt are given in Equations (18.14) and (18.15),
while the individual subcodes are detailed in Tables 18.2 and 18.4.

lation scheme of [417], when we further explore the effects of various mapping schemes combined with
URCs having different memory lengths. This gives us the flexibility of adjusting the EXIT curve shape in
order to achieve a low BER, without having to change the number of modulated constellation points, which
would require complex state-of-the-art AMC [418]. Furthermore, we employ the joint EXIT chart matching
algorithm of Section 18.4.3 to produce flexible inner and outer component codes. The complexity imposed
by the iterations between the IrURC and IrMapper schemes is low compared to that of the outer IrCC. Our
hybrid IrCC scheme employs low-memory CCs and two-state memoryless repetition codes, which allows
us to reduce the trellis complexity of the scheme.

The EXIT function of Figure 18.11 was recorded for the EXIT chart matching algorithm of Section
18.4.3 for an overall coding rate of 0.635. The resultant weighting coefficients ofαopt andβopt are



586 CHAPTER 18. NEAR-CAPACITY IRREGULAR BICM-ID DESIGN

αopt = [α1, ..., α36]

= [0, 0, 0.0311597, 0, 0, 0, 0, 0, 0, 0, 0, 0.0293419, 0.0228237, 0, 0.0309682,

0, 0, 0, 0, 0, 0, 0, 0.0837582, 0, 0, 0, 0.404757, 0, 0, 0, 0, 0, 0, 0, 0, 0.397229]

= [α0.0311597
3 , α0.0293419

12 , α0.0228237
13 , α0.0309682

15 , α0.0837582
23

α0.404757
27 , α0.404757

36 ], (18.14)

βopt = [β1, ..., β12]

= [0, 0, 0.340268, 0, 0.550512, 0, 0, 0, 0.109219, 0, 0, 0]

= [β0.340268
3 , β0.550512

5 , β0.109219
9 ], (18.15)

whereαj
i andβj

i refer to the weighting coefficient ofαi andβi having a value ofj. Those components
having 0 weighting coefficient are ignored in the expressionfor clarity.
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Figure 18.12:The maximum effective throughput of the propose Ir-BICM-IDscheme of Figure 18.3 in
comparison to the theoretical DCMC capacity plot [426] using 8PSK-modulated transmis-
sion over the uncorrelated Rayleigh fading channel.

The theoretical Discrete-input Continuous-output Memoryless Channel’s (DCMC) capacity [390] was
described in Section 16.5.2 which is plotted in comparison to the maximum achievable capacity of the pro-
posed Ir-BICM-ID scheme in Figure 18.12. Note that the achieveable capacity of the Ir-BICM-ID scheme
is close to the DCMC’s capacity. For example, at SNR = 6dB the discrepancy between the theoretical ca-
pacity and the proposed coded modulation scheme’s is less than 0.1dB in Figure 18.12. This confirms the
benefits of the proposed EXIT chart matching approach.

The dashed line combined with the dot marker of Figure 18.12 shows the achievable throughput of the
Ir-BICM-ID scheme, when employing Tüchler’sF = 17 memory-4 IrCC [422]. Since the EXIT func-
tions of the 17 subcodes consist of memory-4 CCs, the EXIT curves exhibit a rather gently shaping, near-
horizontal shapes in their middle section as can been seen inFigure 18.5. Therefore the matching process
exhibits a higher discrepancy from the DCMC’s capacity. When introducing the whole range ofF = 36
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subcodes for the new hybrid IrCCs, we attain a closer match tothe channel capacity, as shown by the
cross-markers of Figure 18.12.
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Figure 18.13:The BER performance of rate-0.635 Ir-BICM-ID schemes of Figure 18.3 at an effective
throughput of 1.905 bit/symbol, using two different interleaver lengths and that of the clas-
sic 8PSK UP BICM-ID of Figure 18.1, employing a coding rate ofR = 1/2 and 2/3,
respectively. A BER benchmarker of BICM-ID scheme invokingrate-0.62 outer IrCC pro-
posed in [422] employing UP mapper is also attained. All subcodes of the irregular codes
invoking IrCC and UM are detailed in Tables 18.2 and 18.4.

Figure 18.13 shows the BER performance of the Ir-BICM-ID scheme for different interleaver lengths.
The DCMC’s capacity limit isEb/N0 = 4.89dB at a throughput of 1.905 bit/symbol using 8PSK. By
interleaving over 300,000 bits, the Ir-BICM-ID design becomes capable of achieving an infinitesimally low
BER as close as 0.32dB from the theoretical capacity limit, as shown in Figure 18.13. When we decrease
the interleaver length by a factor of 10 to 30,000 bits, the performance degrades, but still remains within
about 0.75dB of the capacity. We include the classic 1/2- and2/3-rate BICM-ID benchmarker scheme [90]
having a 300,000-bit interleaver length as well as the BICM-ID scheme employing theF = 17 IrCC [422]
outer code of rate-0.62. All the benchmarkers exhibit BER> 10−5 even atEb/N0 = 8dB, which is
relatively far from the capacity limit ofEb/N0 = 4.89dB.

The complexity of the scheme is illustrated in Figure 18.14,quantified in terms of the number of trellis
states for both the IrCC and IrURC schemes. As shown in Figure18.14, the system requires a higher
complexity for performing closer to capacity, namely atEb/N0 = 5.3dB. Note that we involve a total of
about6 × 108 trellis states of the IrURC and IrCC decoder for decoding 300,000 bits. By increasing the
Eb/N0 values, we are able to reduce the complexity of the system, asthe EXIT tunnel becomes wider.
Figure 18.15 illustrates the benefits of increasingEb/N0 from 4dB to 10dB. AtEb/N0 = 6.5dB, the
number of trellis states involved decreases exponentiallyto around1.8× 108.

Another way of reducing the complexity is to decrease the IrCC scheme’s coding rate, in which case
we would also sacrifice the near-capacity performance. The EXIT functions recorded for coding rates of
R = 0.5 andR = 0.4 are shown in Figure 18.16, where the number of outer iterations wasI = 10 and 7,
respectively. The weighting coefficientsαopt for the IrCC having coding rates ofR = 0.5 andR = 0.4 are
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Figure 18.14:The complexity of the Ir-BICM-ID scheme of Figure 18.3 measured with respect to the
number of trellis states employing the same weighting coefficients as in Figure 18.13 to
achieve a BER of10−5. This scheme communicated over an uncorrelated Rayleigh fading
channel using interleaver over a total of 300,000 bits/frame.

detailed in Table 18.5.

18.6 Chapter Conclusions
In this chapter, we proposed an Ir-BICM-ID scheme, invokingirregular encoders, precoders and modula-
tors. Each component consists of irregular structures of various subcodes. Section 18.2 details the struc-
ture of the Ir-BICM-ID scheme specifying the activation order of both the outer and inner components.
This three-stage concatenated system can be regarded as a two-stage system, when treating the IrURC
and IrMapper as the combined inner bock. The EXIT chart of Figure 18.8 in Section 18.3 illustrates the
corresponding 2-D EXIT functions.

The irregular IrCC components are further improved by introducing more EXIT functions with the aid
of designing new memory-1 CCs and repetition codes, as described in Section 18.4 of Table 18.2. The outer
component of the hybrid IrCC consists ofF = 36 subcodes, while the inner component consists ofQ = 12
subcodes, which are given in Tables 18.2 and 18.4, respectively. As detailed in Section 18.4.2, the proposed
inner code consist of a combination of memory-1 up to memory-3 IrURCs, each invoking various mapping
strategies, as outlined in Table 18.4.

The EXIT matching algorithm of [422] was modified to match both the inner and outer irregular com-
ponents, as described in Section 18.4.3. The result of this matching procedure is the weighted superposition
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IrCC Weighting Coefficient
Coding Rate αopt = [α1, ..., α36]

0.5 [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.168897, 0.0151061, 0, 0, 0.158275,
0.124163, 0, 0, 0, 0.533687, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 ]

[α0.168897
12 , α0.0151061

13 , α0.158275
16 , α0.124163

17 , α0.533687
21 ]

0.4 [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.157339, 0, 0, 0.139792, 0.0657432,
0, 0.195015, 0, 0, 0.442172, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

[α0.157339
12 , α0.139792

15 , α0.0657432
16 , α0.195015

18 , α0.442172
21 ]

Table 18.5:Weighting coefficientsαopt for IrCC having coding rates ofR = 0.5 andR = 0.4.
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Equations (18.14) and (18.15), respectively.
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Figure 18.16:The EXIT functions for IrCCs of coding ratesR = 0.5 andR = 0.4, when communicating
over an uncorrelated Rayleigh fading channel. The weighting coefficientsαopt andβopt are
detailed in Table 18.5 and Equation (18.15), respectively.

of both the inner and outer EXIT functions, having the weighting coefficients ofαopt andβopt. This results
in a narrow EXIT tunnel, as shown in Figure 18.11.

Section 18.5 illustrated the attainable performance of theproposed Ir-BICM-ID scheme. Figure 18.12
quantifies the discrepancy of this new scheme with respect tothe theoretical capacity. At low SNR, for
example at SNR = 6dB, the capacity of the system can be as closeas 0.1dB from the capacity. The BER
curve of the system exhibits an infinitesimally low value at about 0.32dB from the DCMC’s capacity limit,
when using an interleaver length of 300,000 bits, as shown inFigure 18.13.

Due to its close-to-capacity performance, the Ir-BICM-ID may require a high number of iterations.
Figure 18.14 shows the complexity of the scheme quantified interms of the total number of decoding
trellis states of the IrCC and IrURC schemes. We can observe that the closer this system operates to the
capacity, the higher the implementational complexity imposed. The complexity decreases exponentially, as
the distance from capacity increases. However, the complexity imposed may be reduced by increasing the
operationalEb/N0 values, as shown in Figure 18.15. Furthermore, by adjustingαopt in order to reduce the
coding rate, we can increase the width of the EXIT tunnel, as seen in Figure 18.16.
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[371] M. Tüchler, “Convergence prediction for iterative decoding of threefold concatenated systems,”IEEE Global
Telecommunications Conference, pp. 1358–1362, Nov. 2002.

[372] F. Brännström, L. K. Rasmussen and A. Grant, “Optimal Scheduling for Iterative Decoding,”IEEE International
Symposium on Information Theory, p. 350, June 2003.

[373] K. R. Narayanan, “Effect of Precoding on the Convergence of Turbo Equalization for Partial Response Channels,”
IEEE Journal on Selected Areas in Communications, pp. 686–698, Apr. 2001.

[374] I. Lee, “The Effect of a Precoder on Serially Concatenated Coding Systems With an ISI Channel,”IEEE Transac-
tion On Communications, vol. 49, pp. 1168–1175, July 2001.

[375] A. G. Lillie, A. R. Nix and J. P. McGeehan, “Performanceand Design of a Reduced Complexity Iterative Equalizer
for Precoded ISI Channels,”Vehicular Technology Conference (VTC), pp. 299–303, October 2003.

[376] N. H. Tran and H. H. Nguyen, “Signal Mappings of 8-ary Constellations for BICM-ID Systems Over a Rayleigh
Fading Channel,”IEEE Communications Letters, vol. E88-B, pp. 4083–4086, October 2005.
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