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o 1.2

Multiple-Symbol Differential
Sphere Detection for Differentially
Modulated Cooperative OFDM
Systems

12.1 Introduction?!

Multiple-antenna-aided transmit diversity arrangemgb&6] constitute powerful techniques of miti-
gating the deleterious effects of fading, hence improvimg énd-to-end system performance, which
is usually achieved by multiple co-located antenna elemantthe transmitter and/or receiver, as
discussed in Chapter 11. However, in cellular communioasigstems, it is often impractical for the
mobile to employ several antennas for the sake of achievidg/ersity gain owing to its limited
size. Furthermore, owing to the limited separation of theemma elements, they rarely experience
independent fading, which limits the achievable divergjyin and may be further compromised by
the detrimental effects of the shadow fading, imposingherrtsignal correlation among the antennas
in their vicinity. Fortunately, as depicted in Figure 12ii multi-user wireless systems mobiles may
cooperatively share their antennas in order to achievenkiptansmit diversity by forming a Virtual
Antenna Array (VAA) in a distributed fashion. Thus, so-edllcooperative diversity relying on the
cooperation among multiple terminals may be achieved [599].

On the other hand, in order to carry out classic coherenttiete channel estimation is required at
the receiver, which relies on using training pilot signalsames and exploits the fact that in general the
consecutive CIR taps are correlated in both the time andié&ecy domains of the OFDM subchannels.
However, channel estimation for & -transmitter,/NV-receiver MIMO system requires the estimation
of (M x N) CIRs, which imposes both an excessive complexity and a Highqverhead, especially
in mobile environments associated with relatively rapiigtuating channel conditions. Therefore, in
such situations, differential encoded transmissions @oatbwith non-coherent detection and hence
requiring no CSI at the receiver become an attractive dealtgrnative, leading to differential-
modulation-assisted cooperative communications [59%je@ different channel models corresponding

This chapter is partially based QOIEEE Wang & Hanzo 2007 [7]

MIMO-OFDM for LTE, Wi-Fi and WIMAX L. Hanzo, J. Akhtman, M. Jiang and L. Wang
(© 2010 John Wiley & Sons, Ltd

Marked Proof Ref: 49531e May 5, 2011
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380 Chapter 12. Multiple-Symbol Differential Sphere Detetion

Base Statiol

Figure 12.1: Cooperative diversity exploiting cooperation among nplétiterminals.

Table 12.1: Channel models considered: sampling frequeficy= 10 MHz and the unit of the power
profile is decibels.

Channel models

Typical urban Parameter
No. of taps Niops = 6
Power profile o =[-7.21904 —4.21904 — 6.21904 — 10.219 — 12.219 — 14.219]
Delay profile 7 =026 16 24 50]

Rural area Parameter
No. of taps Niaps =4
Power profile o = [—2.40788 — 4.407 88 — 12.4079 — 22.4079]
Delay profile 7 =[024 6]

Hilly terrain Parameter
No. of taps Niaps =6
Power profile o = [—4.053 25 — 6.053 25 — 8.053 25 — 11.0533 — 10.0533 — 16.0533]
Delay profile T =[0246150172]

to three distinct communication environments will be cdesed in this chapter, namely the Typical
Urban (TH), the Rural Area (RA) and the Hilly Terrain (HT) segios summarized in Table 12.1.

12.1.1 Differential Phase-Shift Keying and Detection
12.1.1.1 Conventional Differential Signalling and Detedtn

In this section, we briefly review the conventional diffetiehencoding and detection process. et
denote anV/.-ary PSK constellation which is defined as the §&tm /M.;m = 0,1,..., M. — 1},
wherev[n] € M. represent the data to be transmitted over a slow-fadingiénecy-flat channel. The
differential signalling process commences by transngténsingle reference symbs[0], which is

Marked Proof Ref: 49531e May 5, 2011
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—6— Coherent
—4— Differential

BER

QPSK or 4DPSK

104l ~ - — - BPSK or DBPSK \
\
107° : : : : : : :
0 5 10 15 20 25 30 35 40
SNR (dB)

Figure 12.2:BER performance comparison between conventional coharehdlifferential detection in
an SISO system.

normally set to unity, followed by a differential encodingppess, which can be expressed as
s[n] = s[n — 1jv[n], (12.1)

wheres[n — 1] ands[n| represent the symbols transmitted during the— 1)th andnth time slots,
respectively.

By representing the signals arriving at the receiver cpoading to the(n — 1)th and nth
transmitted symbols as

yln—1] = hln — 1]s[n — 1] + win — 1], (12.2)
y[n] = [n]sn] + win], (12.3)

respectively, and assuming a slow-fading channelhixe — 1] = h[n], we arrive at

y[n] = hin — 1]s[n — 1]v[n] + w(n] (12.4)
= y[n — 1v[n] + w[n] — w[n — 1jv[n], (12.5)
w'n]

wherew[n — 1] andw(n] denote the AWGN with a variance 22, added at the receiver during the two
consecutive time slots. Consequently, the differentiafigoded data[n] can be recovered in the same
manner as in the conventional coherent detection schemesiimgée-input, single-output context by
usingy[n — 1] as the reference signal of the differential detector. Thachieved without any CSl at the
expense of & dB performance loss in comparison with its coherent copatticaused by the doubled
noisew’[n] at the decision device, which has a variancé«f . This can be verified by the BER curves
of the single-antenna-aided OFDM system characterizedgiar& 12.2 for two different throughputs,
i.e. for 1 bits per symbol and fo2 bits per symbol, respectively. The other system parameters
summarized in Table 12.2.
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Table 12.2: Summary of system parameters for differential-modulatiaied OFDM system.

System parameters Choice

System OFDM

Subcarrier BW Af =10kHz

Number of subcarriers D = 1024

Modulation DPSK in time domain

Normalized Doppler freq. f; = 0.001

Channel model Typical urban, refer to Table 12.1

12.1.1.2 Effects of Time-Selective Channels on Differeati Detection

Apart from the3 dB performance loss suffered by Conventional Differerifiatection (CDD) in slow-
fading scenarios as discussed in Section 12.1.1, an erooflay be encountered by the CDD in fast-
fading channels, if DPSK modulation is carried out in thegtidirection, i.e. for the same subcarrier of
consecutive OFDM symbols, since the fading channel is dde¢ailge more correlated between the same
subcarrier of consecutive OFDM symbols than between adfattbcarriers of a given OFDM symbol.
In other words, the assumption tHet. — 1] = h[n] no longer holds, leading to unrecoverable phase
information between consecutive transmitted DPSK symbads in the absence of noise. Furthermore,
all the channel models considered in Table 12.1 exhibit teally Rayleigh-distributed fading for each
of the D subcarriers employed by the OFDM system with the autocaticel function expressed as

ohnlk] £ E{h[n + k]h*[n]} (12.6)
= Jo(?ﬁfdﬁ), (127)

whereJy (-) denotes the zeroth-order Bessel function of the first kirdl faris the normalized Doppler
frequency.

Figure 12.3(a) depicts the magnitude of the temporal caticei function for various normalized
Doppler frequencieg,, while Figure 12.3(b) plots the corresponding BER curveshef DQPSK-
modulated CDD-aided OFDM system with the system parametemsrized in Table 12.2. Given
a Doppler frequency of; = 0.001, the BER curves decrease continuously as the SNR increases.
However, the BER curve tends to create an error floor whelbecomes high, which is caused by the
relative mobility between the transmitter and the receiver example, with a relatively high Doppler
frequency off; = 0.03, the magnitude of the temporal correlation function of gfdal urban channel
model of Table 12.1 decreases rapidly:dacreases. Therefore, the CDD, which is capable of achgevin
a desirable performance in slow-fading channels, suffers fa considerable performance loss when
the transmit terminal is moving at a high speed relative ¢éoréteiver.

12.1.1.3 Effects of Frequency-Selective Channels on Diféatial Detection

Our discussions in Section 12.1.1.2 were focused on the CBPlaying differentially encoded
modulation along the Time Domain (TD) — which is referred &éhas T-DQPSK modulation — for
each of theD subcarriers of an OFDM system. In general, the time- andureqy-domain differential
encoding have their own merits. Specifically, the T-DQPS#dmated OFDM system is advantageous
for employment in continuous transmissions, because tleet®®e throughput remains high, since
the overhead constituted by the reference symsfi@l tends to zero in conjunction with a relatively
large transmission block/frame size, namely with an ingireatransmission frame duration. However,
T-DQPSK-aided OFDM is less suitable for burst transmissiamen the consecutive OFDM symbols
may experience fairly uncorrelated fading. Hence, empkayinof frequency-domain differentially
encoded modulation — which is referred to here as F-DPSK +efefable for the above-mentioned
scenario. Before investigating the impact of the chanris#guency selectivity for the channel models
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o f=0.08

BER

0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
I3 SNR (dB)
(a) Magnitude of temporal correlation function of Rayleigh

fading channels (b) Effects of Doppler frequency on performance of CDD

Figure 12.3:Impact of mobility on the performance of CDD.

summarized in Table 12.1 on performance of the CDD, we rewviesv frequency-domain (FD)
autocorrelation function of OFDM havinD active subcarriers and a subcarrier frequency spacing of
A f, which can be expressed as

o] 2 E{hlk + uh* [k}, (12.8)
Niaps )
= Y ofe AT (12.9)
-1

whereN.q,s, 07 andr; represent the number of paths, the elements of the powelegpadind the delay
profile = of the channel models given by Table 12.1, respectively.

Accordingly, Figure 12.4(a) depicts the magnitude of thedtiBbcorrelation function for the three
different channel models of Table 12.1, namely the TU, RA Hficchannel models, assuming that we
haveD = 1024 andA f = 10kHz. Note that the OFDM symbol duration is

Ty = DT. + T, (12.10)

whereT, = 1/(AfD) is the OFDM symbol duration arifl, denotes the guard interval. We observe
that the magnitude of the spectral correlation of the RA okimodel decreases slowly asncreases,
since the maximum path delay,.. is as small a§T;. Thus, a moderately frequency-selective channel
is expected, resulting in a gracefully decreasing BER guaseobserved in Figure 12.4(b), where the
BER curves corresponding to the TU and HT channel models aleceplotted. The latter two BER
curves exhibit an error floor as the SNR increases, espetti@lone corresponding to the HT scenario.
This is not unexpected, since we observe a sharp deday jfy]| during the interva(u = 0,1, ..., 4)

and a ‘strong non-concave’ behaviour f@ih [u1]], as seenin Figure 12.4(a). This is caused by the large
maximum path delay of,,.. = 1727%.

12.1.2 Chapter Contributions and Outline

As observed in Sections 12.1.1.2 and 12.1.1.3, signifidaatmel-induced performance degradations
suffered by the CDD-aided direct-transmission-based OEpstem simply imply that the cooperative
diversity gains achieved by the cooperative system mayeeasdthe relative mobile velocities of the
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fading channels CDD

Figure 12.4:Impact of frequency-selective channels on the performah@DD.

cooperating users with respect to both each other and then8®aise. The detrimental effects of
highly time-selective channels imposed on the T-DQPSKutatdd scenario were characterized in
Figure 12.3(b), while those of heavily frequency-selextihannels on the F-DPSK-modulated system
were quantified in Figure 12.4(b). In order to eliminate fhésformance erosion and still achieve full
cooperative diversity in conjunction with differentialtdetion in wideband OFDM-based cooperative
systems, in Section 12.2 we will invoke the Multiple-SymBufferential Sphere Detection (MSDSD)
technique, which was proposed by Letzl.in [599] in order to cope with fast-fading channels in SISO
narrowband scenarios. We will demonstrate in Section 1#a8 although a simple MSDSD scheme
may be implemented at the relay, more powerful detectiorrses are required at the BS of both
the DAF- and DDF-aided cooperative systems in order to aehdedesirable end-to-end performance.
Hence, the novel contributions of this chapter are as falow

e A generalized equivalent multiple-symbol-based systemdehis constructed for the differen-
tially encoded cooperative system using either the Difféaé Amplify-and-Forward (DAF)
or Differential Decode-and-Forward (DDF) scheme.

e With the aid of the multi-layer search tree mechanism pregder the SD in Chapter 11 in the
context of the SP-modulated MIMO system, the MSDSD is speadifi designed for both the
DAF- and DDF-aided cooperative systems based on the abewmtiened generalized equivalent
multiple-symbol system model. Our design objective is ttairethe maximum achievable
diversity gains at high mobile velocities, e.g. when T-D@HS employed, while imposing a
low complexity.

The remainder of this chapter is organized as follows. Tliecyple of the single-path MSDSD,
which was proposed for employment in SISO systems, is redein Section 12.2, where we will
demonstrate that the MSDSD is capable of significantly raititg the channel-induced error floor for
both T-DQPSK- and F-DPSK-modulated OFDM systems, provithed the second-order statistics of
the fading and noise are known at the receiver. Given thetgwdlthe time and frequency dimensions,
we will only consider the T-DQPSK-modulated system in Settl2.3, where we focus our attention
on the multi-path MSDSD design, which is detailed for both AF- and DDF-aided cooperative
cellular UL. The construction of the generalized equivalenltiple-symbol cooperative system model
is detailed in Section 12.3.3.1. Finally, we provide ouradading remarks in Section 12.4 based on the
simulation results of Section 12.3.4.
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‘ Differential Detection‘

T

Conventional Multiple-Symbol
Differential Detection Differential Detection

Optimum Suboptimum
MSDD MSDD

'ML-MSDD| [MSDSD] Decision-Feedback
Differential Detection

Figure 12.5: Differential detection classification.

12.2 The Principle of Single-Path MSDSD [599]

Differential detection schemes may be broadly divided into categories, namely CDD and Multiple-
Symbol Differential Detection (MSDD), as seen in Figure5L2Since a data symbol is mapped
to the phase difference between the successive transnii&dsymbols, CDD estimates the data
symbol by directly calculating the phase difference of the successive received symbols. In contrast
to CDD having an observation window size &f,i.« = 2, the MSDD collectsNyina > 2
consecutively received symbols for joint detection of {#€é,.. — 1) data symbols. This family
may be further divided into two subgroups, namely the optinraaximum-likelihood (ML)-MSDD
and suboptimum MSDD schemes, as seen in Figure 12.5. The BDMis the optimum scheme in
terms of performance, but it exhibits a potentially exocassiomputational complexity in conjunction
with a large observation window siz&/,,,.. One of the suboptimum approaches that may be
employed to achieve a low-complexity near-ML-MSDD is thaehr-prediction-based Decision-
Feedback Differential Detection (DFDD). Recently, the $@eathm [562] was also used to resolve the
complexity problem imposed by the ML-MSDD without sacrifigithe achievable performance [599—
602], leading to the so-called MSDSD arrangement, which kél introduced in the forthcoming
sections.

12.2.1 ML Metric for MSDD

The basic idea behind ML-MSDD is the exploitation of the etation between the phase distortions
experienced by the consecutiVé,,s transmitted DPSK symbols [603]. In other words, the reaeive
makes a decision about a block(@¥.,;,« — 1) consecutive symbols based dh,;,.. received symbols,
enabling the detector to exploit the statistics of the fgdihannels. Ideally, the error floor encountered
when performing CDD as observed in Figure 12.3 and Figurd tan be essentially eliminated,
provided that the value aV.,;.q is sufficiently high.

More explicitly, the MSDD at the receiver jointly processte ith received symbol vector
consisting ofN,,,4 consecutively received symbols

Y[i¥uina) & [W[(Nwina = 1)i = (Nuina = D], -, y[(Nuina — 1)i]", (12.11)
whereiy,, , is the symbol vector index, in order to generate the ML edémactors[iy,,, ] of the
correspondingVy,i»q transmitted symbols

S[iNna] 2 [8[(Nuwina = 1)i = (Nuima = D]+ 8[(Nusma — 1)i]]" (12.12)
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Then, when using differential decoding by carrying out theerse of the differential encoding process
of Equation (12.1), the estimated vect®fin,,,,] of the correspondindNina — 1) differentially
encoded data symbols

V[ingu] 2 W[(Nwing — 1)i — (Nwing — 2)]; - - s 0[(Nuwina — D))" (12.13)

can be attained. Note that, due to differential encodingseoutive blocky[in,,,,] overlap by one
scalar received symbol [604]. For the sake of represemidtisimplicity, we omit the symbol block
indexiy,,,, Without any loss of generality.

Under the assumption that the fading is a complex-valued-aean Gaussian process with
a variance ofai and that the channel noise has a variance2@f,, the PDF of the received
symbol vectory = [yo,y1, .- .,merl]T conditioned on the transmitted symbol vector=
(50,81, -+ 8N,ma—1]" SPANNINGN,inq Symbol periods is expressed as [599]

exp(—Tr{y”" ¥ 'y}
(T Nond det®)

p(yls) = (12.14)
where

U = E{yy"|s} (12.15)
denotes the conditional autocorrelation matrix of the Riayl fading channel. Then, the ML solution

which maximizes the probability of Equation (12.14) can txamed by exhaustively searching the
entire transmitted symbol vector space. Thus, the ML mefrtbe MSDD can be expressed as [604]

Sur = argmax p(y|3) (12.16)
se MmN wind
= argmin Tr{y” ¥ 'y}. (12.17)
5 Nuwind
seM,

12.2.2 Metric Transformation

In order to elaborate further on the ML metric of Equation.{B), we extended the conditional
autocorrelation matrix as [599]:

U = E{yy"|s}, (12.18)
= diag(s)&{hh" }diag(s”) + £{nn""}, (12.19)
= diag(s)(£{hh"} + 207 In,,., )diag(s"”), (12.20)
= diag(s) C diag(s™), (12.21)

where€{hh*’} is the channel’s covariance matrix in either the time or tlegdiency domain, which
is determined by the specific domain of the differential eliieg. More explicitly, the elements of
the covariance matri€ {hh*} can be computed by Equation (12.7), when differential eimgpdt
the transmitter is carried out along the TD. Otherwise, wepleyn Equation (12.9) to obtain the
covariance matrix, when differential encoding is employretdhe FD. Furthermore, in the context of
Equation (12.21) we define

C2 (&{hh"} +2021n,,,,) (12.22)

in order to simplify Equation (12.20).
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Since we haveliag(s) ™' = diag(s)” = diag(s*), the ML decision rule of Equation (12.17) can
be reformulated as

8yr = argmin {y" ¥ 'y} (12.23)
se MY wind

= argmin {y”diag(s) C™" diag(s)"y} (12.24)
seMiV“’””d

= argmin {s diag(y)” C~'diag(y)s*} (12.25)
Nuwind

sEM,

= argmin {s diag(y)”"F"F diag(y)s*}, (12.26)

seMiV“’””d

whereF is an upper-triangular matrix obtained using the Cholesicgdrization of the inverse matrix
C~!, i.e. we have

c ! =F"F. (12.27)
Then, by further defining an upper-triangular matrix as
U £ (F diag(y))", (12.28)
we finally arrive at [599]
8y = argmin {|Us|}, (12.29)
seMinm,d

which completes the process of transforming the ML-MSDDrinetf Equation (12.17) to ahortest-
vectorproblem [599].

12.2.3 Complexity Reduction Using SD

While the performance of the MSDD improves steadily/és;,.s is increased, the drawback is its
potentially excessive computational complexity, whiclkergases exponentially witV,;,q. On the
other hand, SD algorithms [562,566,605] are well known ffeirtefficiency when solving the so-called
shortest-vector problem in the context of multi-user, irstiteam detection in MIMO systems. Thus,
due to the upper-triangular structure of lematrix, the traditional SD algorithm can be employed to
solve the shortest-vector problem as indicated by Equdfiar29). Consequently, the ML solution of
the ML-MSDD metric of Equation (12.17) can be obtained on mponent-by-component basis at a
significantly lower complexity. Note that all the SD algarits discussed in Chapter 9 can be employed
to solve the shortest-vector problem of Equation (12.29).

12.2.4 Simulation Results

Monte Carlo simulations are provided in this section in otdeharacterize the achievable performance
and the complexity imposed by the MSDSD for both TD and FDedéhtially encoded OFDM systems.
The simulation parameters are summarized in Table 12.3.

12.2.4.1 Time-Differential-Encoded OFDM System

Let us now consider the application of the MSDSD in the TDeat#htially encoded OFDM system
for three different normalized Doppler frequencies in thespnce of the typical urban channel given
by Table 12.1. The T-DQPSK modulation scheme is employetiatransmitter, while the MSDSD
employing three different observation window siz¥s,,q is used at the receiver, nameN,ins =

2, 6, 9. Note that, as mentioned in Section 12.1.1, when we Héyg, = 2 the MSDSD actually
degenerates to the CDD. Additionally, since T-DQPSK is aygll, a relatively short transmission
frame length ofl01 OFDM symbols is utilized in order to reduce the detectiorageémposed by
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Table 12.3:Simulation parameters for time-differential-modulataided OFDM system.

System parameters Choice

System OFDM

Subcarrier BW Af =10kHz

Number of subcarriers D =1024

Modulation T-DQPSK/F-DQPSK

Frame length 101 OFDM symbols

Normalized Doppler freq. f; = 0.001,0.01,0.03

Channel model Typical urban if not specified
0 10

fd:0'03 e fd:0'03

BER

# of PED Evaluations per Symbol Block

10 Nwmd=2 8 wmd=6
T wind:
wind=9
. . . . . . . 10° . . 1 . . . .
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
SNR (dB) SNR (dB)

(@) BER performance of a T-DQPSK-modulated OFDM
system using MSDSD in Rayleigh fading channels having
different normalized Doppler frequencies

(b) Complexity imposed by the MSDSD versus the SNR

Figure 12.6: The application of MSDSD in the time-differential-mod@dtOFDM system.

the MSDSD. Figure 12.6(a) depicts the BER performance ofMIS®SD for normalized Doppler
frequenciesf; = 0.03, 0.01, 0.001, where we observe that for the slow-fading channel asstiaith

fa = 0.001, there is no need to employ an observation window size of @eN ..« = 2, since the
CDD does not suffer from an error floor. In other words, the MBED's unable to improve the CDD’s
performance further by increasing...«. However, when the channel becomes more uncorrelated,
i.e. when we have, = 0.03 or 0.01, the BER curve is shifted downwards by employing 78p;...
value larger thar2, approaching that observed f@§ = 0.001, at the expense of imposing a higher
computational complexity. The complexity imposed by the D&D versus the SNR is plotted in
Figure 12.6(b), where the complexity curves correspondingy.,..« = 9 are evidently above those
corresponding tdV,:,« = 6. Moreover, the complexity imposed by the MSDSD decreasssigy as
the SNR increases and finally levels out in the high-SNR rafges is not unexpected, since under the
assumption of having a reduced noise contamination, it ieertikely that the ML solution poing .,

is located near the search centre (the origin in this caseedbD used for finding the MSDD solution.
As a result, the SD’s search process may converge much nmodiyramposing a reduced complexity.
Again, for more details about the characteristics of SDerr® Chapter 9. Furthermore, we can also
observe from Figure 12.6(b) that the Doppler frequency fasdaal effect not only on the performance
achieved by the MSDSD, but also on its complexity.
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Figure 12.7: Complexity imposed by the MSDSD versus the observation @winsize N,;,,4 -
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Figure 12.8: BER performance of F-DQPSK-modulated OFDM system usingMi&DSD for the

different channel models of Table 12.1.
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390 Chapter 12. Multiple-Symbol Differential Sphere Detetion

Given a Doppler frequency of; = 0.01, let us now investigate the complexity of the MSDSD
from a different angle by plotting the complexity vers\is,,.« in Figure 12.7, where complexity curves
are drawn for two different SNRs. Although both of the cureghibit an increase upon increasing the
value of Nyinq, the one corresponding to the relatively low SNR16fdB rises more sharply than the
other one recorded for an SNR &5 dB.

12.2.4.2 Frequency-Differential-Encoded OFDM System

As discussed in Section 12.1.1.3 for the scenario of buasistnissions or detection-delay-sensitive
communications, F-DPSK is preferable to its TD counterpdotvever, the channels experienced by the
OFDM modem may exhibit a moderate time but a significant feagy selectivity, as exemplified by the
TU and HT channel models given in Table 12.1. Therefore, t8R Burves corresponding to the TU and
HT channel models exhibit an error floor when using the CDDeiased withN .« = 2, as observed

in Figure 12.8, due to the channel’s frequency selecti@ther simulation parameters are summarized
in Table 12.3. Similar to the results obtained in the T-DP8&mrio, the error floor can be eliminated
with the aid of the MSDSD, where the observation window sizsW.,,..« = 6. Remarkably, a
significant performance improvement is achieved by the MBES the severely frequency-selective
HT environment as seen in Figure 12.8. The BER curve asgacigith the CDD levels out as soon as
the SNR increases beyor20 dB, while the MSDSD usingV..ns = 6 completely removes the error
floor, resulting in a steadily decreasing BER curve as the 8ldfeases.

12.3 Multi-path MSDSD Design for Cooperative
Communication

12.3.1 System Model

After the brief review on the principle of the MSDSD desigriedsingle-path channels in Section 12.2,
we continue by specifically designing an MSDSD scheme forcieperative system discussed in
Section 12.1. As depicted in Figure 12.9, we considdy-aser cooperation-aided system, where
signal transmission involves two transmission phasesgehathe broadcast phase and the relay phase,
which are also referred to as phase | and Il. A user who direethds his/her own information to the
destination is regarded asaurcenode, while the other users who assist in forwarding thermétion
received from the source node are consideradlag nodes. In both phases, any of the well-established
multiple-access schemes can be employed by the users angerian orthogonal transmission among
them, such as Time-Division Multiple Access (TDMA), Frequag-Division Multiple Access (FDMA)

or Code-Division Multiple Access (CDMA). In this discuseioTDMA is considered for the sake
of simplicity. Furthermore, due to the symmetry of chann@cation among users, as indicated in
Figure 12.9, we focus our attention on the information tnaission of source terminadl’s seen in
Figure 12.10, which potentially employé/ — 1) relay terminalsl’z,, Tr,, ..., Tr,_, in order to
achieve cooperative diversity by forming a VAA. Without $osf generality, we simply assume the
employment of a single antenna for each of the collabordi®g and that ofV receive antennas for
the BS. Additionally, a unitary total powé? shared by the collaborating MSs for transmitting a symbol
is assumed.

Owing to the potential transmission inefficiency and impdemational difficulty imposed by
the channel estimation in cooperation-aided systemserdiftial encoding and detection without
acquisition of the CSI is preferable to the employment ofssaifitially more complex coherent
transmission techniques, as we discussed in Section 12dced we assume that in phase |, the
source broadcasts its differentially encoded signalslenthe destination as well as the relay terminals
are also capable of receiving the signal transmitted by thece. In the forthcoming phase Il, we
consider two possible cooperation protocols which can bpl@yad by the relay nodes: the relay
node may either directly forward the received signal to testidation after signal amplification (the
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Frequency
Ch.1| Ti transmits | T5 relays Tj cee Ty relays Ty
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Figure 12.9: Repetition-based channel allocation scheme.

source “a destinatior

Figure 12.10: Cooperative communication schematic of multiple-relages©IEEE Wang & Hanzo
2007 [7]

Amplify-and-Forward (AF) scheme) or differentially de@end re-encode the received signal before
its retransmission (the Decode-and-Forward (DF) scheme).

Recall from Section 12.1.1.1 that the information is comkyn the difference of the phases
of two consecutive PSK symbols for differentially encodeghsmission. In the context of the user
cooperation-aided system of Figure 12.10, the source teriis broadcasts théth differentially
encoded frame' during phase |, which consists @ DMPSK symbolss[n] (n = 1,2,...,L;)
given by Equation (12.1). According to Equation (12.1), diféerential encoding process of the source
node may be expressed as

ss[n] = ss[n — 1Jvs[n], (12.30)

wherevyq[n] € M. = {e/>™™/Me.m = 0,1,..., M. — 1} is the information symbol obtained after
bit-to-symbol mapping, and.;[n] € M. = {e/*™™/Me.py = 0,1,..., M. — 1} represents the
differentially encoded symbols during thgh time slot. We assume a total power of unity, ie= 1,

for transmitting a DMPSK symbol of the source over the eniser cooperation period and introduce
the broadcast transmit power ratjavhich is equal to the transmit powét; employed by the source.
Hence, during the forthcoming phase I, the total power oored by all the(U — 1) relay nodes
used for transmitting the signal received from the sourcE%;f P., = 1 —mn, whereP,, is the
power consumed by the relay termiffidt,, for conveying the signal of the source node. To mitigate the
impairments imposed by the time-selective channels on tB®$K-modulated transmission, frame-
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392 Chapter 12. Multiple-Symbol Differential Sphere Detetion

based rather than symbol-based user cooperation is camigdvhich is achieved at the expense of
both a higher detection delay and increased memory reqaitem

Furthermore, according to the cooperative strategy of leidi2.9, where each of thg/ — 1)
spatially dispersed relay nodes helps forward the sigoah fihe source node to the destination node
in (U — 1) successive time slots, we construdiagle-symbol system modet the source node’ath
transmit symbol in the context of the TDMA-based user-coafen-aided system of Figure 12.10 as

Y, =PS,H, + W,, (12.31)

where the diagonal matri® is introduced to describe the transmit power allocation mgnthe
collaborating MSs and is defined as

P 2 diag([VPs \/Pry - y/Pry 1)) (12.32)

Additionally, in Equation (12.31%,, andY,, represent théransmitted user-cooperation-based signal
matrix and the received signal matrix at the destination, resgsgtiduring both phase | and phase II.
Additionally, H,, andW,, denote the channel matrix and the AWGN matrix, respectivdihpn further
elaborating of Equation (12.31), we get

Ysa, 1] e Ysdy 0]
Yridy [N+ 1+ Ly] Yridy [n+ 1 Ly]
yTU—1d1[n+(U_1)Lf] yTU—ldN[n+(U_1)Lf] UxN
ss[n] 0 0
0 seqn+1-Lf - 0
=P | . . )
0 0 o Srp I+ (U=1Lyl]
[ hSdl [n] e hSdN [TL]
h7‘1d1[n+1'Lf] h7‘1dN[n+1'Lf]
X . .
_hTU71d1[n+(U71)Lf] h7‘U—1dN|:n+(U7 I)Lf] UxN
I Wsda, [n] & Wsdy 1]
Wrydy [N+ 1+ Ly Wy dy[n+1- Ly
+ . . s (12.33)
_wTU71d1[n+(U7 I)Lf] w’"U71dN[n+(U71)Lf] UxN

where the rows and columns of the transmitted user-codperbised signal matri$,, denote the
spatial and temporal dimensions, respectively. Moreaiace the source and multiple relay terminals
are assumed to be far apart, the elements of the channekbiricorresponding to the CIRs between
the source and the destination nodes as well as those betheeglay node and the destination node,
are mutually uncorrelated, but each of them may be corelakeng the TD according to the time-
selective characteristics of the channel. Additionalig ¢lements of the AWGN matrix are modelled as
independent complex-valued Gaussian random variablészeib mean and a variance 8§ = 202.
More specifically, since we have the transmitted symiadh] € M. = {e/2™™/Me iy, =
0,1,...,M. — 1} at the source node, thg/ x U)-element transmitted signal matrRRS,, in the
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general system model of Equation (12.33) can be reforméitatie DAF-aided cooperative system as

S - ei2mms /Me 0 . 0
0 fam, ysri[n] oo 0
0 0 o fady,  Ysro o []

where fau,., is the signal gain employed by theéth relay node to make sure that the average
transmitted power of theth relay isP,, and

Ysry [1]
= VPs - ss[n)hsr, [n] + wer, [1] (12.35)
=P, T Mep ] 4 wery[n] (ms =0,1,..., M, — 1) (12.36)

represents the signal received at thk relay node during the broadcast phase I.

As for the DDF-aided user cooperation system, where thg redde differentially detects and re-
encodes the signal received from the source node beforefdimg it to the destination, thg/ x U)-
element transmitted signal matiS,, in the general system model of Equation (12.33) can be remrit
as follows under the assumption that the output of the difféally detected relay is error-free:

\/}Ts.ejQTrms/JWC 0 0

0 \/P_7‘1 . ed2mms /Me 0

PSn = : : . . . (12.37)
(-) 0 m..ejQTrms/]vIC
12.3.2 Differentially Encoded Cooperative CommunicatiortJsing CDD

In this section, for the sake of simplicity, we consider twiffedential-modulation-based two-user
cooperative schemes, namely, the DAF and DDF. Both thesenseh are amenable to the CDD in
fading channels after a linear signal combination procebich will be discussed in our forthcoming
discourse.

12.3.2.1 Signal Combining at the Destination for DAF Relayig

For the DAF scheme, th@/ — 1) relay nodes of Figure 12.10 amplify the signal received fibm
source node and forward it to the destination node in a poeget over(U — 1) successive time slots
during phase Il. In order to ensure that the average trarmmier of theuth relay node remaing’.,,,
the corresponding amplification factffi .., in Equation (12.34) employed by theh relay node can

be specified as [606]
P,
N v 12.
fAM—,vu PSO'%TU +No ’ ( 38)

whereo?,, is the variance of the channel's envelope spanning betweesdurce and theth relay
node, which can be obtained by long-term averaging of theived signals. Therefore, the signal
received at the destination from thth relay nodey..,«[n+uLy] in Equation (12.33) can be represented
as follows [606]:

Yrya[n +uly] = fam,, Ysr, [0, aln + uly] + wraln + uly], (12.39)

wherey,r, [n] is the signal received from the source node atutterelay node during the broadcast
phase |, which was given by Equation (12.35).
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394 Chapter 12. Multiple-Symbol Differential Sphere Detetion

The destination BS linearly combines the signal at eacheaMeceive antennas received from the
source through the direct link during the broadcast, nambbse | and those at each receive antenna
received from all the relay nodes during phase I, followgdtlie CDD process operating without
acquiring any CSI. Based on the multi-channel differemégtkction principle of [475], we combine the
multi-path signal of thé/-user cooperation system of Figure 12.10 prior to the CD2gss as

N U-1
Y= Z |:a’0(y5di [n - 1])*y5di [n] + Z a‘u(y7‘udi [n +uly — 1])*y7‘udi [n + U‘Lf] ’ (12.40)

i=1 u=1

where Ly is the length of the frame, while the coefficiemtsanda. (v = 1,2,...) are respectively
given by

1
= 12.41
ao NO ) ( )
PoZ. 4+ No

NO(PSUETU + P"uagud + ]\fo)7

(12.42)

Ay =

whereo?,, ando? , are the variances of the link between the source and relagsnasiwell as of the
link between the relay node and the BS, respectively. Byrasgythat the CIR$:.,, as well ash, 4

are almost constant over two successive symbol perioddestenation node carries out the CDD based
on the combined signgl of Equation (12.40) as

2™/ Me —  argmax %{efj%m/Mcy}v (12.43)
h=0,1,...,Mc—1

wheref{-} denotes the real component of a complex humber.

12.3.2.2 Signal Combining at Destination for DDF Relaying

For the DDF-aided/-user cooperation system of Figure 12.10, each relay ndfigetitially decodes
and re-encodes the signal received from the source noderebffrwarding it to the BS. Similarly,
based on the multi-channel differential detection techegjof [475, 607], the combined signal prior
to differential detection by the DDF scheme can be expregsaexkactly the same form as that of
Equation (12.40) for the DAF scheme, which is repeated r@rednvenience:

N U-1

y= 3 a0l = 1 ]+ Y w4 ]|, (1240)

=1 u=1

noting that different diversity combining weights @ anda.,, (v = 1,2,...,U — 1) are used. Note
also that the choice of diversity combining weights may¢ffee achievable system performance. For
example, when the normalized total powerRf= 1 used for transmitting a symbol during the entire
user-cooperation-aided process is equally divided amoagdurce and relay nodes, i.e. when we have
P, =P, =1/U (u=1,2,...,U — 1), the SNR of the combiner output is maximized by opting
for [607]

1
FO’
provided that the corresponding channel variances ardid@nAlthough the choice of the diversity
combining weights is not optimal in general, it is optimat fhe case when the SNR of the source—
destination link and those of the multiple relay—destmatinks are the same. Again, by assuming that
the CIRs tap#.,, as well ash,, q are constant during two successive symbol periods, the GDEeps
of Equation (12.43) can be carried out by the destinatioer atbmbining the multi-path signals.

ag = Qqy =

(12.45)
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Figure 12.11: BER performance of the DAF-aided DQPSK-modulated two-useperative OFDM
system in Rayleigh fading channels at different normal2egpler frequencies. The system parameters
were summarized in Table 12.4.

12.3.2.3 Simulation Results

Figure 12.11 depicts the BER performance versy/sVy for both the single-user non-cooperative
system and the two-user DAF-aided cooperative systemg tsasimulation parameters summarized
in Table 12.4. Note that we consider a scenario where thé poiger P used for transmitting a
differentially encoded symbol during an entire user coafen process is equally shared between
the source and relay nodes, and the SNRs at the receiver akldne and destination nodes are
identical. Additionally, in order to carry out a fair compgn between the non-cooperative and
cooperative systems, we assume that the power consumee Isyntiie-user non-cooperative system
when transmitting a single T-DQPSK symbol is also equdt te: 1, which is identical to that consumed
by its user-cooperation-aided counterpart. As obsenard frigure 12.11, in the presence of the slowly
fading TU channel of Table 12.1 associated with= 0.001, the DDF-aided two-user cooperative
system is capable of achieving the maximum attainable apditiersity order of two, resulting in a
significant performance gain ab dB, given a target BER of0~*. This high gain is not unexpected,
since it is unlikely that both the direct and relay links suffrom a deep fade. However, since the
T-DQPSK modulation scheme is employed, the performanceaath by the CDD at the destination
node degrades significantly as the normalized Doppler &ecyf; becomes higher. This is due to,
for example, the relative mobility of the source and relagemwith respect to the BS. For the sake
of simplicity, here we assume the same normalized Doppégjuiency exhibited by all the three links
of the two-user cooperative system, namely the sourcesmaay—destination and source—destination
links. As shown in Figure 12.11, an error floor is formed by BER curves corresponding to the
more time-selective scenarios associated with an incdeasenalized Doppler frequencfy ranging
from 0.001 to 0.03, which is an undesirable situation encountered also by|#ssic single-user non-
cooperative benchmark system. However, the lowest adhieemd-to-end BER of0~2 exhibited by
the CDD operating with the aid of the DAF-aided cooperatiohesne is still lower than the BER of
10~2 achieved by the non-cooperative system under the assumgitity = 0.03.
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396 Chapter 12. Multiple-Symbol Differential Sphere Detetion

Table 12.4: Summary of system parameters for a T-DQPSK-modulated seo-cooperative OFDM

system.
System parameters Choice
System Two-user cooperative OFDM
Number of relay nodes 1
Subcarrier BW Af =10kHz
Number of subcarriers D = 1024
Modulation T-DQPSK
Frame lengthl_ 101
CRC CCITT-6
Normalized Doppler freq. fa = 0.03,0.01,0.001
Channel model Typical urban, refer to Table 12.1
Channel variances 02, =02 =02, =1
Power allocation Ps = P, =0.5P =0.5

SNR at relay and destination Ps/No = Pr, /No

In comparison with the DAF-aided cooperative system, wiieeaelay node directly forwards the
amplified signal to the destination, the differential déogdand re-encoding of the DDF-aided system
are carried out by the relay node before forwarding, as dissiin Section 12.3.2.2. The simulation
parameters are summarized in Table 12.4, where we can ez @elic Redundancy Check (CRC)
code is employed by the relay node in order to determine veinétie current decoded signal is correct or
not and only the error-free decoded signal is forwardedeaigstination. Otherwise, the relay remains
silent during phase Il. Figure 12.12 plots the BER curvetie@@DF-aided two-user cooperative system
using the CDD at both the relay and destination nodes in asnto those of its non-cooperative
counterpart. Again, the DDF-aided cooperative schemepiatda of achieving the maximum attainable
diversity order of two, leading to a significant performamg@én for transmission over a slow-fading
channel associated witfy = 0.001. Furthermore, observe by comparing Figure 12.12 that desityi
negative impact is imposed on the end-to-end BER performagche relative mobility of the source,
relay and destination nodes for the DDF scheme as that irddos¢he DAF scheme. Moreover, also
note in Figure 12.12 that although the DDF-aided coopezatjsstem outperforms its non-cooperative
counterpart at the three different values of the normalizeppler frequency considered, the achievable
performance gain becomes more negligibl¢ amcreases. Specifically, only a slightly lower error floor
is exhibited in Figure 12.12 by the DDF-aided system assediaith f; = 0.03 than that presented by
the classic single-user non-cooperative arrangementdditian, as observed from both Figure 12.11
and Figure 12.12, both the DAF- and DDF-aided cooperatistesys exhibit a worse BER performance
than the classic non-cooperative one in the relatively 8MR range spanning fromto 15 dB, which
can also be observed for the co-located multiple-tranamiiénna-assisted system. This trend is not
unexpected, since the effective SNR experienced at thevezds halved for the two-transmit-antenna-
aided system, and the benefit of diversity is overwhelmedbydeleterious effects of the noise when
the SNR is low.

Let us now investigate the benefit of the CRC-based err@etieh capability of the relay node on
the end-to-end BER performance of a DDF-aided two-user@@bpe system in Figure 12.13, where
the BER curves corresponding to different CRC codes arggoldh contrast to those of the so-called
fixed-relay-based cooperative system as well as to thaedfittgle-user non-cooperative one. Note that,
as summarized in Table 12.4, the frame lengjhemployed isl01 DQPSK symbols, whereas CCITT-
6 was used by the relay node similarly to the previously siatad DDF-aided cooperative system
of Figure 12.12, which exhibits a desirable error-detectapability for this relatively short frame
length, since a full diversity order of two can be achieved.ifiprove the achievable transmission
efficiency, a CRC code using as few parity bits as possiblegfepable, such as CCITT-4. However,
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Figure 12.12:BER performance of the DDF-aided DQPSK-modulated cooperaystem in Rayleigh
fading channels at different normalized Doppler frequesicThe system parameters were summarized
in Table 12.4.

as observed in Figure 12.13, the achievable BER performahtiee DDF-aided cooperative system
gradually degrades as the SNR increases, leading to andpjtely 4 dB performance gain reduction
at a target BER ofl0~® in comparison with the system employing the CCITT-6. Anotbgtreme
example worth considering is a fixed-relay-based cooperatystem, where the relay forwards the
re-encoded differential signal to the destination withdugcking whether the differentially decoded
bits are correct or not. Hence, the achievable transmissiiciency is improved by sacrificing the
maximum achievable diversity gain. Specifically, withdue &id of the CRC, no spatial diversity gain
can be achieved, although an additional transmit antermaded by the relay node further assists the
source by forwarding the signal to the BS. The reason fortthisd is that without CRC checking the
original diversity gain is eroded by the flawed informatiaigered by the relay node, which is further
combined with the signal received via the direct link at tlestthation. Hence, a flexible compromise
between maintaining a high transmission efficiency and tagimum achievable diversity gain can be
struck by employing an appropriate CRC code.

In comparison with the classic co-located multiple-traitsantenna-assisted system, the perfor-
mance of the user-cooperation-aided system is affectdd pthe channel quality of the source—
destination and relay—destination links and by that of therae—relay link. This statement is true
for both the DAF- and DDF-aided cooperative systems as agetd by our forthcoming discussions.
Figure 12.14 compares the BER performance achieved by th@$er cooperative system employing
either the DAF or the DDF scheme in two different scenari@snely for a noisy source—relay link,
as assumed in the scenarios characterized in Figures 18dl22a13, and for a perfect noise-free
source—relay link. In other words, the relay is assumed te parfect knowledge of the source node’s
transmitted signal in the latter scenario, which can alsodgarded as the conventional co-located
multiple-transmit-antenna-aided system, if the DDF sahdmemployed. Additionally, recall from
Figures 12.11 and 12.12 that the maximum diversity ordemaf tan indeed be achieved by the
T-DQPSK-modulated two-user cooperative system using th® @hen a quasi-static scenario of a
normalized Doppler frequencf; = 0.001 is assumed. Although the maximum achievable diversity
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Figure 12.13:Benefits of the CRC-based error-detection capability atetey node on the end-to-end
BER performance of a DDF-aided DQPSK-modulated cooperatgtem. The system parameters were
summarized in Table 12.4.

gain cannot be increased by having a perfect source—relayolbserve in Figure 12.14 that the system’s
BER performance was indeed improved. To be more specificifarpgance gain as high @&dB was
attained in Figure 12.14 for the system using the DDF scheyrteaking a perfect source—relay link,
whereas only a negligible performance gain was attainedgiur€ 12.14 by its DAF-aided counterpart.
Furthermore, by comparing the performance achieved by tkie &hd DDF schemes in Figure 12.14,
we observe that the latter is slightly outperformed by thenfer if the transmissions between the source
and relay nodes are carried out over a noisy link having an &iNRe relay node which is equal to that
measured at the destination node. However, it is expectddhh latter will outperform the former as
a benefit of having a better-quality source—relay link, adated by the extreme example of having
a noise-free source—relay link, which was characterizeeignre 12.14. Therefore, when the source—
relay link is of poor quality, it is preferable to employ thé\B scheme, which outperforms the DDF
scheme despite its lower complexity, since there is no needrry out any differential decoding and
re-encoding.

12.3.3 Multi-path MSDSD Design for Cooperative Communicabn

In order to mitigate the potential negative impact inducgdstyongly time-selective or frequency-
selective channels on the conventional T-DQPSK or F-DQR&arios of Section 12.1.1, the single-
path MSDSD introduced in Section 12.2 constitutes an ditmscheme for employment by the relay
nodes, when differential decoding is carried out at relagiesousing the DF protocol. Figure 12.15
characterizes the achievable performance improvemetite @DF-aided two-user cooperative system
attained by the single-path MSDSD scheme at the relay ndilaénselective Rayleigh fading channels
at different normalized Doppler frequencies. When empigythe MSDSD scheme usiig,..« = 6 at
the relay node, observe in Figure 12.15 that the error floncauntered in time-selective channels
corresponding tof; = 0.01 and f; = 0.03 are significantly mitigated, resulting in a substantial
performance gain. For example, given a target BER)Of*, a performance gain in excesssalB can be
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Figure 12.14: Impact of the source—relay link’s quality on the end-to-eéBHR performance of
a T-DQPSK-modulated two-user cooperative system. Theesygiarameters were summarized in
Table 12.4.

achieved forf, = 0.01 as seen in Figure 12.15. However, since the end-to-endrpeafee of the user
cooperative system of Figure 12.10 is determined by thestoless of the differential detection schemes
employed at both the relay and destination nodes, the spaileMSDSD-aided relay terminals alone
are unable to guarantee a desirable end-to-end performidanee, although a significant performance
gain can be attained by improving the detection capabitity@ relay node, there is still a substantial
performance gap between the BER curve obtainef} at 0.01 or f; = 0.03 and that corresponding
to fo = 0.001. The maximum diversity order of two is not achievedfat= 0.03 or f; = 0.01,

as indicated by the slope of the BER curve seen in Figure 1Hghce, for further improving the
performance of the DDF-aided cooperative system or thdteoDAF-aided one, a powerful differential
detector has to be applied at the destination node, whicbhsst to the impairments imposed by
time-selective channels. Unfortunately, the single-pd8DSD scheme cannot be directly employed
by the destination node in order jointly to decode diffei@ht the multi-path signals received from
the source and relay nodes. Thus, a potential channel-éddoerformance degradation may still occur
when carrying out conventional differential detection igfnsls received over the multi-path channel,
which is discussed in Section 12.3.2. In the forthcomingises, based on the principle of the single-
path MSDSD, we will propose an MSDSD scheme specificallygiesd for user-cooperation-aided
communication systems, which is capable of jointly detertiifferentially the multi-path signals
delivered by the source and relay nodes.

12.3.3.1 Derivation of the Metric for Optimum Detection

12.3.3.1.1 Equivalent System Model for the DDF-Aided Coopative Systems

Following on from the principle of the single-path MSDSD dissed in Section 12.2, the receiver
operating without knowledge of the CSI at the destinatiodencollectsN,,,4 consecutive user-

cooperation-based space—time symi®ls(n = 0,1, ..., Nying — 1). These samples are then used
jointly to detect a block of( Nuina — 1) consecutive symbolss[n] (n = 0,1,..., Nyina — 2),
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Figure 12.15:BER performance of DDF-aided DQPSK-modulated cooperatjgtem using MSDSD-
aided relays in Rayleigh fading channels.

which were differentially encoded by the source during phiasy exploiting the correlation between
the phase distortions experienced by the adjacent sarSplgs = 0,1,..., Nyina — 1). Thenth
user-cooperation-based space—time symholvas defined specifically for the DDF-aided cooperative
system in Equation (12.37), which is rewritten here as

ej27'r7n5/l\lC 0 A 0
0 ej27rms/MC £, 0
6 0 S ej27rw-ts /Me
where we haven, = 0,1,..., M. — 1. Since the total power used for transmitting a single syrnsol

during the entire user-cooperation process is normali@edave
U-1
P+ ) P, =1, (12.47)
u=1

where U is the number of users in the user-cooperation-aided sysfeRigure 12.10. Moreover,
with the aid of Equations (12.33) and (12.37), we can rewtite generalized single-symbol-based
cooperative system model of Equation (12.31) for the DOfedicooperative transmission, resulting in
theequivalent single-symbol-based system maddbllows:

Y, =PS,H,+W, (12.48)
=S,PH, +W, (12.49)
=§,H, +W,, (12.50)
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o where the equivalent user-cooperation transmitted signaitary matrixS,, is represented by

03 ejQWms/JVfc 0 . 0

0a 0 ei2mms /Me 0

6w Spn=8S,= ) ) _ . , ms=0,1,...,M.—1, (12.51)
- : : . ;

o 0 0 e gi2mms/Me

e and the equivalent channel matiik, can be expressed as

2 vV PS . hsd1 [n] e vV PS . hst [n]

1 \/Prl'h?“ldl[n+1'Lf] \/PTl'hrldN[n+1‘Lf]

14 =

15 . "

16 vV P"U—ld'hTU—ldl[n+(U7 I)Lf] PTU—ld‘hTU—ldN[n+(U7 I)Lf]

7 (12.53)

19 Inaddition, according to Equation (12.33) the receivedaignatrixY , and the equivalent noise matrix
20 W, may be written as

22 Ysdy [TL] o Ysdn [TL]

23 yﬁdl[n+1'Lf] yrldN[n+1‘Lf]

” . c.. :

26 Yry_1da [n+ (Uﬁ I)Lf] yTU—ldN[n+ (Uﬁ I)Lf]
" and

28

2 Wsd,y [TL] e Wsd [TL]

% ~ wrldl[n+1'Lf] wT1dN[n+1'Lf]

2 W, =W, = _ , . (12.55)
32 . = :

33 Wry _1dy [TL+ (Uﬁ I)Lf] o Wry_gdy [n+(U7 1)Lf]

34
s respectively.

36

% 12.3.3.1.2 Equivalent System Model for the DAF-Aided Coopative System

38

39 Similarly, with the aid of Equations (12.33), (12.34) as me (12.35) and following a number
w0 Of straightforward manipulations left out here for compasts, we arrive at thequivalent single-

2 Symbol system mod#&r the DAF-aided cooperation system based on the genedatimgle-symbol

422 cooperative system model of Equation (12.31) as follows:

43 ~ y ~

44 Yn = San + Wn7 (1256)

45

s Where the received signal matri¥X,, at the BS is expressed identically to that of the DDF-aided
+ System as

48 Ysdy [TL] e Ysdn [n]
49 Yridi M+ 1 Ly Yryay[n +1- Ly
50 n = : : , (12.57)
. : :
yTU—ldl[n+(U_ DLg] -+ yTU—ldN[n+(U_ 1)Ly]
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and the equivalent user-cooperation transmitted signéixr,, can be written as

ei2mms /Me 0 0
~ 0 ej277m.</]\/[c . 0
Sn = . _ , _ , m.=0,1,...,M.—1, (12.58)
6 O . ej27777.ls/]\/[c

which is identical to the transmitted signal matrix giverEiquation (12.51) for the DDF-aided system.
However, the resultant equivalent channel maHix of the DAF-aided system is different from that
obtained for its DDF-aided counterpart of Equation (12.8®)ich is expressed as

H, = [h; hy...hy], (12.59)

where theith column vectoih; may be written as

VvV PS . hsdi [TL]
P
ST T NosPy) e [nlhrya;[n +1- Ly]
h;, = . . (12.60)
Pry;
GE"U—li(A}D/PS) h’STU—l [n]h’TU—ldq, [n + (U - 1) ' Lf]

Moreover, the resultant equivalent noise té#h, can be represented as
W, = [W1 Wa...Wnl, (12.61)
where theith column vectow; may be expressed as

wsq[n]
P(,fiﬂNowsm [n]hria;[n + 1 L] + wrya,[n+1- Ly]

s9%srq

Pry_4

stwil[n]hru_ldi [n+ (U =1) L] + wry_ya,[n+ (U—=1) - Ly]
(12.62)

12.3.3.1.3 Optimum Detection Metric

Then, based on Equation (12.50) and Equation (12.56), wecoastruct the general input—output
relation of the channel for multiple differential symbohtismissions for both DAF- and DDF-aided
user-cooperative systems, where we haveethgvalent multiple-symbol-based system masel

Y =SH+W. (12.63)

Note that if A represents a matrix, thef is a block matrix,A 4 denotes a diagonal matrix, agtd,
represents a block diagonal matrix. The block ma¥ixhosting the received signal, which contains
signals received duringV.,;na Successive user-cooperation-based symbol durationespmmding to
Nuina consecutively transmitted differential symbealgn] (n = 0,1,..., Nyina — 1) of the source
node, is defined as

Y=[Y. Yo Yoin,.o1) (12.64)

and the block matrixL representing the channel as well as the block madixof the AWGN are
defined likewise by vertically concatenatifg,;,« matricesH,, (n = 0,1,..., Nyins — 1) andW,,
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(n=0,1,..., Nying — 1), respectively. Therefore, we can represEms
H=[MH H., .. Hy, ], (12.65)

and expres3V as
W= [WZ WZH e WZJer,,,Ldfl]T- (12.66)
Furthermore, the diagonal block matrix of the transmittigaal is constructed as

Sa = diag(Sn, Snt1, -5 SntNyu-1) (12.67)
S, i 0 . 0
0 Snt1 - 0
= . ) . ) , (12.68)
0 0 - SaiNu-1

whereS,, (n=0,1,..., Nyina — 1) was given by Equation (12.51) or Equation (12.58).

Note that all the elements iH,, and W,, of (12.52) and (12.55) possess a standard Gaussian
distribution for the DDF-aided cooperative system, whereest terms ifkL,, and W,, of (12.59)
and (12.61) do not for its DAF-aided counterpart. However, ioformal simulation-based investiga-
tions suggest that the resultant noise processes are me@sian distributed in the DAF-aided scenario.
As a result, the PDF of the corresponding received signdl2r6@) is also near-Gaussian, especially for
low SNRs, as seen in Figure 12.16. Hence, under the simpijfgssumption that trexjuivalentfading
and noise are zero-mean complex-Gaussian processes iAHaiDed cooperative system, the PDF of
the non-coherent receiver’s outpvtat the BS for both the DAF- and DDF-aided cooperative systems
can be obtained based on its counterpart of Equation (121d#jed for the single-transmit-antenna
scenario in Section 12.2 as

exp(—Tr{Y"¥~'Y})

Pr(Y|Sq) = 12.
T‘(—'&) (71' UN wind det(g))N ’ ( 69)
where the conditional autocorrelation matrix is given by
v =¢{YY"|S,}, (12.70)
= S.e{aA"S," + spww ). (12.71)

Specifically, for the DDF-aided cooperative system havimgquivalent channel matrid,, given
by Equation (12.52) and a noise matrix given by Equation58R the channel’s autocorrelation matrix

S{HA"} formulated in Equation (12.71) can be further extended as

H,
~ o~ H ~ ~
EHH }=¢& : H, ... Hin,,1] (12.72)
I:In+Nwmd*1
FDF(O) FDF(l) e I‘DF(]\Twind - 1)
I'pr(—1) I'pr(0) <o Tpr(Nuwing — 2)
I‘DF(l - Nwz’n,d) 1—‘DF (2 - Nwz’n,d) e I‘DF(O)
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Figure 12.16:PDF of the received sign@ of Equation (12.64) in the DAF-aided cooperative system.
©IEEE Wang & Hanzo 2007 [7]

by defining
[5alk] O 0
L0 ekl 0|
Ipr(k) = . . . . P (12.74)
L O 0 ‘PiU,ld[H]
[Pspialk] 0 . 0
0 P @palk] - 0
= ) ) . } , (12.75)
L 0 0 “ Pry @y _yalt]

whereP is the transmit power allocation matrix given by EquatioB.8R), whiley?, [x] andyl. ,[x]
respectively represent the channel’s autocorrelatiowtfon for the direct link and relay—destination
link between theuth relay node and the destination BS. Under the assumptidRagfeigh fading
channels, the channel’'s autocorrelation function can peessed as

¢'[x] £ E{h[n + K]n"[n]}
= JO(QWde)7

(12.76)
(12.77)

with Jy(-) denoting the zeroth-order Bessel function of the first kind as usualfy representing
the normalized Doppler frequency. Furthermore, under #seiaption of an identical noise variance
observed at each terminaﬂ,{mH} of the DDF-aided system can be expressed with the aid of the
equivalent noise matrix given by Equation (12.55) as

E{WW'} = NoNIyy (12.78)

wind )

where N and Ny respectively denote the number of receive antennas entplay¢he BS and the
Gaussian noise variance, whiley . , iS a( UN yind X UN yinq)-€lement identity matrix.

wind
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On the other hand, when considering the DAF-aided usereratipe system having an equivalent
channel matrixH,, given by Equation (12.59) and a noise matrix given by Equafit2.61), the

channel’s autocorrelation matr&{ﬂﬂH} can be expressed as

H,
g(HA"} =€ : [F, ... Hin,, .1 (12.79)
I:In"'Nu/md_l
Tar(0) Far(1) <o+ Tar(Nuwina — 1)
Tar(—1) T'ar(0) <o+ Tar(Nuwing — 2)
=N : . ) . , (12.80)
Tar(1 — Nuind) Tar(2 — Nuina) -+ T'ar(0)
where
a0 0
0 Psr [N](PT‘ d[’%] e 0
TCar(r) 2| . S . P’Fiy (12.81)
L O 0 Py [Klery_alk]
[Psplalk] 0 = 0
Pry ol [8lek 4lk]
0 2% +(No/Pa) 0
= : : . : (12.82)
Pry_y ety Kt als]
| 0 0 T+ o/ Py)
with the diagonal matri¥' 4,/ is defined as
0 fam,, - 0
Fay = . , (12.83)
0 0 o famy

which contains all the signal gain factofsa,, (v = 1,2,..., Nuina — 1) of Equation (12.38)
employed by thU — 1) relay nodes, respectively, in thé-user-cooperation-aided communication
system of Figure 12.10. Moreover, with the aid of the eqeirahoise matrix given by Equation (12.61)

for the DAF-aided system, we can exprédSWW ' 1 as

P, o?
0 ( 19r1d +1)N0 0

~ ~ H Pso-g'rl + NO
E{WW "} = NIy, ® :

melafu_ld
(Psazm_l N 1) No]
(12.84)
where N represents the number of receive antennas employed at thevd® Iy, , denotes an
(Nuwina X Nuwind)-element identity matrix. Note that denotes the Kronecker product. Hence, the noise

autocorrelation matrice${WW " }, which were given by Equations (12.78) and (12.84) for the®®D
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406 Chapter 12. Multiple-Symbol Differential Sphere Detetion

and DAF-aided systems, respectively, are diagonal dueddemmporally and spatially uncorrelated
nature of the AWGN.

Although the basic idea behind the ML detector is that of mézing the a posteriori probability of
the received signal block matriX, this problem can be readily shown to be equivalent to maziirgi
the a priori probability of Equation (12.69) with the aid o&yes’ theorem [548]. Thus, based on the
ML detection rule, an exhaustive search has to be carriedwartthe entire transmitted signal vector
space in order to find the specific solution which maximizestpriori probability of Equation (12.69).
Thus, the ML metric of the multi-path MSDD can be expressed as

L= argmax Pr(Y|Sa) (12.85)
SdﬁgeMi\{mznd
= argmin  Tr{Y7¥ 'Y}, (12.86)

& =N
8, —se MY wind

wheres is a column vector hosting all the diagonal elements of tlagahal matrixsd. Note that
althoughs hasUN ,;»4 €lements, each of which is chosen from an identical corasit set ofM.., we
haves € M2Y»n¢ instead ok € MZI"wnd  since all thel/ diagonal elements of our derived equivalent
U-user-cooperation transmitted sigil of Equation (12.51) or (12.58) have the same symbol value
as that of thenth signal transmitted from the source in the broadcast phagere specificallys may

be expressed as

JO T - - - - - T
§=[5182...8U ... 8(n—1)U+1---8nU - - 8N gU+1 - - - SN ol s (12.87)

S1 s s
Sn SNuyind

where the subvectd, is a column vector containing all the diagonal elements efttatrixS., .

12.3.3.2 Transformation of the ML Metric

Again, in a user-cooperation-aided system, the noise ibotittns imposed at the relay and destination
nodes are both temporally and spatially uncorrelated, teishave diagonal noise autocorrelation
matrices for both the DDF-aided and DAF-aided systems, ssrobd in Equations (12.78) and (12.84),
respectively. Additionally, the equivalent transmittédnsl matrix & of the user-cooperation-aided

system as constructed in either Equation (12.51) or Equdfi@.58) for the above-mentioned two

systems is a unitary matrix, hence we have

S, ' =8.". (12.88)
Then, we can further extend Equation (12.71) as
¥ =S.£(HA"}S," + e(WW "} (12.89)
= Sy(e{HA"} + £{WW"'1)S," (12.90)
=8.CS8.", (12.91)
where we have
c2eaA"} +eWW"}, (12.92)

which is defined as th€UN wina X UN wina)-€lementchannel-noise autocorrelatiomatrix. Now, the
ML metric of Equation (12.86) generated for the multi-patB D can be reformulated by substituting
Equation (12.91) characterizing into Equation (12.86) as

Sur= argmin Tr{Y"9 'Y} (12.93)
Sd —8€ Miv“”'”d
= argmin  7r{Y"(8408,") 'Y}, (12.94)

& N,
§,—se M wind
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Furthermore, since t@ is unitary, we get

L= argmin Tr{Y?S,C7'S,"Y}. (12.95)

S, —se M wind

wn»

Now we define two matrix transformation operators, namgly-) and F(-), for the received
signal matrixY of Equation (12.54) or (12.57) and the transmitted signarim& of Equation (12.51)
or (12.58), respectively, in the scenario of a differefhtiahodulated U-user cooperative system
employing N receive antennas at the BS and jointly detecting diffeadigtiV,,,4 received symbols.
Specifically, the operataF, (-) is defined as follows:

?1 0 0
. 0 ?2 0
FyY)= | . . , (12.96)
0 0 - YVuNu

wherey'; is theith row of the matrixY and the resultant matrix iSE/N wing X UNN yinq)-€lement
matrix. On the other hand, the operafy(-), which is applied to the diagonal transmitted signal matrix
S4, is defined as
511N
- S2ln
Fs(Sq) 2 . , (12.97)

SUN yina IN
wheres; is theith element of the column vectérof Equation (12.87) hosting all th&N .4 diagonal
elements of the diagonal matrBg. Thus, the resultant matrix is /NN ;e x N) dimension.
Consequently, we exploit the transformation operafey6) defined in Equation (12.96) arf(-)

defined in Equation (12.97), which allow us further to refatate the ML solution expression of
Equation (12.95) as

Sy, = argmin TT{XH&C_I&HX} (12.98)
SdH§6M§1mnd
= argmin Tr{SEYSC 'Y ,Si}, (12.99)

N, ..
SF—seM, wind

where we have

Yr=7F(Y) (12.100)
and
siln Sz,
~ Soln S_}-Q
Sy = Fu(Sa) = _ = . , (12.101)
SUN yina IN S]:N

wind
where the(UN x N)-dimensional matrixS =, represents théh submatrix of the block matrif =,
which may be expressed as

su@i-n+1ly

su@i-n+2lny
Sr, = ) , (12.102)

suily UNXN
where all the non-zero elements have an identical symbakyaVhich corresponds to thith symbol

transmitted from the source during the broadcast phase I.
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408 Chapter 12. Multiple-Symbol Differential Sphere Detetion

12.3.3.3 Channel-Noise Autocorrelation Matrix Triangulaization

Let us now generate th€UN yina X UN ying)-€lement upper-triangular matrik, which satisfies
FZF = C~! with the aid of Cholesky factorization. Then we arrive at

Sur= argmin  Tr{S" Y FIFY£Ss"}. (12.103)

Sy:—»éEMiv“’””d

Then, by further defining &UN ying X UNN yinq)-element matriXJ as

U2 (FYr) (12.104)
Uin Uiz -+ Uilng,
0 Uzp -+ Usngy
R : : (12.105)
0 0 Ux wind »Nwind
where we have
UU(i—1)+1,UN(G—1)+1  UU(i—-1)+1,UN(j—1)+2 ~°° UWU(i—1)+1,UNj
UU(i—1)+2,UN(G—1)+1 UU(i—1)4+2,UN(j—1)4+2 *°° UU(i—1)+2,UNj
U, 2 o o - . (12.106)
Uy, UN(j—1)+1 WUUi, UN(§—1)+2 ce UU4, UNj Ux UN
we finally arrive at .
Sur = argmin |[USg|?, (12.107)

Sy:—»éEMiv“’””d

which completes the process of transforming the multi-pathMSDD metric of Equation (12.86) to
ashortest-vectoproblem.

12.3.3.4 Multi-dimensional Tree-Search-Aided MSDSD Algathm

Although the problem of finding an optimum solution for the NLISDD has been transformed into the
so-calledshortest-vectoproblem of Equation (12.107), the multi-path ML-MSDD dewg for user-
cooperation-aided systems may impose a potentially eixeessmputational complexity when aiming
at finding the solution which minimizes Equation (12.10%pecially when a high-order differential
modulation scheme and/or a high observation window Bizg,, are employed. Fortunately, in light of
the SD algorithms discussed in Chapter 9, the computatmmaplexity imposed may be significantly
reduced by carrying out a tree search within a reduced-gigerBphere confined by either the search
radiusC for the depth-first SD or the maximum number of candiddiesetained at each search tree
level for the breadth-first SD. In our following discourseg wonsider the depth-first SD algorithm as
an example and demonstrate how to reduce the complexitysetploy the ML-MSSD.

In order to search for the ML solution of Equation (12.107gikonfined hypersphere, an initial
search radiu€’ is introduced. Thus, we obtain the metric relevant for thétinmath MSDSD scheme as

Sur= argmin ||US|]°> < C? (12.108)

Sz —seM( wind

Uin Ui - U1, Nyina Sz,
0 Uz - U2, Nyina Sz,
= argmin . . . . . < C? (12.109)
Sz —seMmlwind : : - : :
0 0 UNyinas Nuwind Sr Novina
Nyind Nuwind 2
= argmin Z ( > UnmSz ) < C?. (12.110)

~ N,
SF—8eEM, vind m=n
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Since the tree search is carried out commencing from Nyi.¢ ton = 1, the accumulated PED
between the candidagr and the origin can be expressed as

Noyind 2 Noyind Noyind 5
Dn, = HUn,nS_]:n + Z Un,ms_}'m + Z ( Z Ul,ms_]-'m> S 02. (12111)
m=n+1 l=n+1 > m=l
Sn Dn+1

Furthermore, due to the employment of a differential motilotascheme, the information is encoded
as the phase difference between the consecutively traeshsiymbols. Hence, in light of the multi-
layer tree search proposed for the SD in Section 11.3.23®BDSD scheme can start the search from
n = (Nuwing — 1) by choosing a trial submatrix f@& - Ny —1 satisfying

D pyypa—1 < C* (12.112)

from the legitimate candidate pool, after simply assumheg the N,,..«th symbol transmitted by the
source iss; = 1. That is, according to Equation (12.102) we have

Sry,  =InIn.. . In]". (12.113)
U identity submatrices
Given the trial submatri ~ , satisfying Equation (12.112), the search continues anddidate

wind

matrix is selected foBrz, based on the criterion that the value of the resultant PEDpcoed
using Equation (12.111) does not exceed the squared ragius,

DN,y—2 < C%. (12.114)

This recursive process will continue until reachesl, i.e. when we choose a trial value féf
within the computed range. Then the search radius updated by calculating the Euclidean distance
between the newly obtained signal polie and the origin and a new search is carried out within
a reduced compound confined by the newly obtained searchstatihe search then proceeds in
the same way, until no more legitimate signal points can hendoin the increasingly reduced
search area. Consequently, the last legitimate signat Sginfound this way is regarded as the ML
solution of Equation (12.107). Therefore, in comparisothwthe multi-path ML-MSDD algorithm
of Equation (12.107), the MSDSD algorithm may achieve aifigamt computational complexity
reduction, as does its single-path counterpart, as oleénv&ection 12.2. For more details on the
principle of SD algorithms refer to Chapter 9 and on the ideawlti-layer tree search to Chapter 11.

12.3.4 Simulation Results
12.3.4.1 Performance of the MSDSD-Aided DAF-User-Coopetian System

As discussed in Section 12.3.2.3, the relative mobility agnesers imposes a performance degradation
on the user-cooperation-aided system. Thus, the muliig&DSD scheme proposed in Section 12.3.3,
which relies on the exploitation of the correlation betwdlea phase distortions experienced by the
Nuind coOnsecutive transmitted DPSK symbols, is employed in otalenitigate the channel-induced
error floor encountered by the CDD characterized in Figur&7.2The system parameters used in our
simulations are summarized in Table 12.5.

Figure 12.17 depicts the BER performance improvement aetiiby the MSDSD employed at
the destination node for the DAF-aided two-user coopezatixsstem in the presence of three different
normalized Doppler frequencies, namegly = 0.03, 0.01 and 0.001. With the aid of the MSDSD
employing N,.»a = 6 at the destination node, both the error floors experienc&hirieigh channels
having normalized frequencies ¢f = 0.03 and0.01 are significantly mitigated. Specifically, the
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BER

o fd:0.03
fd=0.01
_ fd=0.001 1

15 20 25
PIN_ (dB)

Figure 12.17:BER performance improvement achieved by the MSDSD empdpip,;,, = 6 for the
DAF-aided T-DQPSK-modulated cooperative system in tigledtive Rayleigh fading channels. All
other system parameters are summarized in Table 12.5.

Table 12.5: Summary of system parameters used for the T-DQPSK-modutate-user cooperative

OFDM system.

System parameters

Choice

System
Number of relay nodes
Subcarrier BW
Number of subcarriers
Modulation
Frame lengthl
CRC
Normalized

Doppler frequency
Channel model
Channel variances
Power allocation

Two-user cooperative OFDM
1

Af = 10kHz

D =1024

T-DQPSK

101

CCITT-6

If it is not specified,
fd,sd = fd,s’r‘ = fd,rd = fd
Typical urban, refer to Table 12.1

ol =0 =0y =1

Py=P, =05P =05

SNR at relay and destination Ps/No = Py, /No

BER curve corresponding to the normalized Doppler freqyefic= 0.01 almost coincides with that
associated witlf; = 0.001, indicating a performance gain of abaltdB over the system dispensing
with the MSDSD. Remarkably, in the scenario of a fast-fadihgnnel havingf; = 0.03, the BER
curve obtained when the CDD is employed at the destinatiate hevels out just below0™2, as the
SNR increases. By contrast, with the aid of the MSDSD thelt&suBER curve decreases steadily,
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BER

1‘5 20 2.
P/N; (dB)

Figure 12.18:BER performance improvement achieved by the MSDSD schenpdoging N ina =
11 for the DAF-aided T-DQPSK-modulated cooperative systentirime-selective Rayleigh fading
channels. All other system parameters are summarized ie Tab.

suffering a modest performance loss of only abbdB at the target BER of0~> in comparison with
the curve associated withy = 0.001. Hence, the more time selective the channel, the more signifi
the performance improvement achieved by the proposed MS&a8Bme.

For further reducing the detrimental impact induced by theetselective channel on the DAF-
aided user-cooperative system, an observation windowo§i2e,,; = 11 is employed by the MSDSD
arrangement at the destination node at the expense of arhigection complexity. As seen in
Figure 12.18, the MSDSD usinyy..n¢s = 11 is capable of eliminating the error floor encountered
by the system employing the CDD, even when the channel iselgutéme selective, i.e. fof; = 0.03.

In other words, the BER curve corresponding to the MSDS[Ré&Ystem in Figure 12.18 and obtained
for f4 = 0.03 coincides with that of its CDD-aided counterpart recordadff, = 0.001. Furthermore,
the MSDSD-aided system witN,;,« = 11 in a fast-fading channel associated wjth= 0.01 is able

to outperform the system employiig...« = 2, even if the latter is operating in a slow-fading channel
havingf4 = 0.001. Therefore, even in the presence of a severely time-sedatiannel, the DAF-aided
user-cooperative system employing the MSDSD is capablelifging an attractive performance by
jointly detecting differentially a sufficiently high numbef consecutively received user-cooperation-
based joint symbolS,, (n = 0,1,..., Nuna — 1) of Equation (12.58) by exploiting knowledge of the
equivalent channel autocorrelation matﬂ@H} of Equation (12.79), which characterizes the CIR
statistics of both the direct and relay links.

All the previously described simulations were carried ouder the assumption that an identical
normalized Doppler frequency is exhibited by each link eftiser-cooperation system, i.e. that we have
fa,sa = fa,sr = fa,ra = fa. However, a more realistic scenario is the one where thévelspeeds of
all the cooperative users as well as of the destination texhaire different from each other, leading to
a different Doppler frequency for each link. Thus, in ordeinvestigate the impact of different relative
speeds among all the nodes on the attainable end-to-eratiparice of the DAF-aided system, Monte
Carlo simulations were carried out for the three differexrgrios summarized in Table 12.6. In all the
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412 Chapter 12. Multiple-Symbol Differential Sphere Detetion

Table 12.6:Normalized Doppler frequency of three different scenarios

fasa  fasr  fard

Scenario | (S moves, R&D relatively immobile) 0.03 0.03 a.o0o0
Scenario Il (R moves, S&D relatively immobile) 0.001 0.03 03.
Scenario Il (D moves, S&R relatively immobile)  0.03 0.001 .0®

three situations, only one of the three nodes in the two-cseperation-aided system is supposed to
move relative to the other two nodes at a speed resulting rmalized Doppler frequency ©.03,
while the latter two remain stationary relative to each pthielding a normalized Doppler frequency
of 0.001.

In Figure 12.19 the BER curves corresponding to the thrderdifit scenarios of Table 12.6 are
bounded by the two dashed—dotted BER curves having no lsgertich were obtained by assuming
an identical normalized Doppler frequency ff = 0.03 and f4 = 0.001 for each link in the user-
cooperation-aided system, respectively. This is not ueetgal, since the two above-mentioned BER
bounds correspond to the least and most desirable timetiselehannel conditions considered in
this chapter, respectively. The channel quality of thedlifiak characterized in terms of its grade of
time selectivity predetermines the achievable perforraarfche DAF-aided user-cooperation-assisted
system employing the MSDSD. Hence, it is observed in Figxd 4 that the system is capable of
attaining a better BER performance in Scenariofl] {; = 0.001) than in the other two scenarios
(fa,sa = 0.03). However, as seen in Figure 12.19, due to the high speecakthy node observed in
Scenario Il relative to the source and destination nodesM8DSD employingV .« = 6 remains
unable to eliminate completely the impairments inducedhgytime-selective channel, unless a higher
Nuina Value is employed. Therefore, a modest performance detipadaccurs in comparison with the
fa = 0.001 scenario. On the other hand, the MSDSD-aided system eslalstmilar performance in
Scenario | and Scenario lll, since the source-relay ang-+dkstination links are symmetric and thus
they are exchangeable in the context of the DAF scheme, &swaukin Equation (12.81).

12.3.4.2 Performance of the MSDSD-Aided DDF User-Cooperiain System

Despite the fact that the performance degradation experieby the conventional DDF-aided user-
cooperation system employing the CDD in severely timeesigle channels can be mitigated by
utilizing the single-path MSDSD at the relay node, a sigaificperformance loss remains unavoidable
due to the absence of a detection technique at the destinadde, which is robust to the time-selective
channel, as previously seen in Figure 12.15. Fortunatedyntulti-path-based MSDSD designed for
the user-cooperation-aided system devised in Section3l@a® be employed at the destination node in
order to mitigate further the channel-induced performategradation of the DDF-aided system.
Figure 12.20 demonstrates a significant performance ingpnewt attained by the multi-path-based
MSDSD design employindV.,;ns = 6 at the destination node of the DDF-aided two-user cooperati
system over its counterpart dispensing with MSDSD at théirton at bothf; = 0.03 and f; =
0.001 for each link, respectively. The more severely time seledtie channel, the higher the end-to-
end performance gain that can be achieved by the MSDSDred§¥DF-aided system. Specifically, for
a given target BER of 02, a performance gain as high@dB is achieved af; = 0.03, whereas only
negligible performance improvement is attainedfat= 0.01. On the other hand, by comparing the
simulation results of Figure 12.17 and Figure 12.20, we olasthat the performance gains achieved
by the MSDSD employed at the destination node of the DDFeagystem is significantly lower than
those recorded for its DAF-aided counterpart. Even thodigh,, = 11 is employed, there is still a
conspicuous gap between the BER curves corresponding Iovaiges of f; and the one obtained
at f4 = 0.001 in the context of the DDF-aided system, as shown in Figur@112This trend is not
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—©&— Scenario |
—&— Scenario Il
—— Scenario Il

BER

10°}

MSDSD: N =~ =6
wind

fd:0.001
bound

1‘5 20 2.
PN, (dB)

Figure 12.19: The impact of the relative mobility among the source, relagl destination nodes on
the BER performance of the DAF-aided T-DQPSK-modulatecheoative system employing MSDSD
at the destination node in Rayleigh fading channels. Aleptsystem parameters are summarized in
Tables 12.5 and 12.6.

unexpected owing to the fact that the design of the multirpAEDSD used in the DDF-aided user-
cooperation-assisted system is carried out under the gsgumof an idealized perfect reception-and-
forward process at the relay node, while actually the reldyk&ep silent when it fails to detect the
received signal correctly, as detected by the CRC checkthier avords, the MSDSD employed at the
destination simply assumes that the relay node has knowlefithe signal transmitted by the source
node as implied by the system model of Equation (12.37) d#sgrthe DDF-aided system, operating
without realizing that sometimes only noise is presentébdageceive antenna during the relay phase Il.
In comparison with its DAF-aided counterpart, the end4td-@erformance of the DDF-aided
system is jointly determined by the robustness of the difigal detection technique to time-selective
channels at the destination node, as well as by that at tag relde. Previously, we employed the
same observation window siZ€,,,q for the MSDSDs used at both the relay and destination nodes.
However, in reality there exist situations where the afédnlé overall system complexity is limited and
hence a low value aiv,,;,4 has to be used at both the relay and destination nodes. Thabeneficial
to characterize the importance of the detection techniqual@yed at the relay and destination nodes
to determine the system’s required complexity. Figure 2ts the BER curve of the DDF-aided
two-user cooperative system ., = 6 at the relay node and fdv,, = 2 at the destination node
versus that generated by reversing Mg, allocation, i.e. by havingV,ins = 2 and Nyiq = 6 at the
relay and destination nodes, respectively. Observe inr€igjp.22 that the system having a more robust
differential detector at the relay node slightly outpenfierthe other in the high-SNR range at both
fa = 0.03 and f; = 0.01. This is because a less robust detection scheme employkd @lay node
may erode the benefits of relaying in the DDF-aided user-e@tjpn-assisted system. Naturally, this
degrades the achievable performance of the MSDSD at thimatésh, which carries out the detection
based on the assumption of a reliable relayed signal. Hendbge context of the DDF-aided user-
cooperation-assisted system employing the MSDSD, a higbewplexity should be invested at the
relay node in the interest of achieving an enhanced enddgeerformance.
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10 : : :
) Destination: Nwind=2
o Destination: Nwind=6
10"
107k
o
[
m
10°F 3
DQPSK
10l Relay: Nwmd=6
X
f d_0.01

15 20 2. 30 35 40
P/N, (dB)

Figure 12.20: BER performance improvement achieved by the multi-pagedaMSDSD scheme
employing N,;,q = 6 at the destination node of the DDF-aided T-DQPSK-modulatsaperative
system in Rayleigh fading channels. All other system patara@re summarized in Table 12.5.

0

10
‘%*"Nwmdzz
—5—Nying=11
10" 1
| * o |
10t pQPsk ~- _

MSDSD-aided Relay

% and Destination Nodes
107}
____ f d=O.O3
f d=0.01 L
107 ~ _ _ 1=0001
1]
10° : : : :

15 20 25
P/N, (dB)

Figure 12.21: BER performance improvement achieved by the multi-path @BDemploying
Nying = 11 at the destination node of the DDF-aided T-DQPSK-modulatsaperative system in
Rayleigh fading channels. All other system parametersiarensarized in Table 12.5.
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Nwind=6 (Relay), Nwind=2 (Destination)
N

E: -
B\g\ o Wind:2 (Relay), Nwind:G (Destination)

BER

30 35 40

1‘5 20 2.
P/N; (dB)

Figure 12.22:BER performance of the DDF-aided T-DQPSK-modulated caatper system employing
MSDSD in conjunction with different detection-complexaifocations in Rayleigh fading channels. All
other system parameters are summarized in Table 12.5.

Let us now investigate the effect of the relative mobilitytieé source, relay and destination nodes
on the achievable BER performance of the DDF-aided two-useperative system by considering
the BER curves corresponding to the three scenarios of Teh in Figure 12.23. Based on our
previous discussions, we understand that the performaridas detection schemes employed at both
the relay and destination nodes are equally important fadhodetermining the achievable end-to-end
system performance, which are mainly affected by the Dodpégiuency characteristics of both the
source—relay link and the source—destination link in the=Edided user-cooperation-assisted system.
In Scenario | of Table 12.6 the system exhibits the worst BERgomance, which is roughly the same
as thef; = 0.03 performance bound, since the benefits brought about by achiglity, near-stationary
relay—destination link may be eroded by a low-quality, Rigshppler source—relay link dominating the
achievable performance of the MSDSD scheme at the relay, mddeh in turn substantially degrades
the achievable end-to-end system performance. In Scelhafidable 12.6, we assumed that the source
and destination nodes experience a low Doppler frequentheidirect link (f4, s4 = 0.001), which is
one of the two above-mentioned dominant links in the DDFedislystem. Thus, for a given target BER
of 107, the system achieves a performance gain as highdisin Scenario Il over that attained
in the benchmark scenario having an identical Doppler feeqy of f; = 0.03 for each link, as
observed in Figure 12.23. Moreover, the achievable pedaga gain can be almost doubled if the
system is operating in Scenario Ill, where in turn the othgrartant link, namely the source—relay link,
becomes a slow-fading channel associated Wijtk= 0.001. Remarkably, the performance achieved in
Scenario Il is comparable with that attained by the sameegys$n the benchmark scenario, where we
havef; = 0.001 for each of the three links. More specifically, the systenratieg in Scenario Ill only
suffers a performance loss of abdutB at a target BER of0~* in comparison with that associated
with the slow-fading benchmark scenario.
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—6— Scenario |
—&— Scenario |l
—— Scenario Il

BER

107}

MSDSD: N . =6
wind

1‘5 20 2.
PN, (dB)

Figure 12.23: The impact of the relative mobility among the source, relagt destination nodes on
the BER performance of the DDF-aided T-DQPSK-modulategecoative system employing MSDSD
at both the relay and destination nodes in Rayleigh fadiraneéls. All other system parameters are
summarized in Tables 12.5 and 12.6.

12.4 Chapter Conclusions

Cooperative diversity, emerging as an attractive divgaitled technique to circumvent the cost and
size constraints of implementing multiple antennas on &eiesized mobile device with the aid
of antenna sharing among multiple cooperating singlerenate@ided users, is capable of effectively
combating the effects of channel fading and hence improvir attainable performance of the
network. However, the user-cooperation mechanism maytréswa complex system when using
coherent detection, where not only the BS but also the catipgr MSs would require channel
estimation. Channel estimation would impose both an ekeessmplexity and a high pilot overhead.
This situation may be further aggravated in mobile envirenta associated with relatively rapidly
fluctuating channel conditions. Therefore, the consid@mabf cooperative system design without
assuming knowledge of the CSI at transceivers becomes malistic, which inspires the employment
of differentially encoded modulation at the transmitted ahat of non-coherent detection dispensing
with both the pilots and channel estimation at the receiexvever, as discussed in Section 12.1.1,
the performance of the low-complexity CDD-aided direetrsmission-based OFDM system may
substantially degrade in highly time-selective or frequyeselective channels, depending on the domain
in which the differential encoding is carried out. Fortwelat as argued in Section 12.2, the single-
path MSDSD, which has been contrived to mitigate the chaimueiced error floor encountered by
differentially encoded single-input, single-output tsenission, jointly detects differentially multiple
consecutively received signals by exploiting the corietatamong their phase distortions. Hence,
inspired by the proposal of the single-path MSDSD, our méijedive in this chapter is specifically
to design a multi-path MSDSD which is applicable to the ddfially encoded cooperative systems
in order to make the overall system robust to the effects efhbstile wireless channel. To this
end, in Section 12.3.3.1 we constructed a generalized &guivmultiple-symbol system model for
the cooperative system employing either the DAF or DDF sa&hemhich facilitated the process of
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12.4. Chapter Conclusions 417

Table 12.7:Performance summary of the MSDSD investigated in Chapte i@ system parameters
were given by Table 12.5. Note that ‘N/C’ means the target B&Rot achievable, regardless of the
SNR, while ‘N/A means the data are not available.

Performance of the single-relay-aided cooperative system

BER
P/Ny (dB) Gain (dB)
fa Nuyind 1072 107% 1073 1074
Non-cooperative  fq ¢qa = fd,sr = fd,ra = 0.001 2 30 40 — —
system 6 30 40 0.0 0.0
fd,sa = fa,sr = fa,ra = 0.01 2 40 N/C = —
6 32 N/A 8 N/A
fd,sa = fa,sr = fa,ra = 0.03 2 N/C N/C “N —
6 35 N/A 00 N/A
DAF cooperative  fq sqa = fd,sr = fd,ra = 0.001 2 235 29 — —
system 6 23.5 29 0.0 0.0
fa,sa = fa,sr = fa,ra = 0.01 2 25 33 — —
6 235 30 15 3
fd,sa = fa,sr = fa,ra = 0.03 2 32.5 N/C —
6 25 32 7.5 00
fd,sa = fa,sr = 0.03, fa,ra = 0.001 6 24 31 —
fa.sr = fara = 0.03, fg 54 = 0.001 6 23 30 1 1
fa,sd = fda,ra = 0.03, fg ¢ = 0.001 6 24 31 0.0 0.0
DDF cooperative  fq ¢4 = fa,sr = fa,r¢ = 0.001 R:2,D: 2 24.5 31 — —
system R:6,D: 2 24.5 31 0.0 0.0
R:2,D: 6 24.5 31 0.0 0.0
R:6,D: 6 24.5 31 0.0 0.0
fd,sd = fd,sr = fd,rd =0.01 R:2,D: 2 30 58 — —
R:6,D: 2 29 37 1 21
R:2,D:6 30 38 0 20
R:6,D: 6 29 35.5 1 22.5
fd,sd = fd,sr = fd,rd = 0.03 R:2,D: 2 N/C N/C — —
R:6,D: 2 40 N/C [e'S) 0
R:2,D: 6 41 N/C 0o 0
R:6,D: 6 31.3 41 [e's] 00
fa,sa = fa,sr = 0.03, fg.q =0.001  R,D:6 31 40 — —
fd,sr = fara = 0.03, fg 54 =0.001  R,D:6 29 36 2 4
fa.sd = fdnd = 0.03, fgo =0.001 R,D:6 255 32 55 8

transforming the optimum detection metric to a shortesterproblem, as detailed in Section 12.3.3.2.
Then, it was shown in Section 12.3.3.4 that the resultanttestavector problem may be efficiently

solved by a multi-layer tree search scheme, which is sintdathat proposed in Section 11.3.2.3.
This procedure relies on the channel-noise autocorrelatiatrix triangularization procedure of

Section 12.3.3.3.

Our Monte Carlo simulation results provided in Section 128 demonstrated that the resultant
multi-path MSDSD employed at the BS is capable of comple&iminating the performance loss
encountered by the DAF-aided cooperative system, prowicetda sufficiently high value oW, is
used. For example, observe in Figure 12.18 that, given at®&§R of 10~3, a performance gain of
about10 dB can be attained by the proposed MSDSD employihg.. = 11 for a DQPSK-modulated
two-user cooperative system in a relatively fast-fadingretel associated with a normalized Doppler
frequency 0f0.03. In contrast to the DAF-aided cooperative system, it wasvehio Figure 12.21 of
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418 Chapter 12. Multiple-Symbol Differential Sphere Detetion

Section 12.3.4.2 that, although a significant performangeréovement can also be achieved by the
multi-path MSDSD at the BS in highly time-selective chasrfel the DDF-aided system, the channel-
induced performance loss was not completely eliminatedn evhenN,,;,« = 11 was employed.
This was because the MSDSD employed at the BS simply assungedranteed perfect decoding
at the relay, operating without taking into account that sttmes only noise is presented to the
receive antenna during the relay’s phase Il, i.e. when thay rleeeps silent owing to the failure of
recovering the source’s signal. Furthermore, our invesitig of the proposed MSDSD in the practical
Rayleigh fading scenario, where a different Doppler fregyds assumed for each link, demonstrated
that the channel quality of the direct source—destinatiok tharacterized in terms of its grade of
time selectivity predetermines the achievable perforraasfcthe DAF-aided cooperative system. By
contrast, the source-relay and relay—destination linksammetric and thus they may be interchanged
without affecting the end-to-end performance. By contralsserve in Figure 12.23 that the achievable
performance of the DDF-aided system employing the MSDSDinidated by the source—relay link.
This is not unexpected, since a high-quality, near-statiprource—relay link enhances the performance
of the MSDSD at the BS, making its assumption of a perfectdiegoat the relay more realistic. Finally,
based on the simulation results obtained in this chaptequaatitatively summarize the performance
gains achieved by the MSDSD for the direct-transmissiagetdaon-cooperative system as well as for
both the DAF- and DDF-aided cooperative systems in Tabl@.12.
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Resource Allocation for the
Differentially Modulated
Cooperation-Aided Cellular
Uplink in Fast Rayleigh Fading
Channels

13.1 Introduction?!

13.1.1 Chapter Contributions and Outline

It was observed in Chapter 12 that the differentially motkdauser-cooperative uplink systems
employing either the DAF scheme of Section 12.3.2.1 or th&=BBheme of Section 12.3.2.2 were
capable of achieving cooperative diversity gain while wnwenting the cost and size constraints of
implementing multiple antennas in a pocket device. Addaity, by avoiding the challenging task
of estimating all the(N: x N,) CIRs of multi-antenna-aided systems, the differentiathcaled
cooperative system may exhibit a better performance tisasotierently detected, but non-cooperative,
counterpart, since the CIRs cannot be perfectly estimajedhé terminals. The CIR estimation
becomes even more challenging when the MS travels at avediatiigh speed, resulting in a rapidly
fading environment. On the other hand, although it was show@hapter 12 that a full spatial
diversity can usually be achieved by the differentially miated user-cooperative uplink system,
the achievable end-to-end BER performance may significat@pend on the specific choice of the
cooperative protocol employed and/or on the quality of #iayr channel. Therefore, in the scenario of
differentially modulated cooperative uplink systems, véhmultiple cooperating MSs are roaming in
the area between a specific MS and the BS seen in Figure 13ahpaapriate Cooperative-Protocol
Selection (CPS) as well as a matching Cooperating-UsectsmieCUS) becomes necessary in order
to maintain a desirable end-to-end performance. Motivaiethe above-mentioned observations, the
novel contributions of this chapter are as follows:

This chapter is partially based @®IEEE Wang & Hanzo 2007 [8]

MIMO-OFDM for LTE, Wi-Fi and WIMAX L. Hanzo, J. Akhtman, M. Jiang and L. Wang
(© 2010 John Wiley & Sons, Ltd
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Dsr. |
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Dsrz > . DT‘zd
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@ __ Available g ___ Selected
Cooperative MSs Cooperative MSs

Figure 13.1: Cooperation-aided uplink systems using relay select®tEEE Wang & Hanzo 2007 [8]

Available Cooperative MS Pool

e The achievable end-to-end performance is theoreticallyyard for both the DAF- and DDF-
aided cooperative systems.

e Based on the above-mentioned analytical results, both Gth®nses and Adaptive Power
Control (APC) schemes are proposed for the above two typesopferative system in the interest
of achieving the best possible performance.

e Intensive comparative studies of the most appropriateurescallocation in the context of both
DAF- and DDF-assisted cooperative systems are carried out.

e In order to make the most of the complementarity of the DAFd &DF-aided cooperative
systems, a more flexible resource-optimized adaptive Hybdoperation-aided system is
proposed, yielding a further improved performance.

The remainder of this chapter is organized as follows. Irti8ed 3.2 we first theoretically analyse
the achievable end-to-end performance of both the DAF- @bB-Bssisted cooperative systems. Then,
based on the BER performance analysis of Section 13.2, ititBed3.3.1 and 13.3.2 we will propose
appropriate CUS schemes for both the above-mentioned tpestgf cooperative systems, along with
an optimized power control arrangement. Additionally, ider to improve further the achievable end-
to-end performance of the cooperation-aided UL of Figurdl Ed to create a flexible cooperative
mechanism, in Section 13.4 we will also investigate the CRRBeoUL in conjunction with the CUS as
well as the power control, leading to a resource-optimiztabéve cooperation-aided system. Finally,
our concluding remarks will be provided in Section 13.5.

13.1.2 System Model

To be consistent with the system model employed in Chapteth#Z/-user TDMA UL is considered
for the sake of simplicity. Again, due to the symmetry of ahalrallocation among users, as indicated
in Figure 12.9, we focus our attention on the informatiomsraission of a specific source MS seen in
Figure 13.1, which potentially employd,- out of theP..,a = (U — 1) available relay stations in order
to achieve cooperation-aided diversity by forming a VAAtNgut loss of generality, we simply assume
the employment of a single antenna for each terminal. Foplsimnalytical tractability, we assume that
the sum of the distancds,,, between the source MS and thih RS, and that between tlhh RS and
the destination BS, which is representedDy, 4, is equal to the distanc®,, between the source MS
and the BS. Equivalently, as indicated by Figure 13.1, wehav

Do, +Dypya =Dy, u=12...,U—1. (13.1)

Marked Proof Ref: 49531e May 5, 2011
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Furthermore, by considering a path-loss exponent [§08], the average poweff,j at the output of
the channel can be computed according to the internodendisia; ; as follows:

ol;=C-D;}, i,j€{s,rud} (13.2)
where(' is a constant which can be normalized to unity without losgesferality and the subscripts
r,, andd represent the source, théh relay and the destination, respectively. Thus, EqudfiBr2) can
be expressed as

ol;=D;), i,j€{s,ru,d}. (13.3)

Additionally, under the assumption of having a total traitspower of P and assuming thad/,
cooperating MSs are activated out of a totalf,,«, we can express the associated power constraint as

M,

P=P,+> P, (13.4)
m=1

wherePs and P, (m = 1,2,..., M,) are the transmit power employed by the source MS and the
mth RS, respectively.

13.2 Performance Analysis of the Cooperation-Aided UL

In this section, we commence analysing the error probgitpktrformance of both the DAF-aided and
DDF-aided systems, where the MSDSD devised in Chapter 1thdoyed in order to combat the
effects of fast fadings caused by the relative mobility of 1Ss and BS in the cell. Recall from
Chapter 12 that the Doppler-frequency-induced error floopantered by the CDD (or equivalently by
the MSDSD usingV.i»a = 2) is expected to be significantly eliminated by jointly deteg N,inq > 2
consecutive received symbols with the aid of the MSDSD, igexy that N.,;,q is sufficiently high.
Therefore, under the assumption that the associated peafme degradation can be mitigated by the
MSDSD in both the DAF-aided and DDF-aided cooperative systét is reasonable to expect that the
BER performance exhibited by the cooperation-assistet@isyemploying the MSDSD in a relatively
rapidly fading environment can be closely approximatedhat aichieved by the CDD in slow-fading
channels. Hence, in the ensuing two sections our perforenamalysis is carried out without considering
the detrimental effects imposed by the mobility of the MSa¢ce these effects are expected to be
mitigated by employment of the MSDSD of Section 12.3. Consetjy, our task may be interpreted as
the performance analysis of a CDD-assisted differentiaibdulated cooperative system operating in
slow-fading channels.

13.2.1 Theoretical Analysis of Differential Amplify-and+orward
Systems
13.2.1.1 Performance Analysis

First of all, without loss of accuracy, we drop the time inekeand rewrite the signal of Equation (12.35)
received at thenth cooperating MS and that of Equation (12.39) fromtiih RS at the BS as follows:

Ysrm = V Ps8sNsr,, + Wsrp, (13.5)
Yrmd = fAM ., Yoo Brpd + Wryd, (13.6)

where the amplification factofa s, employed by thenth relay node can be specified as [606]

P,
=y 13.7
fam.,, =/ Poo?. TNy’ (13.7)
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422 Chapter 13. Resource Allocation in Fast Rayleigh FadinGhannels

with Ny being the variance of the AWGN imposed at all cooperating Swell as at the BS. Then,
we can further reformat Equation (13.6) with the aid of Equra{13.5) in order to express the signal
received at the destination BS from the RS as

Yrmad = fart,,, Prya(V Pshsr,, s + Wsr,, ) + Wrpa (13.8)
= fam,,, V Pshryahsry, ss + fam,,, brydWsr,, + Wrpa. (13.9)

Hence, we can calculate the received SNR per symbol at theoBgoth the direct and the relaying
links, respectively, as

s Ps|hsd |2
ol = ——— 13.10
Vsd NO ) ( )
s PsPr |h5r |2|hﬂr, cll2
- — m m m A 13.11
Tt T No(PuR,, + Prlho gl + No) (310

Furthermore, MRC is assumed to be employed at the BS pribet€DD scheme for the system using
the DAF arrangement characterized in Equation (12.40) ofi@®12.3.2.1, which is rewritten here for
convenience:

M,

y = ao(ysaln — 1) ysa[n] + Y am(Yrpaln + mLy — 1)) yr,aln + mLy], (13.12)
m=1
whereL is the length of the transmission packet, while the coefitsie, anda,, (m = 1,2, ..., M,)
are given by
ap = L (13.13)
0 — N07 .

P02 + Ny
A = - mn . 13.14
No(B-02,,, + Pro[firmal® + No) (13.14)

According to the basic property of the MRC scheme, the SNReaMRC's output can be expressed as

M,

V=Yt Y Vo (13.15)

m=1
Equivalently, we can express the SNR per bit at the outptie@MRC as

M, s
b Ysd Vrmd
7= log, M. + mzzl log, M.

M,

=Yeit D Vo> (13.16)
m=1

whereM. is the constellation size of a specific modulation scheme.

On the other hand, the end-to-end BER expression condition¢he SNR per bit at the combiner’s
output, namelyy® of Equation (13.16), for the DAF-aided system activatiiy RSs for a specific
source MS can be expressed as [609]

A 1 T —a(0)~?
Py (a:b, Mr) = somy— | fla,b My +1,0)e @ qo, (13.17)
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where [609]

Flasb 10 = a3 (3 ) 167 = ot =i+ 7/2)

— (B = 3" cos(I(¢ + 7/2))], (13.18)
a(0) = b2(1+2ﬁ;in€+ﬁ2) (13.19)

and
B =a/b. (13.20)

In Equation (13.17) the parametaisand b are the modulation-dependent factors defined in [475].
Specifically,a = 1072 andb = +/2 for DBPSK modulation, whiles = +/2—+/2 andb =
V2 4+ /2 for DQPSK modulation using Gray coding. Additionally, therameter3, which is defined
as Equation (13.20), can be calculated according to thefgpewmdulation scheme employed [475].
Moreover, the parametdr of Equation (13.18) denotes the number of diversity patlos.example,
when M,. cooperating MSs are activated, we hdve= M, + 1, assuming that the BS combines the
signals received from all th&/,, RSs as well as that from the direct link.

On the other hand, since a non-dispersive Rayleigh fadiagredl is considered here, the PDF of
the channel’s fading amplitudecan be expressed as [608]

2r 2
2 —rt/Q <r<
{Qe » Osrsoo (13.21)

0, r <0,

whereQ) = 72 represents the mean square value of the fading amplitudece{i¢he PDF of the
instantaneous received SNR per bit at the output of the Rfwykading channel is given by the so-

calledT distribution [608]
;e’"’/”_b, v>0
pp(7) =497 (13.22)

0, v<0

where~?® denotes the average received SNR per bit, which can be egores

— Py -Q
b 2t £ 13.23
K No (13.23)
Pt symbol * Q
= Alullil. < 13.24
No - log, M. ( )

with P 5;: and Py symeor representing the transmit power per bit and per symbol ectagely.

Now, the unconditional end-to-end BER of the DAF-aided @rafive system can be calculated by
averaging the conditional BER expression of Equation (2)3dler the entire range of received SNR
per bit values by weighting it according to its probabilitiyazcurrence represented with the aid of its
PDF in Equation (13.22) as follows [609, 610]:

“+oo
PESE b, 00) = [ PRALL pe () dy (13.25)
1 " T a0y
= m f(a,b, Mr + 179) € p,yb(’}/) d"}/ do (1326)
1 sy
= SO0, / fla,b, My, +1,0) M., (0) df, (23.27)
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424 Chapter 13. Resource Allocation in Fast Rayleigh FadinGhannels

where the joint Moment Generating Function (MGF) [610] o tteceived SNR per bit® given by
Equation (13.16) is defined as

Mo (6) = / e () dy (13.28)

+oo
/ / —a(G)(%d-&-Z,” 1 YTm d) (’st)

(M,+1)-fold

M,
X H Pyt () dysa dyrga - Ay, (13.29)
M,
=M (0) [T M (0, (13.30)

with My (0) and M_» d(a) representing the MGF of the received SNR perAif of the direct

link and that of the received SNR per b)ifmd of the mth relay link. Specifically, with the aid of
Equation (13.22) we have [606, 610]

1
13.31
M fd( )= 1+ ksa(0)’ ( )
_ 1 Esrp, (9) PsasQrTm +No 1
Moy [(0) = 1+ ker,, (0) (1 1%k, (0) P a?,”dz”” & (332
where
2
No
P.o?
ur, (0) & 2O T (13.34)
No
and
o) & oo —(u/og q)
7 () 2 du, 13.35
() /O ut R @™ (13.35)
with 2
Pso, N

Pro (L + kar,, (0)]
According to Equations (3.352.2) and (8.212.1) of [611]u&iipn (13.35) can be further extended as

Ry (8)/07 4 _
Zr (0) = —ftrn O/ <C +In M +/ - t ! dt)7 (13.37)
0

rm d

where¢ £ 0.57721566490... denotes the Euler constant. In order to circumvent the iatem,
Equation (13.37) can be expressed with aid of the Tayloesers

Zy (0) = —eT (/7 (<+ln +Z o Ol ) (13.38)
de
N,
N n _er 0 2 n
~ —eRrm 0/5%, 4 (C-i- Iy Brm (9) n Z ( X )/:7 md) )7 (13.39)
armd o n-nl
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where the paramete¥,, is introduced to control the accuracy of Equation (13.3¥c& the Taylor
series in Equation (13.38) converges quickly, the intégnain Equation (13.37) can be approximated
by the sum of the firsfV,, elements in Equation 13.39. Consequently, the average BEfRedDAF-
aided cooperative system where the desired source MS ogligg. cooperating MSs activated in order
to form a VAA can be expressed as

M,

DAF T f(a,b, M, +1,0) 1
Pgsir (a,b, M) = 2(Mp+1) 1+ kua(0) 1_:[1 1+ ko, (0)
Kar (e)zr (0) Poo?. + No
1 m M m . 1 .4
. ( B U e K (13.40)

Using the same technique as in [606], the BER expression a&tian (13.40) can be upper-
bounded by bounding’.,, (6) of Equation (13.35), to simplify the exact BER expressiorEgiia-
tion (13.40). Specifically,R.,, () of Equation (13.36) reaches its minimum value whef#) of
Equation (13.19) is maximized &t = 7 /2, which in turn maximizesZ,.,, () of Equation (13.35).
Thus, the error probability of Equation (13.40) may be ugpaunded as

™ f(a,b, M, +1,0) 1% 1
22(Mr+ Vg [ 1+ ksa(0) 1_:[1 1+ ker,, (0)

k‘s’r‘ (G)Zr max Pso'?'r + NO
1 m ™ m de 13.41
* ( M 1+ ks7‘m,(9) P 02 / ( )

m Y rmd

ng}g(av b7 M’") ,S\i

where
; T man R m T )
Zr maz 2 76R'V'"L,'rmn/a'a,,"d (C +In R . + % (=Rrp,min /o7 )" )7 (13.42)
o -~ n-n!
in which )
Pso; N,
er,min é g Vi + 0 (1343)

v |1+ Psod., b2(1+ 3)2/2No]’

Similarly, the average BER of Equatlon (13.40) can be lob@rnded by minimizingZ,.,, (0) of
Equation (13.35) a# = — /2. Specifically, from Equation (13.40) we arrive at the erroshability
expression of

™ f(a,b, M, +1,0) ﬁ 1
22(Mr+ D) [ 1+ ksa(0) 2 1+ ke, (0)

ST Tom , AN, PS ?r N
« <1+’€ (s min Pe + O)de, (13.44)

ng}g(av b7 M’") i

1+ ksr,, (0) P, o2

™m Y rmd

where
Np, 2 n
J—— R, (= Rryn maz /07, a)
Zppnymin = —€ ™ /G”"d(c +In = Y ; (13.45)
rmd n=1 n-n
in which )
A P Osrm + NO

(13.46)

er ,mar —

14 P.o2., b*(1—B)2/2No]
For further simplifying the BER expressions of Equation8.41) and (13.44), we can neglect
all the additive terms of1” in the denominators of both of the above-mentioned BER esgibns

by considering the relatively high-SNR region. Consedyeiafter some further manipulations, the

7‘m
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Table 13.1:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DAF

Number of relay nodes M,

Number of subcarriers D =1024

Modulation DPSK

Packet length Ly=128

Normalized Doppler frequency f; = 0.008

Path-loss exponent Typical urban areas= 3 [608]
Channel model Typical urban, refer to Table 12.1
Relay location Dsy,, = Dgsg/2,m=1,2,..., M,
Power control P;=P., =P/(My+1),m=1,2,..., M,

Noise variance at MS and BS Ny

approximated high-SNR BER upper bound and its lower-bouodnterpart respectively can be
expressed as follows:

F(a,b, M, + 1)NM+Y 25 P 62 4 Poo? Zo imas

DAF < Tm,
PBER Hgh= Sm(a b M: ) ~ Pso'?d m=1 PP UST77LUT%7nd (13.47)
M, 2
DAF F(a7 b7 M7‘ + 1)NA/IT+1 P7 m U'r,n d + Pso-s'r‘m ZT‘m,min,
PBER ,high— enr(a b M ) % Pso-gd 0 11 P Prm o-srmagmd s (1348)
where i b L.6)
a
F(a,b,L) 22L7r/ 0 de. (13.49)
ThenR,.,, ,min Of EQuation (13.43) an®;.,,, ,maz Of Equatlon (13.46) can be approximated as
2Ny
er,mm ~ T5/1 1 NoD (1350)
v (1+B)2Pr,’
2No
PmaMaz ~> T571 Ao s 13.51
R ms b2(1 u 6)2P7‘m, ( 3 5 )

respectively. Importantly, both the BER upper and lowentzisuof Equations (13.47) and (13.48) imply
that a DAF-aided cooperative system havily selected cooperating users is capable of achieving a
diversity order ofL. = (M, + 1), as indicated by the exponehtof the noise variancé.

13.2.1.2 Simulation Results and Discussion

Let us now consider a DAF-aided cooperative cellular upbgktem usingM/, relaying MSs in an
urban area having a path-loss exponent ef 3. Without loss of generality, all the activated relaying
MSs are assumed to be located about half-way between theesh® and the BS, while the total power
used for transmitting a single modulated symbol is equdibred among the source MS and thie
RSs. To be more specific, we haig,,, = Dsa/2, Ps = Py,, = P/(M, +1),m =1,2,..., M,.
Moreover, the normalized Doppler frequency is sefio= 0.01 under the assumption that multiple
MSs are randomly moving around in the same cell. The systeanpsers considered in this section
are summarized in Table 13.1.

The theoretical BER curves of Equation (13.40) versus thR 8#¢eived for slow-fading channels
are depicted in Figure 13.2 in comparison with the resultaiobd by our Monte Carlo simulations,
where the MSDSD of Section 12.3 using,..« = 8 is employed at the BS to eliminate the performance
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o Simulated DBPSK (f =0.01,N . =8)
% Simulated DQPSK (f =0.01, N . =8)

107 EN ~ — — Theoretical BER

BER

Figure 13.2: BER performance versus SNR for DAF-aided cooperative legllsystems, where there
are M, activated cooperating MSs, each having fixed transmit pandrlocation. The MSDSD using
Nyind = 8is employed at the BS. All other system parameters are suizedan Table 13.1.

loss imposed by the relative mobility of the cooperating M&sich is again modelled by a normalized
Doppler frequency offy = 0.01. As suggested previously in Section 13.2.1.1, the Tayldesen
Equation (13.38) converges rapidly and hence we emplpy = 5 in Equation (13.39) to reduce
the computational complexity, while maintaining the regdi accuracy. Observe in Figure 13.2 that
all theoretical BER curves, corresponding to different bens of activated cooperating MSs and to
DBPSK and DQPSK modulation schemes, match well with the BERes obtained by our Monte
Carlo simulations. Therefore, with the aid of the MSDSD o€t&m 12.3 employed at the BS, a full
diversity order ofL. = (M, +1) can be achieved by the DAF-aided cooperative system inlgafaiding
channels, where the achievable BER performance can beagéelyupredicted using Equation (13.40).

Additionally, the BER upper and lower bounds of Equation8.41) and (13.44) derived for
both DBPSK- and DQPSK-modulated DAF-aided cooperativeéesys are plotted in Figures 13.3(a)
and 13.3(b), respectively, versus the theoretical BERewfvEquation (13.40). Both the lower and
upper bounds are tight in comparison with the exact BER cafquation (13.40) when the DBPSK
modulation scheme is used, as observed in Figure 13.3(ah®ather hand, a relatively loose upper
bound is obtained by invoking Equation (13.41) for the DQR8&#&dulated system, while the lower
bound associated with Equation (13.44) still remains vaglgtt Therefore, it is sufficiently accurate
to approximate the BER performance of the DAF-aided codjyeraystem using the lower bound of
Equation (13.44).

Furthermore, in order to simplify the lower-bound expreasdf Equation (13.41), the integration
term of Equation (13.37) is omitted completely, assumirgg the haveN,, = 0 in Equation (13.45).
The corresponding BER curves are depicted in Figure 13.dusethose obtained whes, = 5. It
can be seen that the lower bound obtained after discardmigtigration term in Equation (13.37) still
remains accurate and tight in the relatively high-SNR neghore specifically, the resultant BER lower
bound remains tight over a wide span of SNRs and only beconaesurate when the SNR &f/ Ny
dips below5 dB and10 dB for the DBPSK- and DQPSK-modulated cooperative systeespectively.
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10° 10°
—— Upper Bound —— Upper Bound
—o&— Lower Bound —o— Lower Bound
— — — EXACT BER — — - EXACT BER
107} E 107 E
~ ~ Direct Transmission ~ > E)irect Transmission
102 < E 107°¢ ~ E
o o
w w
m m
10°} N E 10°} o
107} E 107 i
M =2
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
P/N0 (dB) P/Ng (dB)
(a) DBPSK (b) DQPSK

Figure 13.3: BER lower and upper bounds versus SNR for DAF-aided coadperatllular systems
where there aré\/, activated cooperating MSs, each having fixed transmit pamer location. All
other system parameters are summarized in Table 13.1.

——N=0
- - —N=5

[an o
L L
m | m
! 10°F ]
: f<—Inaccuratex»
|
| 0 M= |
|
|
|
! L it L . L
0 5 1 15 20 25 30 35 0 5 10 15 20 25 30 35
P/N0 (dB) P/Ng (dB)
(a) DBPSK (b) DQPSK

Figure 13.4: Impact of N,, of Equation (13.45) on the BER lower bounds versus SNR for #fed
cooperative cellular systems, where there/aheactivated cooperating MSs, each having fixed transmit
power and location. All other system parameters are surzethin Table 13.1.

When the SNR is sufficiently high and hence employment of iiga-BNR-based lower bound
of Equation (13.48) can be justified, its validity is verifibgt the BER curves of Figures 13.5(a)
and 13.5(b) for the DBPSK- and DQPSK-modulated systemperdively. Specifically, the simplified
high-SNR-based BER lower bound of Equation (13.48) hawhg= 0 in Equation (13.45) is capable
of accurately predicting the BER performance achieved bybiAF-aided cooperative cellular uplink,
provided that the transmitted SNR expressed in tern#&/d¥, is in excess ot 5 dB for both the DBPSK
and DQPSK modulation schemes considered.
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0 0
10 =1 10 ) o
High-SNR Lower—Bound ' High—SNR Lower—Bound i
Approximation —e— M,= < Approximation N Mr=2
IEA N ——M=3 w'f S ——M;
¢ Accurate ¢ Accurate
102 High—SNR Range ’, 10 . High—SNR Range
. EXACT BER | . EXACT BER "
@ DBPSK @
16 10 DQPSK
Inaccurate Inaccurate
10 SNR Range 10 SNR Range
0 5 10 15 20 25 30 35 0 5 10 15 20 25 30 35
PN, (dB) PN, (dB)
(a) DBPSK (b) DQPSK

Figure 13.5: High-SNR-based BER lower bounds versus SNR for DAF-aideapermtive cellular
systems, where there ard,. activated cooperating MSs, each having transmit power acdtibn.
All other system parameters are summarized in Table 13.1.

13.2.2 Theoretical Analysis of DDF Systems
13.2.2.1 Performance Analysis

In the following discourse, the analytical BER performaagpressions will be derived for a DDF-aided
cooperative cellular system in order to facilitate our tgse allocation to be outlined in Section 13.3.2.
In contrast to its DAF-aided counterpart of Section 13.2hE M, cooperating MSs selected will
make sure that the information contained in the frame or gtaokceived from the source MS can
be correctly recovered by differentially decoding the rese signal with the aid of CRC checking,
prior to forwarding it to the BS. In other words, some of thg cooperating MSs selected may not
participate during the relaying phase, to avoid potentiedrepropagation due to the imperfect signal
recovery. By simply assuming that the packet length is geffity high with respect to the channel’s
coherent time, the worst-case Packet Loss Ratio (PLR) at:ithecooperating MS can be expressed as

PpLRy upper = 1 — (1 = Psgr,, )™, (13.52)

for a given packet lengtli s, where Pser,, represents the symbol error rate at théh cooperating
MS, which can be calculated as [612]

M. —1 | |pm|tan(m/M.) {1 (‘f(pm)) }

Psgr,, = + — arctan | >—% | — 1], (13.53)

M. Epm) |7 o]

wherep,, and the functiorf (), respectively, can be written as follows:

PsUfr /NO

B = A 13.54
on = T4 (Puot,,, /No) (1359
&(@) = \/1 — Jaf? + tan2(m/M.). (13.55)

Then, based on th€pr,, uper €XPression of Equation (13.52), the average end-to-end BifRr
bound of a DDF-aided cooperative system can be obtainedicipin the context of a system where
only M, = 1 cooperating user is selected to participate in relayingitpeal from the source MS to the
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BS, the average end-to-end BER upper boﬁﬁ’g’uww is obtained by the summation of the average
BERs of two scenarios as

ng{umw = (1 - PPLRLUPPET)PEEI‘R + PPLRL“PP*‘—'TPE)E%R7 (13.56)
where®; is defined as the first scenario when the cooperating MS griecovers the information
received from the source MS and thus transmits the diffexéntremodulated signal to the BS. By
contrast,®, is defined as the second scenario, when the cooperating M3dalecode correctly the
signal received from the source MS and hence remains silgirtglthe relaying phase. Therefore, the
scenarioshb; and®, can be simply represented as follows, depending on whetlearansmit power
P,1 of the cooperating MS is zero or not during the relaying phaseis, we can represedt; and
o5 as

o, 2 {P, #0}, (13.57)
Oy 2 {P,, =0}, (13.58)

respectively. Recall our BER analysis carried out for theFBsided system in Section 13.2.1.1, where
the end-to-end BER expression of a cooperative system tiomeil on the received SNR per hit can
be written as

™

Prgryp(a,b, L) = f(a,b, L,0)e™" d), (13.59)

22L g
wheref(a, b, L, 0) given by Equation (13.18) is a function of the number of mplth component&
and is independent of the received SNR penBitThe parameters andb are modulation dependent, as
defined in [475]. Consequently, the unconditional endndBER,Pg’gR, corresponding to the scenario
d; can be expressed as

PEER = / PBE‘R\'yg_ "Pyp () dv, (13.60)

wherep7 (v) represents the PDF of the received SNR per bit after diyecsinbining at the BS in

the scenan@z of Equations (13.57) and (13.58).

On the other hand, since the MRC scheme is employed at the &8rtbine the signals potentially
forwarded by multiple cooperating MSs and the signal tratisthfrom the source MS as characterized
by Equation (12.44) using the combining weights of Equafibh45), the received SNR per bit after
MRC combining is simply the sum of that of each combined patiich is expressed as

Vo, = Yed + Vryd> (13.61)
Yoy = Yea- (13.62)
Therefore, the unconditional BER of the scenabipocan be computed as
1 7" SR
PhL = o /_ﬂ fla,b, L = 2,49)/_oo e (e)ﬁl‘f’lpﬂ/gl(’y) dy db (13.63)
1 ™
= 525, [ fla,b, L = 2,6?)/\/1%%1 (0) a6, (13.64)
where the joint MGF of the received SNR per bit recorded aBBdor the scenari@®; is expressed as
My @)= [ g, ()ay (13.65)
/ / 704(9 'st+7r1d)p b (7>d) (’led) d7>d d'yrld (1366)
=M b M. » d(&) (13.67)
Try
2
No (13.68)

= (No + a(0)P.o2,)(No + a(0) Pr, 02 )
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with Pap, (vs4) andp._p d('yrld), respectively, denoting the PDF of the received SNR perdritlie

direct link and for thelRD relay link. Both of these expressiavere given by Equation (13.22). In
parallel, the unconditional BER corresponding to the sdenB, can be obtained as

1 i <
Ppip = m/ fla,b, L = 179)/ e (9)7‘%21073)2 () dy db (13.69)
1 s
=g ) fla,b, L = 1,9)/\/173)2 (0) do, (13.70)

where the MGF of the received SNR per bit recorded at the B #scenariab, is written as

M, (0) = / T e @by, ()dy (13.72)
Vo, oo Vo, '
o0 b
:/ e—a(e)w.;dpﬁ/gd(%d)d%d (13.72)
No

= N TaEaT (13.73)

Similarly, the BER upper bound can also be attained for caipe systems relying o/, > 1
cooperating users. For example, whiela = 2, the average end-to-end BER upper bomﬁf]{upper
becomes the sum of the average BERs of four scenarios eggrass

DDF o D Dy
PBER,upper - (1 - PPLRl,uppe7‘)(1 - PPLRg,upper)PBER + PPLRl,upper(l = PPLRg,upper)PBER

&3 Py
+ (1 - PPLR1,uppeT)PPLRQ,uppeTPBER + PPLR1,uppeTPPLRQ,upperPBER7 (1374)

where the four scenarios are defined as follows:

&, = {Py, #0,P,, #0}, (13.75)
&y = {P,, =0,P,, #0}, (13.76)
®3 = {Py, #0, Py, =0}, (13.77)
&, = {P,, =0, P, =0} (13.78)

13.2.2.2 Simulation Results and Discussion

Under the assumption of a relatively rapidly Rayleigh fadehannel associated with a normalized
Doppler frequency off; = 0.008 and a packet length df; = 16 DQPSK-modulated symbols, the
BER curves corresponding to DDF-aided cooperative systeiths)M,. = 1 and M, = 2 cooperating
MSs are plotted in comparison with the worst-case the@eBERSs of Equations (13.56) and (13.74)
in Figure 13.6(a). Since the worst-case BER expressionatein Section 13.2.2.1 for the DDF-aided
system does not take into account the negative impact ofithe-gelective channel, the resultant
asymptotic line may not be capable of accurately approximgdhe true achievable BER performance
of a DDF-aided system employing the CDD in the context of adiggading environment. However,
with the aid of the MSDSD of Section 12.3 usif§.,..« > 2, the performance loss induced by
the relative mobility of the cooperating terminals and th® &n be significantly eliminated. Thus,
as revealed by Figure 13.6(a), the worst-case BER bounelglasiptures the dependency of the
system’s BER on th&/Nj ratio. On the other hand, the BER curves of DDF-aided codpersystems
employing the MSDSD using different packet lengihs are plotted together with the corresponding
worst-case theoretical BER bound in Figure 13.6(b). Lilemwithe theoretical BER bound based on
Equation (13.56) closely captures the dependency of the 84%Bided system’s BER on the packet
length Ly employed in the scenario of a rapidly fading channel assetti&ith a normalized Doppler
frequency off; = 0.008.
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107 - - 107"
o Simulation: N, =2 N — — — Theoretic Asymptotic Line
__ 4 Simulation: Ning=11 —*— Simulation
— — — Theoretical Asymptotic Line
10 =16 |
o -3
w 10
)

25 30 10 15 25 30

20 20
PIN, (dB) PIN, (dB)

(a) Different numbers of cooperating M3¢,. (b) Different frame lengthd. ¢

Figure 13.6: BER performance versus SNR for DDF-aided cooperative leelkystems, where there
are M, activated cooperating MSs, each having fixed transmit pandrlocation. The MSDSD using
Nying = 11 is employed at the BS. All other system parameters are suinedan Table 13.2.

Table 13.2: Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DDF

Number of relay nodes M,

Number of subcarriers D = 1024

Modulation DQPSK

Packet length Ly

CRC CCITT-4

Normalized Doppler freq. fa = 0.008

Path-loss exponent Typical urban area= 3 [608]
Channel model Typical urban, refer to Table 12.1
Relay location Dsy,, = Dsg/2,m=1,2,..., M,
Power control P;=P., =P/(My+1),m=1,2,..., M,

Noise variance at MS and BS Ny

13.3 CUS for the Uplink

User-cooperation-aided cellular systems are capablehidng substantial diversity gains by forming

VAAs constituted by the concerted action of distributed Helnsers, while eliminating the space
and cost limitations of the shirt-pocket-sized mobile ptmnHence, the cost of implementing user
cooperation in cellular systems is significantly reducedces there is no need specifically to set
up additional RSs. On the other hand, it is challenging tdizeauser cooperation in a typical

coherently detected cellular system, sin@é: x N,) CIRs have to be estimated. For eliminating
the implementationally complex channel estimation, irtipalar at the RSs, it is desirable to employ
differentially detected modulation schemes in conjunctiagth the MSDSD scheme of Section 12.3.
Furthermore, even if the Doppler-frequency-induced déafians are eliminated by employing the
MSDSD, another major problem is how to choose the requiradbeu of cooperating users from
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the pool of P..,q available candidates, which may significantly affect thd-emend performance of
the cooperative system. These effects have been obsereen previous simulation results shown in
Figure 12.14 in Section 12.3.2.3, where we indicated tfatthality of the source-relay link quantified
in terms of the SNR, which is dominated by the specific locatid the cooperating users, plays a
vital role in determining the achievable end-to-end perfance of a cooperative system. Moreover, the
employment of Adaptive Power Control (APC) among the coatdeg users is also important in order
to maximize the achievable transmission efficiency. Hemeewill commence our discourse on the
above-mentioned two schemes, namely the CUS and the AP@sshin the context of the cooperative
uplink, which will be based on the end-to-end performanayasis carried out in Section 13.2. More
specifically, we will propose a CUS scheme combined with ABGHe DAF-aided cooperative system
employing the MSDSD of Section 12.3 and its DDF-aided caymate in Sections 13.3.1 and 13.3.2,
respectively.

13.3.1 CUS Scheme for DAF Systems with APC
13.3.1.1 APC for DAF-Aided Systems [610]

As discussed in Section 13.1.2, for the sake of simplicity amalytical tractability, we assume that the
source MS is sufficiently far away from the BS and the avadalgloperating MSs can be considered to
be moving along the direct Line-Of-Sight (LOS) path betwtream, as specified by Equation (13.1) of
Section 13.1.2. Explicitly, Equation (13.1) can be rewritby normalizingDs, to 1, as follows:

DS'I‘U + Drud - Dsd = 17 U = 17 27 cee 7Pcand7 (1379)

where P.q,q is the RS pool size. This simplified model is readily geneglito a more realistic

geography by taking into account the angle between thetdin&cand the relaying links. Furthermore,
given a path-loss exponent of the average powedrﬁj of the channel fading coefficient can be
computed according to Equation (13.3), which is repeated tog convenience:

or;=D;}, i,j€{s,rud}. (13.80)
Then, by defining
A DS'I‘
m — u, 13.81
d Doy (13.81)

we can represent>, ando? , respectively as

0%y =00 dyy = dpy, (13.82)
ora =0 (1—dm)’ =1 —dn)". (13.83)

It was found in Section 13.2.1.2 that the simpler high-SNRdal BER lower-bound expression of
Equation (13.48) associated wifli, = 0 in Equation (13.45) is tight over a wide range of SNRs of
interest, e.g. for SNRs in excess1dfdB for both the uncoded DBPSK- and DQPSK-modulated DAF-
aided cooperative systems, as observed in Figure 13.5eftier a power control scheme taking into
account the location of the selected cooperating mobilesusan be formulated, in order to minimize
the BER of Equation (13.48) under the total transmit powast@int of Equation (13.4), i.e. when we

Marked Proof Ref: 49531e May 5, 2011



01

02

03

04

05

06

07

08

09

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

434 Chapter 13. Resource Allocation in Fast Rayleigh FadinGhannels

2 Thus, we arrive at

Tm

haveP = P, + Y2 P,

[Po {Pr b2 | {dim bz

E MT 1 NJ\/I7'+1 i P T p ?7‘ ZT min
= argmin { (a7b7 r +2 ) 0 0' md + Pso 7; - } (1384)
PS ’{PTm }—ffyzl PSan m=1 P P’rm Jsr,,L O-de
Mr+1 M- P _ v = 5 _
—  argmin {F(a,b, M, +21)N0 H o2a(1 - 2 + Pyo2,db, Zrm,mm}
Py, {P'm. mI7 1 PsUSd m=1 P P >ddv (1 - d )v
(13.85)
1 5 B, (1= dn)’ + PdlZ
= argmin Tm T T M) s G L1 ,min }7 13.86
Ps,{Png},”,f;l{P e H Frp, (13.66)
which is subjected to the power constraintdf= P,+Y M P, andP,,, >0(m=1,2,...,M,).

The variableZ,.,, mi» in Equation (13.86) is defined as

Zro min 2 —efem (¢ 4 InR.,,), (13.87)

where we have
R, & 7(ff‘;lm“§v (13.88)
2No (13.89)

~ (T=dw)P?(1 = B)*Pcin

In order to find the solution of the minimization problem farated in Equation (13.86) with the

aid of the Lagrangian method, we first define the functfdi®s, c..) by taking the logarithm of the
right hand side of Equation (13.86) as

M,

1 Cm 1-— dm v + dvarm,mm
f(Ps,cm) 2 ln(PM — H ( )Cm ) (13.90)
M, ~
—(M, +1)InP, — Z Incp + Z In(cm(l —dm)® — d%Zr, min),  (13.91)
where
P,
a Lrm
em & = (13.92)

Furthermore, we define the functigy(Ps,c) based on the transmit power constraint of Equa-
tion (13.4) as follows:

g(Psem) &1 - g, (13.93)
where
c2Le,...,ean ], (13.94)

2In this context we note that here we effectively assume theept power control is used when a specific mobile is tratiBmi
its own data as well when it is acting as an RS. Naturally, #soeiated transmit power may be rather different in thesentades.
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andl represents afM/, x 1)-element column vector containing all ones. Then, the Lragjean function
A can be defined as

A(P97 CWL7 )\) é f(PS7 Cm,) + )\Q(P97 Cm,) (1395)

M, M,

_(Mr + 1) In Py — Z Incem + Z ln(cm(l - dm)v - dfanm,mm)
m=1 m=1

T P
+>\(c 1-3 ) (13.96)

E]

where) is the Lagrangian multiplier. Hence, the first-order coiodi for the optimum solution can be
found by setting the partial derivatives of Equation (13.\Qﬁh respect to bottP, andc,, to zero:

M,

ON(Py, Cm, A M, +1 2 (Re,, (C+In Rep) + 1
( y Cmy )_ + 2+Z [ ( ) ]
P

aP, - P, ) —dyefem (C+In ko) 0, (13.97)
v g RL,,L i Rem
OAPoemN) _y L (1 —dm)” + dn, [ (¢ nfe) + o] —0, (13.98)
Ocm Cm em(l —dm)v — dynean (C+InRe,)
8A(Psa,;m, A _ oT1_ P% —o. (13.99)
Consequently, by combining Equations (13.97) and (13&8)r a few further manipulations we obtain
R (10 Ropy )+ €0
(M + DP, 1 (1= dn)" + & [t e ot e
TP o em(1 = dm)? — diefem (C+In Re,,)

2Ngdy, efte 5 1
1 & T (<+lchm + Rm)
P 2= cmlem(1 = dm)® — dg,efem (C+In Re,,)]

=0. (13.100)

Therefore, the optimum power control can be obtained by rimdhe specific values aof,,, (m =
1,2,...,M,) that satisfy both Equation (13.99) and (13.100), which ive® anL = (M, + 1)-
dimensional search as specified in the summation of Equéti®i00) containing the power control
of each of theM,. cooperating users. Hence, a potentially excessive comiguodhcomplexity may be
imposed by the search for the optimum power control solufforreduce the search space significantly,
the summation in the last term of Equation (13.100) may beveah, leading to

2Ng ¢ Rem (CHIn Repy )+ 551 etem
(M, +DP 1 (1= dm)” + g [b? 1=5%)(1—dm)" P52, ]
P Cm (1 = dm)? — ds,efem (¢ +1n Re.,,)
2NgdY, efem = 1
1 »2Q Oﬂ)2(1 dm)? (C"HDR“”+ R )

- em/ =, (13.101)
P eplem(1 - dm)® — dyyeRen (C + In Re,, )]

so that the resultant Equation (13.101) depends only on gheiftc ¢, value of interest. In other
words, the original M, + 1)-dimensional search is reduced to a single-dimensionatisegesulting

in a substantially reduced power control complexity, wiiile resultant power control is close to that
corresponding to Equation (13.100).

13.3.1.2 CUS Scheme for DAF-Aided Systems

Since the quality of the relay-related channels, namelgthece—relay and the relay—destination links,
dominates the achievable end-to-end performance of a Ddédaooperative system, the appropriate
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choice of cooperating users from the candidate pool of M8ming between the source MS and the
BS as depicted in Figure 13.1 appears to be important in theasio of cellular systems. In parallel
with the APC scheme designed for the DAF-aided cooperagistem discussed in Section 13.3.1.1, the
CUS scheme is devised based on the minimization problem wétitm (13.84), which can be further
simplified as

M, M ,
5 . . . t Proog(1—dm)¥ + Pso2ydly Zrm min
{dn} Mo, | Poy (P }202,] = argmin { [ Lomoeal = dn) s Zry

{dm}ﬁ21 el O'ildd}’n(l — dm)v
(13.102)
. L Py, (1 —dw)" + Pedb Zy,, min
= arg min { H < N }7 (13'103)
{dm}pim, Ym= A (1 = dm)*

which is subjected to the physical constraint of having aradized relay location o < d., < 1
(m=1,2,..., M,) measured from the source.

Although Equation (13.103) can be directly solved numdsicd is difficult to get physically
tangible insights from a numerical solution. To simplifyrther the minimization problem of Equa-
tion (13.103), we define the functiolfi(d,,) by taking the logarithm of the right hand side of
Equation (13.103), leading to

M,

Pr (17dm)v+Psdv ZT man
dm él m m m 13.104
F(dm) n(mH ol o1 ) (13.104)
My My ~
= =0 Y I(dn(l—dm))+ Y I(Pr,, (1= dn)’ + Pedy Zr,y,min)- (13.105)
m=1 m=1

Then, by differentiating Equation (13.105) with respecthe normalized relay locations,, (m =
1,2,..., M,) and equating the results to zero, we get

Ofdm v(2dm — 1)

dm (1 — dm)

. Repy _ 5 "
1}(1 —_ dm,)v71 + PgUd;).,:erm,mz‘n, + Psd;)n U(e IZ_TJ:;TMWRCM)
P (1 - dm)v + Psd;tr)nZTm,m'm

Tm

—P,

Tm

+ =0.

(13.106)

Hence, the optimum normalized relay distancedgf for a specific power control can be obtained
by finding the specifial,, values which satisfy Equation (13.106). Consequently,atiginal M,.-
dimensional search of Equation (13.103) is broken down Aftosingle-dimensional search processes.
Although the optimized location of the cooperating usens ba calculated for a given power

control, the resultant location may not be the global optimia terms of the best achievable BER
performance. In other words, to attain the globally optimlacation and then activate the available
cooperating candidates that happen to be closest to thawptiocation, an iterative power versus RS
location optimization process has to be performed. To beespecific, the resultant global optimization
steps are as follows:

Step 1: Initialize the starting poini{({c., Y2, {dm}2r ) for the search in th@M,-dimensional

m=11 m=1
space, hosting th&/,. powers and RS locations.
Step 2: Calculate the locally optimum Iocatio{raim,lml}%;1 of the cooperating users for the current
power control{c,, }r ..
Step 3: If we have {dum, iocar } X7, # {dm}27,, then let{dn}Mr = {dm.0car } /7., Otherwise,
stop the search, since the globally optimum solution has) deand: {d.. gioba } 20, =
{dm,local}%;l and{cm,global}%;l = {Cm,}%;l-
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Step 4: Calculate the locally optimum power contr{)zlz,,,,,lml}ﬁf{;1 of the cooperating RSs for the
current location{d,, } M~

m=1"

Step 5: If we have{cm,ioca } 212, # {cm )7, then let{em }Mr, = {cm ioca }21m, and continue

to Step 1 Otherwise, stop the search, since the globally optimumtiesl has been found:
{dm,globa,l}%;1 = {dm,local}i\nl,;l and{cm,globa,l}ﬁljgl = {Cm}i\nlrzl

Furthermore, it is worth emphasizing that the above optitidn process requires an ‘offline’ operation.
Hence, its complexity does not contribute to the compleaityre real-time CUS scheme. As mentioned
previously in this section, since it is likely that no avaikcooperating MS candidate is situated in the
exact optimum location found by the offline optimizatiorg ffroposed CUS scheme simply chooses the
available MS that roams closest to the optimum location had tidaptively adjusts the power control.
The rationale of the CUS scheme is based on the observatibththachievable BER is proportional to
the distance between the cooperating MS and the optimurtidocas will be seen in Section 13.3.1.3.

13.3.1.3 Simulation Results and Discussion

Both the APC and CUS schemes designed for the DAF-aided catbmesystem, which were devised
in Sections 13.3.1.1 and 13.3.1.2, respectively, are basdide high-SNR-related BER lower bound of
Equation (13.48), which was shown to be a tight bound for aewahge of SNRs in Figure 13.5. In
order to characterize further the proposed APC and CUS sshamd to gain insights into the impact
of power control as well as that of the cooperating user'ation on the end-to-end BER performance
of the DAF-aided uplink supporting different number of ceagting users, the BER lower bounds are
plotted versus’; / P andd,, in Figures 13.7(a) and 13.7(b), respectively, in comparisih the exact
BER of Equation (13.40) and with its upper bound of Equatit?147). DQPSK modulation is assumed
to be used here. Furthermore, in order to cope with the sffifthe rapidly fluctuating fading channel,
the MSDSD scheme of Section 12.3 is employed at the BS. Faake of simplicity, we assume that
an equal power is allocated to all activated cooperating,M&éch are also assumed to be located at
the same distance from the source MS. All the other systeanpeters are summarized in Table 13.3.
Observe from both Figures 13.7(a) and 13.7(b) that at a ratel&SNR of15dB the lower bounds
remain tight across the entire horizontal axes, i.e. régssdof the specific values @ /P andd,,.
By contrast, the upper bound of Equation (13.47) fails taljmteaccurately the associated BER trends,
especially when the number of activated cooperating M3s, is high. Therefore, despite using the
much simpler optimization metrics of Equations (13.86) &181103), which are based on the high-
SNR-related BER lower bound of Equation (13.48), the APC @hi§ schemes of Sections 13.3.1.1
and 13.3.1.2 are expected to remain accurate for quite arardge of SNRs.

Furthermore, both the power control strategy and the spdoifation of the cooperating MSs play
a vital role in determining the achievable BER performant¢he DAF-aided cooperative system.
Specifically, as shown in Figure 13.7(a), under the assumplkiat all the activated cooperating users
are located about half-way between the source MS and the®%otid,, = 0.5 (m = 1,2,..., M,),
and for an equal power allocation among the cooperatingsuser. for P, = (P — Ps)/M.
m = 1,2,..., M), the minimum of the BER curve is shifted to the left when arréased number
of cooperating MSs patrticipate in signal relaying. Thisidates that the transmit power employed by
the source MS should be decreased in order to attain the tfgsvable end-to-end BER performance.
On the other hand, under the assumption of an equal poweratibm among the source MS and all
the cooperating MSs, i.e. where we hake = P.,, = P/M, (m = 1,2,...,M,), we observe
from Figure 13.7(b) that the shape of the BER curves indgcatstronger sensitivity of the system’s
performance to the location of the cooperating users. Tieisdt becomes even more dominant as
the number of cooperating MS3&/.., increases. However, in contrast to the phenomenon olzserve
in Figure 13.7(a), the position of the BER minimum remaingrhe unchanged, as observed in
Figure 13.7(b), indicating that the optimum location of t@dperating users remains unaffected for
this specific system arrangement, regardlesk/pf
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SNR=15dB, d =0.5, P =(P-P )M, m=12,...M SNR=15dB, P =P _=P/(M+1), m=1,2,...M

m m

4

Direct Transmission

Direct Transmission

BER
BER

EXACT BER ——EXACT BER T
Upper Bound Upper Bound M=3

- — —Lower Bound — — — Lower Bound r

107 107"
01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
P /P d
s m
(a) Effects of the power control (b) Effects of the cooperating MS'’s locations

Figure 13.7:Effects of the power control and of the cooperating MS’s fmraon the BER performance
of DQPSK-modulated DAF-aided cooperative cellular systéraving)M, activated cooperating MSs.
All other system parameters are summarized in Table 13.3.

Table 13.3: Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DAF

Number of relay nodes M,

Number of subcarriers D =1024

Modulation DQPSK

Detection MSDSD N ying = 11)

Packet length Ly =128

Normalized Doppler freq. fa = 0.008

Path-loss exponent Typical urban areas= 3 [608]
Channel model Typical urban, refer to Table 12.1

Noise variance at MS and BS Ny

Importantly, the horizontal coordinate of the BER minimuepresents the optimum MS location
for the equal power allocation arrangement employed. There the achievable BER seen in
Figure 13.7(b) is proportional to the distance between thafd the optimum location, which provides
the rationale for our distance-based CUS scheme.

In order to examine the tightness of the high-SNR-based B&RH bound of Equation (13.48)
for the DAF-aided cooperative system at different transBhNiRs of P/No, the BER lower bounds
corresponding to three distinct values®f N, versus different power controls and relay locations are
depicted in Figures 13.8(a) and 13.8(b), respectively.useassume that/, = 2 cooperating MSs
are activated. With an SNR as high 2sdB, the lower bound is tight, as seen in both Figures 13.8(a)
and 13.8(b). As the SNR decreases, the lower bound beconreasingly loose, but remains capable of
accurately predicting the BER trends and the best achieyasformance in the vicinity of a moderate
SNR level of15 dB. However, when the SNR falls to as low a valuel@slB, the lower bound remains

Marked Proof Ref: 49531e May 5, 2011



13.3.1. CUS for DAF Systems with APC 439

M=2,d =0.5, P =(P-P )M, m=12 M=2, P =P =P/(M+1), m=1,2
r m fm s’ r r S r r

m

SNR=10 dB
s

BER
BER

-
10 \ﬁSNRZOf/
5 _—

- - - EXACT BER - — - EXACT BER
Lower Bound Lower Bound
10° 10,
01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
P /P d
s m
(a) BER versus?; /P (b) BER versusi,,,

Figure 13.8: Effects of the SNR on the tightness of the high-SNR-based RfRr bound for the
DQPSK-modulated DAF-aided cooperative cellular uplinkihg two activated cooperating MSs. All
other system parameters are summarized in Table 13.3.

no longer tight to approximate the exact BER, thus the APC @& schemes devised under the
assumption of a high SNR may not hold the promise of an acew®ltition. Nevertheless, since the
low SNR range corresponding to high BER levels, such as famge 102, is not within our range
of interest, the proposed APC and CUS schemes of SectioBd1Band 13.3.1.2 are expected to work
appropriately for a wide range of SNRs.

Let us now continue by investigating the performance imenognts achieved by the optimization
of the power control and the cooperating user’s locatiorigure 13.9(a) the BER performance of
the DAF-aided cooperative system employing the APC schen®ection 13.3.1.1 is depicted versus
the cooperating user’s locatiod,,, in comparison with that of the system dispensing with theCAP
scheme. Again, we simply assume that multiple activategbexaiing users are located at the same
distance from the source user. Observe in Figure 13.9 thaifisiant performance improvements can
be achieved by the APC scheme when the cooperating usarasesitcloser to the BS than to the source
MS. Hence the attainable BER is expected to be improved asothygerating user moves increasingly
closer to the BS. For example, the single cooperating uskr £ 1) DAF-aided cooperative system
using the APC scheme is capable of attaining its lowest plesBER atSNR = 15 dB, when we have
d1 = Dsr, /Dsq = 0.8. Therefore, the performance improvement achieved by the #dheme largely
depends on the specific location of the cooperating userthéfmore, the performance gains attained
by the APC scheme for a specific arrangementl,gfis also dependent on the number of activated
cooperating MSs)M,.. More specifically, when we havk/,, = 3, a substantially larger gap is created
between the BER curve of the system dispensing with the AR@mse and that of its APC-aided
counterpart than that observed fof. = 1, as seen in Figure 13.9(a).

At the same time, the BER performance of the DAF-aided syst&ing relay location optimization
is plotted in Figure 13.9(b) in comparison with that of theogerative system, where the multiple
activated cooperating users roam midway between the sdl®cand the BS. Similarly, a potentially
substantial performance gain can be achieved by optimittieglocation of the cooperating users,
although, naturally, this gain depends on the specific p@oetrol regime employed as well as on the
number of activated cooperating users. To be specific, ebserFigure 13.9(b) that it is desirable to
assign the majority of the total transmit power to the soli&in favour of maximizing the achievable
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SNR=15dB, d_=(0,1), m=1,2,..,.M SNR=15dB, P_ =(P-P)/M, m=1,2,...M_
m r m
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(a) Adaptive power control (b) Relay location optimization

Figure 13.9: Power and relay location optimization for DQPSK-modula24F-aided cooperative
cellular systems havindy/,. activated cooperating MSs. All other system parameterswarenarized in
Table 13.3(©IEEE Wang & Hanzo 2007 [8]

performance gain by location optimization. Moreover, th@ethe cooperating users are activated, the
higher the performance enhancement attained. Importamtlye presence of a deficient power control
regime, e.g. when less than% of the overall transmit power is assigned to the source M&PIAF-
aided system may suffer from a severe performance losgdiega of the location of the cooperating
users. This scenario results in an even worse performareettiat of the non-cooperative system.
Therefore, by observing Figures 13.9(a) and 13.9(b) we th for the DAF-aided cooperative uplink,

it is beneficial to assign the majority of the total transnoiver to the source MS and choose the specific
cooperating users roaming in the vicinity of the BS in ordeemhance the achievable end-to-end BER
performance.

The above observations concerning the cooperative res@liacation of the DAF-aided system
can also be inferred by depicting the three-dimensional B&face versus both the power control and
the cooperating MS'’s location in Figure 13.10(a) for a s¥ABIS-aided cooperative system/{ = 1).
Indeed, the optimum solution is located in the area where Bof P andd; have high values. In order
to reach the optimum operating point, the iterative optation process discussed in Section 13.3.1.2
has to be invoked. The resultant optimization trajectorgiépicted in Figure 13.10(b) together with
the individual power-optimization- and location-optiration-based curves. The intersection point
of the latter two lines represents the globally optimum fighewer—location solution. As seen in
Figure 13.10(b), by commencing the search from the centthetwo-dimensional power—location
plane, the optimization process converges after four titera between the power and location
optimization phases, as the corresponding trajectory exges on the above-mentioned point of
intersection.

Let us now consider a DAF-aided DQPSK-modulated cooperaliular system employing both
the CUS and APC schemes of Sections 13.3.1.1 and 13.3.1e2eWh. = 3 cooperating MSs are
activated in order to amplify and forward the signal recdif®m the source MS to the BS, which
are selected fronP...« = 9 candidates roaming between the latter two. Without losseokegglity,
we simply assume that the locations of all the cooperatimglicates are independent and uniformly
distributed along the direct LOS link connecting the souk® and the BS, which are expected
to change from time to time. Figure 13.11 depicts the peréomre of the DAF-aided cooperative
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Figure 13.10:Optimum cooperative resource allocation for DQPSK-maal®AF-aided cooperative
cellular systems having a single activated cooperating M3& = 15 dB. All other system parameters
are summarized in Table 13.3.

system employing the CUS and APC schemes of Sections 1B&ntl. 13.3.1.2 in comparison with
both that exhibited by its counterpart dispensing with theva-mentioned techniques and that of
the direct-transmission-based system operating withseit cooperation in Rayleigh fading channels
associated with different normalized Doppler frequenciégure 13.11 demonstrates that the DAF-
aided cooperative system is capable of achieving a signtficdoetter performance than the non-
cooperative system. Observe in Figure 13.11 that a furfigeifeant performance gain dfo dB can
be attained by invoking the CUS and APC schemes for a coapersystem employing the CDD
of Section 12.1.1 Nwina = 2), at a BER target oil0~> and a normalized Doppler frequency of
fa = 0.008. Furthermore, employment of the CUS combined with the AP®esahe cooperative
cellular system more robust to the deleterious effectsmétselective channels. Indeed, observe in
Figure 13.11 that an error floor is induced by a normalized @dapfrequency off; = 0.03 at a
BER of 102 for the cooperative system dispensing with the CUS and ARghgements, while the
BER curve corresponding to the system carrying out cooperetsource allocation only starts to level
out at a BER ofl0~5. For the sake of further eliminating the BER degradationseduby severely
time-selective channels, the MSDSD employiNg,..« > 2 can be utilized at the BS. As observed
in Figure 13.11, for a target BER level @ab~>, a P/N, degradation of about dB was induced by
increasingf, from 0.008 to 0.03 for the CDD-aided system, while it was reduced @B by activating
the MSDSD scheme of Section 12.3 usiNg;,q = 11.

Let us now consider the BER performance of DAF-aided codjperaystems dispensing with
at least one of the two above-mentioned schemes, which feeglin Figure 13.12(a). To be more
specific, given a target BER ab~°, performance gains @f and2.5 dB can be achieved respectively
by employment of the CUS and APC over the benchmark systerareniiree cooperating users are
randomly selected from the available nine RS candidateshtenbtal transmit power is equally divided
between the source and the relaying MSs. Hence, the diskasssl CUS scheme of Section 13.3.1.2
performs well as a benefit of activating the RS candidatesesloto the predetermined optimum
locations, even in conjunction with a relatively small cergting RS candidate pool, where it is more
likely that none of the available RS candidates is situatethé optimum locations. In order further
to enhance the achievable end-to-end performance, the AR&riied out based on the cooperating
users’ location as activated by the CUS and results in a pedioce gain as high as abdub dB over
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10 . ‘ ‘
3 out of 9 available « f,=0.03
cooperating users are _
3 selected. _ 5 f=0.008
107} _
Non—cooperative
L/ system
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Figure 13.11: Performance improvements achieved by the CUS and APC sshfeme DAF-aided
DQPSK-modulated user-cooperative cellular system enmothe MSDSD of Section 12.3, where
three out of nine cooperating user candidates are activatedther system parameters are summarized
in Table 13.3.

the benchmark system, as demonstrated in Figure 13.12¢agdVeer, besides providing performance
gains, the CUS and APC schemes are also capable of achiesigigificant complexity reduction in the
context of the MSDSD employed by the BS, as seen in Figure{l3) lwhere the complexity imposed
by the MSDSD usingV,ina = 11 expressed in terms of the number of the PED evaluations versu
P/Ny is portrayed correspondingly to the four BER curves of FéglB8.12(a). Although the complexity
imposed by the MSDSD in all of the four scenarios considerattehses steadily, the transmit SNR
increases and then levels out at a certain SNR value arz2ud8. Observe in Figure 13.12(b) that a
reduced complexity is imposed when either the CUS or the AdP@me is employed. Remarkably, the
complexity imposed by the MSDSD at the BS can be reduced bgtarfaf aboutl0 for a wide range

of transmit SNRs, when the CUS and APC are amalgamated. Bjutlgrcomparing the simulation
results of Figures 13.12(a) and 13.12(b), it may be readigeoved that the transmit SNR level, which
guarantees the BER @b >, is roughly the SNR level at which the complexity imposediy MSDSD
starts to level out. Therefore, it is inferred from the abotbservations that an appropriate cooperative
resource allocation expressed in terms of the transmit poaeatrol and the appropriate cooperating
user selection may significantly enhance the achievabld¢@edd BER performance of the DAF-aided
cooperative cellular uplink, while substantially redugithe computing power required by the MSDSD
at the BS.

In a typical cellular system, the number of users roaming delamay also be referred to as the
size of the cooperating user candidate pool denote@®hy. in the scenario of the user-cooperative
uplink. In order to investigate its impacts on the end-td-8ER performance of the DAF-aided
cooperative system employing the CUS and APC schemes, tRecBE/es corresponding to different
values ofP...q are plotted versus the transmit SNR/ Ny, against that of the idealized scenario used
as a benchmark, where the activated RSs are situated exattig optimum locations and have the
optimum power control. Again, we assume thidf = 3 RSs are activated, which are selected from
the P..na MSs roaming in the same cell. Interestingly, despite haarfixed number of activated
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(a) BER performance (b) Complexity imposed by the MSDSD

Figure 13.12:BER performance and the MSDSD complexity reductions aelidy the CUS and APC
schemes for DAF-aided DQPSK-modulated user-cooperagitalar uplink, where three out of nine
cooperating RS candidates are activated. All other systmanpeters are summarized in Table 13.3.

cooperating MSs, the end-to-end BER performance of the BilEd system steadily improves and
approaches that of the idealized benchmark system upoeaisiag the value 0P...4, as observed
in Figure 13.13(a). On the other hand, it can be seen in FiyBr&3(b) that the higher the number of
cooperating candidates, the lower the computational cexitglimposed by the MSDSD at the BS.
Specifically, by increasing the size of the candidate pawhfP..,,« = 3 to 9, a performance gain of
about7 dB can be attained, while simultaneously achieving a dieteciomplexity reduction factor of
6.5 at the target BER 0f0~°. In comparison with the idealized scenario, where an ifinitmber of
cooperating candidates are assumed to be independentlyngodnly distributed between the source
MS and the BS, the DAF-aided cooperative system using betiCthS and APC schemes only suffers
a negligible performance loss whéh,,.. = 9 cooperating candidates. Therefore, the benefits brought
about by the employment of the CUS and APC schemes may be dewibstantial in a typical cellular
uplink.

13.3.2 CUS Scheme for DDF Systems with APC

In contrast to the process of obtaining the optimum power lacdtion allocation arrangements
discussed in Section 13.3.1 for DAF-aided cooperativeesyst the first-order conditions obtained by
differentiating the BER bound of a DDF-aided cooperativetesn formulated in Equations (13.56)
and (13.74) for the\/, = 1 and M,. = 2 scenarios have complicated forms which are impervious to
analytical solution. However, their numerical solutiorféssible, instead of resorting to Monte Carlo
simulations. Explicitly, by takingl/, = 1 as an example, the optimum power control can be obtained
for a given RS location arrangement by minimizing the waesde BER of Equation (13.56), yielding

[Pes AP Y2 | {dim ¥z

_ arg mll’]\}[ {(1 _ PPLRI,HPPCT)P(BPéR + PPLRl,upperngz‘R}7 (13107)
Psa{PT‘m}mgl

where Pprr, upper IS the worst-case packet loss ratio at the cooperating MSchwis given by
Equation (13.52), whileP5%,, and P2, are given by Equations (13.64) and (13.70), respectively,
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Figure 13.13:The effects of the size of the cooperating RS pool on the DilEehkDQPSK-modulated
user-cooperative cellular uplink employing the CUS and AdeBemes, wherd/,. = 3 cooperating
users are activated. All other system parameters are sumgdan Table 13.3.

corresponding to the average BER measured at the BS bothawithwithout the signal forwarded
by the RS. In parallel, the optimum location allocation candbtained for a specific power control
arrangement as

{dm}mZs | Pes {Pry b

= argmin {(1 — PPLRI»”PPGT)PEER + Pprr,, uPPBTPBER} (13.108)
{dm}m 1

Then, to attain the globally optimum location and activagavailable cooperating candidates that
happen to be closest to the optimum location, an iterativeepeersus RS location optimization process
identical to that discussed in Section 13.3.1.2 in the cargéan AF scheme has to be performed.
Again, the rationale of the proposed CUS scheme for the DiD€dssystem is based on the observation
that the achievable BER is proportional to the distance éehithe cooperating MS and the optimum
location, as will be demonstrated in Section 13.3.2.1.

13.3.2.1 Simulation Results and Discussion

The beneficial effects of cooperative resource allocationterms of the transmit power and the
cooperating user’s location on the achievable BER perfaneaf the DDF-aided cooperative system,
are investigated in Figure 13.14. Under the assumptiorttileathannel fluctuates extremely slowly, e.g.
for f4 = 0.0001, the worst-case BER performances corresponding to EquéitR56) forl,. = 1 and

to Equation (13.74) fo,. = 2, for the DQPSK-modulated DDF-aided cooperative systenmsa@rimg
either equal power allocation or the optimized power cdnt&ie plotted versus the different cooperating
users’ locations in Figure 13.14(a). The information hieam is CCITT-4 coded by the source MS in
order to carry out the CRC checking at the cooperating MS withaid of a 32-bit CRC sequence.
Hence, to maintain a relatively high effective throughpwt different transmission packet lengths are
used, namely.; = 128 andL; = 64 DQPSK symbols. All other system parameters are summarized
in Table 13.3. Observe in Figure 13.14(a) that the end-tb#®ER performance can be substantially
enhanced by employing the optimized power control, if thepswating MS is not roaming in the
neighbourhood of the source MS. Similar to the observatimtained for its DAF-aided counterparts
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SNR=15 dB, dm=(o'1)' m=1,2,..., Mr SNR=15 dB, Pr =(P—Ps)/Mr, m=1,2,...M
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Figure 13.14:Power and relay location optimization for the DQPSK-motkdeDDF-aided cooperative
cellular systems having/,- activated cooperating MSs. All other system parameterswarenarized in
Table 13.4(©IEEE Wang & Hanzo 2007 [8]

Table 13.4:Summary of system parameters.

System parameters Choice

System User-cooperative cellular uplink
Cooperative protocol DDF

Number of relay nodes M-

Number of subcarriers D = 1024

Modulation DQPSK

CRC code CCITT-4

Detection MSDSD ¥V ying = 11)

Packet length Ly

Normalized Doppler freq. fa

Path-loss exponent Typical urban areas= 3 [608]
Channel model Typical urban, refer to Table 12.1

Noise variance at MS and BS Ny

characterized in Figure 13.9(a) of Section 13.3.1.3, tigédr the number of active cooperating MSs,
M, the more significant the performance gain attained by apitig the power control for the DDF-
aided system. However, due to the difference between thgingl mechanisms employed by the two
above-mentioned cooperative systems, it is interestingpserve that the trends seen in Figure 13.14(a)
are quite different from those emerging from Figure 13.9%agcifically, recall from the results depicted
in Figure 13.9(a) that it is desirable to choose multiplepsyating users closer to the BS than to the
source MS in a DAF-aided cooperative system, especiallyneneploying the optimized power control
for sharing the power among the cooperating users. By csintFégure 13.14(a) demonstrates that
the cooperating MSs roaming in the vicinity of the source M& areferred for a DDF-aided system
in the interest of maintaining a better BER performancetiarmore, the performance gap between
the DAF-aided systems employing both the equal and optiinimever allocations becomes wider as
the cooperating MS moves closer to the optimum locationesponding to the horizontal coordinate
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of the lowest-BER point in Figure 13.9(a). By contrast, oalyegligible performance improvement
can be achieved by optimizing the power control, if the coapleg MS is close to the optimum
location corresponding also to the horizontal coordindtthe lowest-BER point in Figure 13.14(a).
In other words, the DDF-aided system suffers a relativelylesb performance loss by employing the
simple equal power allocation, if the multiple cooperatM&s are closer to their desired locations.
Additionally, recall from Figure 13.9(a) recorded for thé&BP-aided system that the worst-case BER
performance was encountered by having no cooperating lasar¢o the optimum locations, regardless
of whether the optimum power control is used or not, but théopmance of this RS-aided DAF
system was still slightly better than that of the converdiadirect transmission system. By contrast,
the DDF-aided system employing equal power allocation naEgrtunately be outperformed by the
direct-transmission-based non-cooperative systemeittioperating MSs are located nearer to the BS
than to the source MS. Finally, in contrast to the DAF-assigtystem, the performance achieved by
the DDF-aided system is dependent on the specific packethlehg, due to the potential relaying
deactivation controlled by the CRC check carried out at tiaperating MS. To be specific, the shorter
the packet lengttL s, the lower the resultant BER.

In parallel, the BER performance of the above-mentioned BiRled systems is depicted versus
P,/P in Figure 13.14(b). Here, the transmit power (@ — P;) is assumed to be equally shared
across multiple cooperating users. Again, similar to trsulte recorded for the DAF-aided system
in Figure 13.9(b), a significant performance gain can béregthby locating the cooperating MS at the
optimum position rather than in the middle of the source M8 B& path. This performance gain is
expected to become even higher as the number of activelyecatipg MSs M., increases, as seen in
Figure 13.14(b). By contrast, for optimum cooperating useation, instead of allocating the majority
of the total transmit power to the source MS — as was suggéstéigure 13.9(b) for the DAF-aided
system in the interest of achieving an improved BER perforcea— the results of Figure 13.14(b)
suggest that only about half of the total power has to be aeditp the source MS, if the DDF scheme
is used. Furthermore, the mild sensitivity of the BER pearfance observed in Figure 13.14(b) for the
DDF-aided system benefiting from the optimum cooperatirey igcation as far as the power control
is concerned coincides with the trends seen in Figure 18)14¢é. a desirable BER performance can
still be achieved without optimizing the power control, yiced that all the cooperating MSs roam
in the vicinity of their optimum locations. Interestingliy) contrast to the conclusions inferred from
Figure 13.14(a) for the DAF-aided system, the originallyn#icant performance differences caused
by the different packet lengths df; = 128 and Ly = 64 can be substantially reduced for the
DDF-aided system, provided that the cooperating userustgtl at the optimum location. Finally, as
observed in Figure 13.14(b), when no active RS can be foutiiwicinity of the optimum cooperating
user locations, the DDF-aided system might be outperforbnyeis more simple direct transmission
counterpart in the presence of deficient power control iragd®/ high power control errors.

Observe for theM,, = 1 scenario by merging Figures 13.14(a) and 13.14(b) that kbieaty
optimum cooperative resource allocation characterizedrims of the transmit power control and RS
selection regime can be visualized as the horizontal coatés of the lowest point of the resultant 3D
BER surface portrayed in Figure 13.15(a), where the 3D BEfasa corresponding to differerdt
values is plotted versuB; /P andd: = Ds,, /D4 for the DDF-aided cooperative system. The smaller
the packet lengtlL s, the lower the BER. This is because the likelihood that thivated cooperating
MS improves the signal relaying is inversely proportiomaitte packet lengtth . However, observe in
Figure 13.15(a) that the gap between the different BER auo¥@D surface becomes relatively small
in the vicinity of the globally optimum BER point, as predidtby Figures 13.14(a) and 13.14(b). On
the other hand, similar to the results of Figure 13.10(byreed for the DAF-aided cooperative system,
we plot the power-optimized curve versdis while drawing the location-optimized curve versds/ P
for the DDF-aided system associated with. = 1 in Figure 13.15(b), where the intersection of the
two curves is the globally optimum solution correspondiadhte projection of the lowest BER point
onto the horizontal plane in Figure 13.15(a). The globafi{irmum solution can be found by the joint
power—location iterative optimization process discusaeBection 13.3.1.2. Furthermore, the globally
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Figure 13.15: Optimum cooperative resource allocation for the DQPSK-uttdd DDF-aided
cooperative cellular systems having a single activategpemiing MS atSNR = 15dB. All other
system parameters are summarized in Table 13.4.

optimum resource allocation, denoted by the black dot imfeid 3.15(b), changes as the packet length
L, varies. To be more specific, by increasing the packet ledigththe optimum cooperating user
location moves increasingly closer to the source MS, wiiéegercentage of the total transmit power
assigned to the source MS gradually decreases. This is arpaoted, since the probability of perfectly
recovering all the symbols of the source MS by the coopegdd§ is reduced on employing a higher
packet length’ s, which has to be increased by choosing a cooperating MSrdio$ke source MS in
the interest of increasing the received SNR at the cooperaiS.

Let us now continue by examining the BER performance imprevg achieved by optimizing the
resource allocation for the DDF-aided cooperative systemrigure 13.16, where the four subfigures
depict the BER performance of the systems both with and witloptimized cooperative resource
allocation in terms of the transmit power and relay locajowhile varying the packet lengthy.

As seen in Figure 13.16, significant performance gains caatiagned by using an optimum power
control among thé\Z,. cooperating users and the source user, as well as by asstmaingll the M.
actively cooperating users are situated in their optimurations, especially when we have a relatively
large packet lengttd ;. Although a better PLR performance is attained when usiogt gfackets, the
achievable performance gain is reduced, as indicated bp¢heasingly narrower gap between the BER
curves obtained with and without the optimized resourcecation. Consider thdZ, = 2 scenario

as an example, where the originally achievable performaage of 5 dB recorded forL; = 128 is
reduced to abowd.5dB for L; = 16 at a BER of1l0~". In fact, this phenomenon coincides with the
observation inferred from our previous simulation resultsch as for example the 3D BER surface
shown in Figure 13.15(a), which can be explained by the faat the BER and PLR performance
loss induced by a high packet lengthy may be significantly reduced by optimizing the cooperative
resource allocation. Again for the scenarioMf. = 2, a performance loss &fdB is endured when
employing Ly = 64 instead ofL; = 16 in the absence of resource allocation optimization, wrerea
the performance loss is reduced t& dB when the cooperative resource allocation is optimized.
Furthermore, we also found that, interestingly, the asptiptheoretical curves based on the worst-
case BER expressions of Equation (13.56) and Equation41®7 M, = 1 andM, = 2, respectively,
become tighter for the DDF-aided system using optimizedwes allocation.
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Figure 13.16: Performance improvement achieved by optimizing the caadjwer resources for the
DQPSK-modulated DDF-aided cooperative cellular systemgl@ying the MSDSD in a relatively fast
Rayleigh fading channel, where tidd, activated cooperating users are assumed to be situateelirat th
optimum location. All other system parameters are sumredriz Table 13.4.

Figure 13.17 separately investigates the impact of the GdiStzat of the APC on the end-to-end
BER performance of a DDF-aided cooperative system empottie MSDSD in a relatively rapidly
Rayleigh fading channel associated wifh = 0.008, where N, = 8 is employed to combat
the performance degradation induced by the time-seleiding channel. Similar to the results of
Figure 13.12(a) recorded for the DAF-aided system, a mgfgiant performance improvement can
be attained by invoking CUS than APC. However, in contrasth® DAF-aided system, the joint
employment of the CUS and APC schemes for the DDF-aided sysi@y leads to a negligible
additional performance gain over the scenario where ol{_tS is carried out. This is not unexpected,
if we recall the observations inferred from Figure 13.14i(@) the additional performance improvement
achieved by optimizing the power control gradually erodetha activated cooperating MS approaches
the optimum location. Furthermore, unlike the CUS schemi@chvsimply selects the cooperating
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Figure 13.17: Performance improvements achieved by the CUS and APC sehé&ndéhe DDF-
aided DQPSK-modulated user-cooperative cellular systapl@/ing the MSDSD in a relatively fast
Rayleigh fading channel, where two out of eight cooperatiisgrs are activated. All other system
parameters are summarized in Table 13.4.

MS that is closest to the optimum location calculated in dtinef manner, the APC scheme, which
conducts a real-time search for the optimum power contreétian the actual location of the activated
cooperating MS, may impose an excessive complexity. Hfoceeducing the complexity, the DDF-
aided cooperative system may simply employ equal powecation, while still being capable of
achieving a desirable performance with the aid of the CU®&rseh

13.4 Joint CPS and CUS for the Differential Cooperative
Cellular UL Using APC

From our discussions on the performance of the DAF- and DidEdacooperative cellular uplink in
Sections 13.3.1.3 and 13.3.2.1, respectively, we may adedhat the above-mentioned two scenarios
exhibit numerous distinct characteristics due to the eympént of different relaying mechanisms.
Therefore, the comparison of these two cooperative scherfidse further detailed in Section 13.4.1.
Based on the initial comparison of the DAF and DDF schemegvalrhybrid CPS scheme will be
proposed in Section 13.4.2. In conjunction with the CUS af€CAarrangements, we will then create a
more flexible cooperative system, where the multiple ccatpgg MSs roaming in different areas might
employ different relaying mechanisms to assist in forwagdihe source MS'’s message to the BS to
achieve the best possible BER performance. This system maietved as a sophisticated hybrid of a
BS-aided ad hoc network or — alternatively — as an ad hoc mktegsisted cellular network.
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—— Noisy SR Link
—o— Perfect SR Link

BER

DQPSK

DDF-Cooperation
— — — - DAF-Cooperation

— =~ Non—Cooperation
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PN, (dB)

Figure 13.18: Impact of the source—relay link's quality on the end-to-eBEIR performance of a

DQPSK-modulated cooperative system employifg = 1 cooperating RS roaming about half-way
between the source MS and the BS. The CDD is employed by betR&and the BS in a Rayleigh
fading channel having a Doppler frequencyfgf= 0.001.

13.4.1 Comparison Between the DAF- and DDF-Aided Cooperate
Cellular UL

13.4.1.1 Sensitivity to the Source—Relay Link Quality

The fundamental difference between the DAF and DDF schesnwhéther decoding and re-encoding
operations are required at the RS or not. Thus, generallgképg the overall complexity imposed
by the DDF-aided cooperative system is expected to be higaerthat of its DAF-aided counterpart.
However, as a benefit of preventing error propagation by thetRe DDF-aided system is expected to
outperform the DAF-aided one, provided that a sufficientghtsource—relay link quality guarantees a
near-error-free transmission between the source MS ariRIShas previously indicated by Figure 12.14
of Section 12.3.2.3. For convenience, we repeat thesetsdsere in Figure 13.18, where we observe
that the sensitivity of the DDF-aided system to the soumeyrlink quality is significantly higher than
that of the DAF-aided system. This is because the CRC emgblmyay suggest to the RS to refrain from
participating in forwarding the signal to the BS with a higtolpability, when the source—relay link is
of low quality, which in turn leads to a rapid performance r@efgtion. In practice, a high performance
can be achieved for the DDF-aided system by activating tbpe@ting MSs roaming in the vicinity of
the source MS and/or by invoking channel encoding.

13.4.1.2 Effect of the Packet Length

In contrast to the DAF-aided system, where the achievahtmeance is independent of the packet
length Ly employed in the absence of the channel encoding, the DDdtteggistem’s performance
is sensitive to the packet lengihy, as was previously demonstrated for example by Figure 18£16
Section 13.3.2.1. This trend is not unexpected, since iratie=nce of the channel coding the PLR
increases proportional to the valuebf. This in turn may precipitate errors in the context of a DDF-
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Figure 13.19: Performance comparison between the DAF- and DDF-aided BQR&dulated user-
cooperative cellular systems employing the MSDSD, whetedut of eight cooperating user candidates
are activated. All other system parameters are summauizéalile 13.3.

aided system. However, this performance degradation canlisantially reduced by invoking the CUS
of Section 13.3.2, as evidenced by Figure 13.14.

13.4.1.3 Cooperative Resource Allocation

As demonstrated by the simulation results of Sections 123nd 13.3.2.1, significant performance
gains can be attained for both the DAF- and DDF-aided celludink by optimizing the associated
cooperative resource allocation with the aid of the CUS amC/Aschemes of Section 13.3. More
explicitly, the BER performance of both the above-menttegstems operating with and without the
CUS and APC schemes is contrasted in Figure 13.19, wheragsismed that th&/, = 2 out of the
P.ana = 8 available cooperating MS candidates are activated and ®B3D of Section 12.3 using
Nuina = 11 is employed in order to eliminate the detrimental effectshef fading having a Doppler
frequency off; = 0.008. Moreover, the variance of the noise added at each terminlaé@ooperative
system is assumed to be identical, nam¥ly Indeed, as seen in Figure 13.19, the performance of both
the DAF and DDF systems is significantly enhanced by the eynpdat of the CUS and APC schemes.
We also note that the DAF-assisted system exhibits a bedtésrqmance than the DDF-aided one, when
the SNR ofP/N is relatively low, while the former is expected to be outpenied by the latter, as the
SNR of P/Ny is in excess 020 dB. Again, this trend is not unexpected, since the sensitdfithe BER
performance to the source—relay link's quality leads to aemapid BER decrease upon increasing the
SNR of P/Np.

On the other hand, we also observed in Table 13.5 that, dugetdistinct relaying mechanisms
which lead to different levels of sensitivity to the qualitf the source—relay link, the desirable
cooperative resource allocation arrangement for the DilEebsystem may be quite different from that
of its DDF-aided counterpart. As indicated by the RS’s lmsaarrangement dfly, da, . . ., das,.] seen
in Table 13.5, the cooperating MSs roaming in the area nesB&hare expected to be activated for the
DAF-aided cooperative uplink, while those roaming in theghbourhood of the source MS should be
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Table 13.5:Cooperative resource allocation for DAF- and DDF-aidednigsl

PN DAF-aided uplink DDF-aided uplinkl{y = 64)
0
M, (dB) [Ps,Pry,...,Pry ] [di,d2...,dp,] (Ps, Pry,..s Pry | [d1,d2, ..., d,]
1 10 [0.882,0.118] [0.811] [0.582,0.418] [0.192]
20 [0.882,0.118] [0.871] [0.622,0.378] [0.231]
30 [0.882,0.118] [0.891] [0.622,0.378] [0.231]
2 10 [0.76,0.2,0.04] [0.74,0.88] [0.602, 0.202, 0.196] [0.26, 0.26]
20 [0.76,0.2,0.04] [0.82,0.91] [0.602,0.202, 0.196] [0.31,0.31]
30 [0.78,0.2,0.02] [0.85,0.94] [0.602, 0.202, 0.196] [0.31,0.31]

3 10 [0.88,0.04,0.04,0.04] [0.89,0.89,0.89] [0.502,0.102,0.202,0.194] [0.31,0.21,0.26]
20 [0.88,0.04,0.04,0.04] [0.92,0.92,0.92] [0.502,0.102,0.202,0.194] [0.36,0.26,0.26]
30 [0.88,0.04,0.04,0.04] [0.93,0.93,0.93] [0.702,0.102,0.102,0.094] [0.41,0.41,0.41]

selected for its DDF-aided counterpart in the interest biedng the best possible BER performance.
It is also indicated in Table 13.5 that the increase of the SRRVy, or the number of activated
cooperating MSs),., will move the desirable RS’s location slightly further awiiom the source
MS towards the BS for both the DAF- and DDF-aided scenariasfoh the optimized power control,
the majority of the total transmit powé?, i.e. abou88%, should be allocated to the source MS for the
DAF-aided system, as revealed by the optimized power cbatrangement ofPs, Py, ..., Pr,, ]
seen in Table 13.5. By contrast, only ab&Gt% of the power should be assigned to the source MS
for the DDF-aided system. It is noteworthy that the optirdiz@nsmit power assigned to tiid, RSs

as well as their optimum locations are not expected to betiicidrin both the DAF- and DDF-aided
scenarios, as revealed in Table 13.5.

Furthermore, by comparing Figure 13.12(a) of Section 133and Figure 13.17 of Section
13.3.2.1, we observe that a significant performance detioadmay occur if the DAF-aided system
dispenses with either the CUS or the APC scheme. By contralt,a negligible performance loss is
imposed when the DDF-aided system dispenses with the AR€reetather than with the CUS scheme.
Additionally, the CUS scheme of Section 13.3.2 is carrieyselecting the cooperating MSs roaming
in the area closest to the optimum locations which may berhited offline, i.e. before initiating a
voice call or data session. By contrast, the APC scheme afdBel3.3.2 may impose a relatively high
real-time complexity, when calculating the optimum powenttol arrangement based on the current
location of the activated RS. Hence, to minimize the comiplermposed by the cooperative resource
allocation process, the DDF-aided system employing the &¢/8me may dispense with APC, simply
opting for the equal power allocation arrangement at therse of a moderate performance loss. In
contrast to the DDF scheme, the DAF-aided system has t@telarigh BER performance degradation
if it dispenses with the APC scheme. It is also noteworthyithaontrast to the DAF-aided cooperative
system, the DDF-assisted scheme employing neither the @uUtBe APC may be outperformed by the
classic non-cooperative system, as observed in Figurel,1&Hich is a consequence of its sensitivity
to the quality of the source—relay link.

13.4.2 Joint CPS and CUS Scheme for the Cellular UL Using APC

Each cooperative cellular uplink considered so far in thekiemployed either DAF or DDF principles.
As argued in the context of Figure 13.20, they both have tthesirable RS area, when the CUS is
employed. Generally speaking, the neighbourhood of ther®lSfzat of the source MS are the specific
areas where the RS should be activated for the DAF- and DBé&daicenarios, respectively, again as
discussed in Sections 13.3.1 and 13.3.2. Thus, often néabl@icooperating MS is roaming in the
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desirable RS location area, and hence a performance losbeniayposed by selecting a cooperating
MS roaming far away from the optimum RS location. Furthemn@ithough the DDF-aided system
exhibits a better performance than its DAF-aided counteiipathe presence of a high source-relay
link quality, the former may be outperformed by the lattes,the quality of the source—relay link

degrades despite imposing a higher overall system contyl€xi the other hand, from our comparison
of the DAF- and DDF-aided cooperative systems in Sectiod.13we realized that the two above-
mentioned relaying mechanisms have complementary clesistats, reflected, for example, by their
distinct optimum cooperative resource allocations. lhtligf the complementarity of the two relaying

schemes, a more flexible cooperative scenario can be creetede either the DAF or DDF scheme

is activated in the interest of enhancing the achievabléopeaance of the cooperative system, while
maintaining a moderate complexity. In contrast to the cotiveal cooperative system employing a
single cooperative mechanism, the cooperating MSs roamidifferent areas between the source MS
and the BS may be activated and the relay schemes employeathyaetivated RS may be adaptively
selected, to achieve the best possible performance.

For the sake of simplicity, let us now consider the hybridpeative cellular uplink employing the
joint CPS and CUS scheme, as portrayed in Figure 13.20, where- 2 cooperating MSs roaming in
the preferred DDF- and the DAF-RS-area are activated, iardoforward the source MS'’s information
to the BS. The particular cooperative protocol employedieyactivated RSs is determined according to
the specific area in which they happen to be situated. In eod®iake the most of the complementarity
of the DAF and DDF schemes, it may be assumed that one of theecating MSs is activated in the
preferred area of the DAF-RS, while the other is from the ‘D&Ea’, although, naturally, there may be
more than one cooperating MS roaming within a specific delgrarea. Finally, under the assumption
that the first selected cooperating MS is roaming in the ‘Ddd&a’, while the second one is roaming in
the ‘DAF-area’, the MRC scheme employed by the BS, which dostbthe signals received from the
source MS and the cooperating MSs, can be expressed as

2

y = ao(ysaln — 1)) Yealn] + D @m(Yrualn + mLy — 1)) yr,aln + mLy], (13.109)

m=1

where L is the length of the transmission packet, while the coefiitsie, anda,, (m = 1,2) are
given by
ap = a1 = NLO (13110)
and
PSUSTQ + NO

= . 13.111
NO(PSU\?TQ +PT2032d+N0) ( )

a2

In order to determine the optimum RS areas for the hybrid emdjve system employing/, = 2
cooperating users, the worst-case BER expression wilbiirsierived in a similar manner to that derived
for the DDF-aided system of Section 13.2.1 in our followingcdurse.

First of all, let us define the scenard® as the situation when the cooperating MS employing the
DDF scheme perfectly recovers the information from the seiS and then transmits the differentially
remodulated signal to the BS, which is formulated as

@ £ {P,, #0}. (13.112)
By contrast, the scenarib, is defined as the situation, when the cooperating MS usinBbiescheme

fails to correctly decode the signal received from the setd& and keeps silent during the relay phase,
which can be formulated as

®y £ {P,, =0}. (13.113)
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19 Then, based on the differentially encoded conditional BEREQuation (13.59) invoked in Sec-
20 tion 13.2.2, the unconditional BER observed at the BS is tleaario of®, can be expressed as

1 /[ S
§ Piin = 5o lﬂ Flab, L= 379)/me by (3)dydo (13.114)
24 1 ™
N =5ty | fla,b, L =3, G)MW%I (9) db, (13.115)

27 where'yé;,1 denotes the received SNR per bit after MRC combining, wharhlze written as

2 Vo =V +rd + Vo (13.116)

2« Then, the joint MGFM.» (8), of the received SNR per bit experienced at the BS in the sitetha
1
32 is expressed as

_ [T —amn
. My @)= [ hp, @)y (13.117)
: T ettt
zz X p’yfd (’ySd)pnyld (77‘1 d)prygzd (’Vrgd) d’st d’led d’ng (13118)
” = My OMp (M. (6), (13.119)
42 where
43 N
__ N
“ Moy, (0) = 5= B (13.120)
46 No
)= — 0 13.121
47 M'Yfld( ) NO —+ O‘(G)Pm‘ﬁuf ( )
48 2
1 kory(0)  Puo?, +No 1
= 1 . 2 —— 7 , 13.122
. Mo 0 = T (U TR = ) (13.122)

andk,.,q(#) andZ,, (6) are given by Equations (13.34) and (13.35), respectively.

Marked Proof Ref: 49531e May 5, 2011



13.4.2. Joint CPS and CUS Scheme for the Cellular UL Using APC 455

Table 13.6:Cooperative resource allocation for the hybrid coopegatiglink.

M, P/No(dB)  [Ps, Pry,..., Pry, 1 [d1,d2,...,dy,]

2 10 [0.702, 0.202, 0.096] [0.26, 0.86]
20 [0.702, 0.202, 0.096] [0.31, 0.86]
30 [0.702, 0.202, 0.096] [0.31,0.91]

In parallel, the unconditional BER corresponding to thensei® @, can be formulated as

1 T <
prz = s | flabL=2.06) / @b, pyy, () dy o (13.123)
1 ™
=gy | Flab,L=2,0)M, (6)do, (13.124)

Wherefyfl,2 denotes the received SNR per bit after MRC combining, whaohlze expressed as

Yoy = Ved + Vrnds (13.125)

and hence the MGF of the received SNR per bit recorded at tHeiBBe scenari@s is written as

oo C b

Mvﬁ’pz 0) = /700 e (0%, Pay (v) dy (13.126)
oo oo a b b

_ / / e OO e (ol () s s (13.127)

= Mo (OM, (6), (13.128)

Wherevad(O) andM d(@) are given by Equations (13.120) and (13.122), respectively
s (N

Finally, based on the worst-case packet loss rati®efr, ,.pper given by Equation (13.52), the
average end-to-end BER upper boumf 7 ..., is obtained by the summation of the average BERs
of two scenarios as

PSES wpper = (1= PpLRy upper) Pibn + PpLry upper Pain. (13.129)
Hence, when using the minimum BER criterion, the desiralfiealRea can be located by finding the
globally optimum RS locations using the iterative powersusr RS location optimization process of
Sections 13.3.2 or 13.3.2. Considering ftie = 2 scenario as an example, the globally optimum power
and distance allocation arrangements are summarized Ia T8t6 under the assumption that the first
cooperating MS is activated in the DDF mode. As expectedfithees shown in Table 13.6 reveal
that the ‘DDF-area’ and the ‘DAF-area’ are still located fire tvicinity of the source MS and the BS,
respectively. Additionally, the majority of the total tremit power, i.e. about0%, should be allocated
to the source MS, while two-thirds of the remaining powerwtide assigned to the cooperating MS
roaming in the ‘DDF-area’.

The BER performance of the hybrid cooperative cellularniglivhereM, = 2 out of Pegng = 8
cooperating MSs are activated, is portrayed in comparisith that of its DAF- and DDF-aided
counterparts in Figure 13.21. Remarkably, as demonstiategigure 13.21, the hybrid cooperative
system outperforms both the DAF- and DDF-aided systemsrdéess of whether the joint CPS—
CUS-APC scheme is employed. These conclusions remain aetimss a wide SNR range of our
interest, although the performance advantage of the hgblidme over the latter two systems decreases
in the context of the joint CPS—CUS-APC scheme. Furthermasethe SNR increases, the DDF-
aided system is expected to become superior to the otherysterss, since the DDF-aided system
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Figure 13.21: Performance improvement by the joint CPS and CUS for the DQRP8dulated user-
cooperative cellular uplink employing the MSDSD, where b of eight cooperating user candidates
are activated. All other system parameters are summariz€ahle 13.3.

performs best when error-free transmissions can be assbetegen the source MS and the RS. By
contrast, if the SNR is low, the DAF-aided system performst lagnong the three. In addition to the
performance advantage of the joint CPS—CUS-APC hybrid @@dpe system, the overall system
complexity becomes moderate in comparison with that of tBé-faided system, since only half of
the activated MSs have to decode and re-encode the recégre prior to forwarding it. Therefore,
the proposed hybrid cooperative system employing the BIR6—CUS—APC scheme is capable of
achieving an attractive performance, despite maintaiaimgderate overall system complexity.

13.5 Chapter Conclusions

In this chapter, CUS schemes and APC schemes designed iidhedDAF- and DDF-aided cooperative
systems were investigated based on our theoretical peafazenanalysis. Significant performance gains
can be achieved with the aid of the optimized resource dilmtarrangements for both the DAF- and
DDF-aided systems. Owing to the different levels of sevigjtiio the quality of the source—relay link,
the optimum resource allocation arrangements correspgrdithe two above-mentioned systems were
shown to be quite different. Specifically, it is desirablattthe activated cooperating MSs are roaming
in the vicinity of the source MS for the DDF-aided system, l&lthe cooperating MSs roaming in the
neighbourhood of the BS are preferred for the DAF-aided tapart. In comparison with the former
system, a larger portion of the total transmit power shoeléliocated to the source MS in the context
of a DAF-aided system. Apart from achieving an enhanced B&fpmance, the complexity imposed
by the MSDSD of Chapter 12 may also be significantly reducecoploying the CUS and APC
schemes, even in the context of rapidly fading channelse®an the simulation results throughout this
chapter, the natures of the DAF- and DDF-aided systems anensuized and compared in Table 13.7.
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13.5. Chapter Conclusions 457
Table 13.7:Comparison between the DAF- and DDF-aided cooperativelaeluplinks.
DAF-aided uplink DDF-aided uplink References
Overall performance Better when SR Better when SR Figureals.
link quality is poor link quality is good
Overall complexity Relatively low, no Relatively high, dmting
decoding at RSs and re-encoding at RSs
Performance’s sensitivity Relatively moderate Strong ufeg 12.19
to source—relay link quality 12.23,13.19
Performance’s sensitivity Insensitive Strong without CUS Figures 13.14,
to packet lengttl ¢ minor with CUS 13.16
Desirable RS locations Near the BS Near the source MS Tabe 13
Desirable transmit power Abo88% of About60% of Table 13.5
for the source MS the total power the total power
Worst-case performance Slightly better than the Signifigamorse than Figures 13.9,
(Inappropriate resource allocation) non-cooperativeesys the non-cooperative system 13.14

Importance of CUS and APC

Equally important CUS is signifiyan

Figures 13.12(a),
more important 13.17

Table 13.8:Summary of the resource-optimized cooperative systenesiigated in Chapter 12.

Performance gains achieved by various two-relay-aidddrdiftial
cooperative systems with and without cooperative resonptienization

Target System Power control Relay selection SNR (dB) Ga#) (d

BER type [Psz PTl ’ PTQ] [dﬁ 7d7‘2]

10—3  Direct transmission N/A N/A 27.3 —
DAF-aided [0.33,0.33,0.33] [0.5,0.5] 18.8 8.5
Cooperative System [0.76, 0.2, 0.04] [0.81,0.9] 154 11.9
DDF-aided [0.33,0.33,0.33] [0.5,0.5] 18.9 8.4
Cooperative system  [0.602, 0.202, 0.196] [0.29, 0.29] 158 115
Hybrid DAF/DDF [0.33,0.33,0.33] [0.5,0.5] 16.9 10.4
Cooperative system  [0.702, 0.202, 0.096] [0.28, 0.86] 149 124

10~®  Direct transmission N/A N/A 50 —
DAF-aided [0.33,0.33,0.33] [0.5,0.5] 29 21
Cooperative system [0.76, 0.2, 0.04] [0.82, 0.91] 23.7 26.3
DDF-aided [0.33,0.33,0.33] [0.5,0.5] 27 23
Cooperative system  [0.602, 0.202, 0.196] [0.31, 0.31] 225 275
Hybrid DAF/DDF [0.33,0.33, 0.33] [0.5,0.5] 25.7 243
Cooperative system  [0.702, 0.202, 0.096] [0.31, 0.86] 223 277

Furthermore, in order to make the most of the complemewtafithe two above-mentioned cooperative
systems, a more flexible resource-optimized adaptive dydwoperation-aided system was proposed
in this chapter, where the cooperative protocol employea Ispecific cooperating MS may also be

adaptively selected in the interest of achieving the bessipte BER performance.

Finally, we quantitatively summarize and compare the parémce gains achieved by the DAF-
aided, the DDF-aided as well as the hybrid cooperative systever the direct-transmission-based
system in Table 13.8, based on the simulation results adaihroughout the chapter. Observe in
Table 13.8 that, given a target BERIi~#, the DAF-aided cooperative system is capable of achieving
a slightly higher performance gain than that attained byi¥--aided counterpart, regardless of the

employment of the optimized resource allocation. Howegaren a target BER ol0~5, the latter
becomes capable of achieving performance gaisaofd1.2 dB over the former for the non-optimized

and optimized resource allocation arrangements, respégtias seen in Table 13.8. Furthermore,
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458 Chapter 13. Resource Allocation in Fast Rayleigh FadinGhannels

among the three types of cooperative systems investigatadichapter, the adaptive hybrid DAF/DDF
cooperative system performs the best for a wide range of SR&unarkably, as observed in Table 13.8,
the hybrid cooperative system is capable of achieving p@diace gains over its direct-transmission-
based counterpart, which are as highlast and 27.7dB for the BER targets o0~ and 107>,
respectively, when the optimized resource allocation ipleyed.
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